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ABSTRACT With the progressive and availability of various search tools, interest in the evaluation of
information retrieval based on user perspective has grown tremendously among researchers. The Information
Retrieval System Evaluation is done through Cranfield-paradigm in which the test collections provide the
foundation of the evaluation process. The test collections consist of a document corpus, topics, and a set
of relevant judgments. The relevant judgments are the documents which retrieved from the test collections
based on the topics. The accuracy of the evaluation process is based on the number of relevant documents
in the relevance judgment set, called qrels. This paper presents a comprehensive study, which discusses the
various ways to improve the number of relevant documents in the qrels to improve the quality of qrels and
through that increase the accuracy of the evaluation process. Different ways in which each methodology was
performed to retrieve more relevant documents were categorized, described, and analyzed, resulting in an
inclusive flow of these methodologies.

INDEX TERMS Document similarity, human accessors, information retrieval, information systems evalua-
tion, pooling, topics.

I. INTRODUCTION
There has been a massive growth of the World Wide Web
every day. Whenever a user tries to search for a particular
information from the retrieval systems, a set of documents
is retrieved based on the query which entered by the user.
These retrieved documents are supposed to be relevant to
the user query and it makes the satisfaction for the users to
relay on the system again. The ranked list of these retrieved
documents is ordered based on the degree of relevance to the
query. Each retrieval system produces different ranked list
documents based on their relevance. The only way of finding
out which systems produced more relevant documents can be
through an evaluation process [3].

The evaluation process can be done in two ways, User-
based evaluation, and System-based evaluation [1]. User-
based evaluation depends on user satisfaction or feedback
and System-based evaluation is completely based on the test
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collection and focuses on how well the system can produce a
greater number of relevant documents. User-based evaluation
is comparatively high cost as it requires many users to partic-
ipate in the process. In System based evaluation the same test
collection can be repeated for any number of experiments [1].
The main aim of the information retrieval evaluation is to
find out how well a system produces a maximum number
of relevant documents and at the same time, suppress the
irrelevant ones [41]. System-based evaluation is preferable
compared to user-based evaluation.

Test collections are mostly used tools for the evaluation
process [13]. The evaluation is completely based on a set of
test collections which consists of a set of documents called
document corpus, a set of queries called topics, and a set of
relevance judgements. Some of the well-known test collec-
tion campaign models are the Text Retrieval Conference1,
the Cross-Language Evaluation Forum2, the Community for
Information Access Research project3, the NII Testbeds,
and the Initiative for the Evaluation of XML Retrieval4 [2].
These test collections have a major role in increasing the
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quality of research in the evaluation-based methodologies,
pooling concepts, human accessors involvements, topic selec-
tion, extraction of relevant documents, and the involvement
of significance testing. The reusability of test collections
is also an advantage. Much research has been done in the
view of reusing these test collections. The judgments were
more consistent in judging documents by the human acces-
sors. Even though the decision-making takes time difference,
the similarity in the judgment had a scope in reusing the
documents [5]. Another study was based on the involve-
ment of non-relevant documents and adjusted the score based
on it. It helped to produce a greater number of relevant
documents [4]. The reliability of an information system’s
performance based on evaluation measures by considering a
large topic set has shown that an increase in the topic size
when having fewer relevant documents for each topic helps
to construct a good test collection [5].

Topics are queries, which retrieve relevant documents
based on each topic in the system. Many studies have been
done on the involvement of topics in the retrieval process.
An increase in the number of topics and a reduction in
the number of judgment lists shows a better result in the
evaluation process and through that can reduce the human
accessor effort [6].Another study by reduced the topic size
and increased the evaluation depth also showed an increase
in the relevant documents [7]. Another study shows that con-
sidering a huge topic or large judgment list would be a waste
of budget. So, a solution, considering only a subset of topics
also produces the same number of relevance judgments [8].

Relevance judgements are the documents retrieved based
on topics and these documents contain the information about
relevancy of each document to a particular topic. The infor-
mation retrieval system performance is measured based on
how many relevant documents are retrieved based on the
topic [7]. The effectiveness of the system is measured based
on how well a system can find the relevant documents [5].

The Information Retrieval process runs as follows. Each
participating systems collect a set of relevant documents from
the document corpus based on the topics. These documents
were ranked based on their relevance and call it as runs.
By using some rank aggregation techniques these ranked doc-
uments were merged and ready for the judgements. However,
judging the whole document is practically not possible as
it is costly and time-consuming. Therefore, the evaluation
initiatives have proposed some methods to retrieve the most
relevant documents that will be sent to the human assessors
for judgment. After these judgments, we can find out which
systems performed better compared to the other systems.
This process can be done through any evaluation measures
like precision, and mean average precision. Through these
evaluation scores, we can judge which all systems performed
better and can rank these documents [9].The information
retrieval evaluation flow is shown in Figure 1.

The evaluation performance of the Information retrieval
systems is not only by considering their efficiency but also
through their effectiveness, that is their ability to produce as

FIGURE 1. Information retrieval evaluation process.

much of relevant documents and rank them in a better way by
rejecting the irrelevant ones.

As the number of relevant documents increases in the
judgment list, the quality of the list will increase and through
that, the evaluation accuracy also increases. Various meth-
ods are there to retrieve the relevant documents from the
document corpus. These methodologies help to produce as
much of relevant documents into the judgment list. The vari-
ous methodologies categorization is shown in Figure 2. This
literature review offers an depth study of various methodolo-
gies that are available in the evaluation process used by the
researchers to get better results.

FIGURE 2. Categories of various methodologies used to generate relevant
judgment set in the evaluation process.
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The main contribution of this paper is

• The detailed study of various methodologies that are
available in the evaluation process in order to increase
the number of relevant documents in the judgment set
also known as qrels.

• Comparison and discussion on the benefits and draw-
backs of these methodologies during the evaluation
process.

II. METHODOLOGIES
This session provides a detailed view of various methodolo-
gies used by the researchers to improve the number of relevant
documents in the judgment sets and through that increase the
quality of the judgment sets.

A. IMPROVING RELEVANT JUDGMENTS BASED ON
POOLING
Based on the topic, finding the relevant documents from large
data collection is time-consuming and expensive as it has
been done by human accessors who are experts in the field
of those areas. In TREC dataset, which is an initiative done
by theNIST organization has provided large data collection in
order to perform large-scale evaluation on retrieval systems.
Each document collection is in millions and billions in num-
bers. Some sample TREC data sets with several documents
and topics are shown in Table 1. Judging all these documents
by a certain number of expert judges is impossible as it
takes decades to complete it and also needs to afford high
cost too [10]. Lately, instead of highly paid expert judges
another alternative option was crowd-sourcing. Real users
were chosen with the goal of collecting relevant judgments
from the crowd-sourcing platforms [11]. However, it noticed
that it was more error-prone as the real users might not be
judging the documents correctly.

TABLE 1. Number of documents and topics in TREC dataset.

A new pooling method proposed with a set of documents
to be judged for a topic is constructed by taking the top k doc-
uments from the multiple runs which created by the different
systems [12]. Each document in the pooled list is considered
as relevant and documents not in the pooled list are assumed
as irrelevant. The quality of the resulting collection depends
on the retrieval methods and the pool depth [14].
The first pooling method, now referred to as Depth@ k

which considers the top k relevant documents for each topic
from the multiple runs created by the participated systems.
All the duplicated documents were removed from the list
and will be given it to the human accessors for the judgment
purpose. It was the most popular and traditional retrieval
approach which helped to reduce the size of the judgment
list [12]. The judged list will be called a partial relevance
judgment list as it considers only a part of the documents
for the judgment process. The remaining documents will be
considered as unjudged lists or irrelevant documents.

Traditional pooling methodology helps to extract a greater
number of relevant documents, but the pool depth cannot be
fixed to a particular size. Pooling done with a fixed pool depth
fails to produce enough number of relevant documents as the
document size increases. As the document size increases and
pool depth also increases, a greater number of documents
might be needed to consider for the judgment, as a result again
the human accessor effort, cost, and time also gets increase.
Table 2 shows the various document collections and different
pool depths to achieve a certain number of relevant docu-
ments. To reduce the cost and effort, the number of judgments
need to be reduced. Given a multiple ranking of documents,
the extraction of documents is restricted to top-k documents.
Taking a sample of 10% of the depth-k andwill consider those
documents as relevant [14]. By this methodology, the number
of relevant documents can be reduced to a certain number, but
still achieve a relevant number of documents.

TABLE 2. Variation in the number of documents, topics, and pool depth
in the TREC dataset to achieve a certain number of relevant documents.

Another method of pooling is based on IR Evaluation
measures in order to solve the large-scale retrieval evaluation
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using a methodology called Active sampling. A sampling
strategy is used to find out runs that provide larger proba-
bilities of relevant documents and assigns document ranking
at the beginning of the sampling process. Later document
samples will be retrieved from these runs and will find out
actively present good systems based on evaluation measures
like the Horvitz-Thompson estimator to estimate the evalua-
tion metric of all runs [15]. Another pooling strategy is called
dynamic pooling which repeatedly selects the documents
from the unjudged list based on the previously judged list
until enough relevant documents are achieved. It’s a different
concept compared to fixed pooled depth. More number of
relevant documents were able to be retrieved. Some samples
of fixed pool depth are depth-k, meta-ranking, and statistical
sampling. Dynamic sampling examples are MFT, hedge, and
bandit methods [16].

Applying a Fairness Score, namely fair pooling, is another
methodology that creates pooled documents by applying a
Fairness score as similar as possible for all the participating
systems runs and opportunistic pooling, based on several
judgments and a threshold value which is a series of evalu-
ations metric to create a fairness pooling [11].
Identifying relevant documents based on fixed size N

and fixed budget based on top@N documents are RBP
ABased@N, RBP BBased@N, and RBP CBased@N. RBP is
Rank Biased Precision which considers documents based on
the document rank probability, examines documents in turn,
and proceeds from each to the next as like compared to i+1,
users prefer ith document. Three methods such as
Method A: Summing Contributions, RBP ABased@N,

which considers documents to be selected based on their
overall contribution to the effectiveness evaluation, rather
than their peak contribution.

Method B:Weighting by residual, RBPBBased@N,which
considers the overall contribution of the evaluation and also
weighting of the individual documents in order to avoid
leaving the individual runs.

Method C: Raising the power, RBP CBased@N, which
tried to increase the score component by increasing the power
of the current score [17].
Based on common evaluation measures, three strategies

like Take@N, from the ranked list, and top N documents
were selected from each Rp run [18]. DCGBased@N applied
the discount function defined in the discounted cumulative
gain to rank documents into the pool. RRF Based@N, mainly
used for finding the system effectiveness, is used to find
the document contribution score. PP Based@N is used to
calculate the number of relevant documents at rank k to the
number of documents in k.

The next one is the contribution of Mutli-armed Ban-
dits for ordering the documents in the pooling. Using this
method, were able to early identify relevant documents in
the pools. The document adjudication in the pooling method
has been introduced [19]. This strategy has been used to
analyze the documents in the pooled list and add on more
documents to the relevant judgment list with minimal effort.

A k-armed bandit is an approach introduced in order to adju-
dicate metasearch documents [20].

Shallow pooling based on preference judgment made by
the crowdsourcing makes relevant judgments between neural
ranked stack based on mean reciprocal rank and top judged
documents, based as top-ranked documents, and re-evaluate
the runs in order to produce enough documents into the
judged list it helps to score more documents [50].

B. IMPROVING RELEVANT JUDGMENTS BASED ON
HUMAN ACCESSORS
Getting human assessors’ help for different relevant evalua-
tions has gained a greater impact on the Information retrieval
evaluation process. But still collecting relevant documents
from a large collection of datasets with the help of human
assessors is not feasible and recreating or reproducing these
documents for every occurrence is not practically possible
due to different decisions made each time by the different
accessors or the same assessors. Disagreement among the
assessors has been noticed as one of the major issues from the
earlier stages of the information retrieval evaluation process
since the 1960s [21]. Also, the cost of judgments each time
with these human assessors is too high. Many studies have
been done by researchers in order to reduce this cost by
considering pooled documents [6], [22] and also reducing the
number of topics accessed [7].

• Crowdsourcing:

One of the alternative solutions to reduce the cost of
human assessors is through crowdsourcing. Crowdsourcing
can replace the classical human assessors. The main advan-
tages of this approach are cost-effectiveness, flexibility, and
quality also improved. The literature shows that the agree-
ment between each worker and the TREC assessors is not
high if they work individually, but it increases when they
are grouped and work [21]. Even some experiments show
that the results of the crowdsource are accurate or precise
with the expert judges. Sometimes even with the relevant
documents disagreements happen between real users and the
expert judges. Even the results show that in most of the TREC
dataset’s judgment process, the judgments have been done
faster with good results at low cost [21].

Assessors’ agreement and disagreement based on a topic
and how it affects the evaluation process is always a challenge
among researchers. Document ambiguity or topic ambiguity
can be the reasons for the disagreements. Documents might
have different meanings based on the terms within it have
multiple meanings, the information with the document or
querymight not be clear, assessor’s environment andmood all
matter for the disagreements among the assessors to choose
a document wrongly. Compared to the previous literature
which assigns relevance labels for the documents, this work
suggests the evaluation metric for the topic-document pair.
Crowdsourcing was the option chosen for this methodology
and the judgment for the same topic-document pair has been
collected from the multiple assessors and the results have
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shown that judgment quality has increased compared to the
previous ones. And shows that defining relevancy here is
based on the distribution of documents among the accessors
and not based on the absolute value assigned to the docu-
ments [27].

The agreement of crowdsourced judgments with expert
judgment has been studied based on different ordinal scales
and different datasets based on system effectiveness and top-
ics. Each scale’s results show a similar score of agreement
with the ground truth and also show almost accurate results
for each topic level based on this scale. High correlation
values are shown for both systems ranking and on easy top-
ics. Considering these scales helps to be aware of different
relevance levels of judgments [51].

• Based on frequency

But crowdsourcing with a large set of documents always
can be a challenge. There can be more chances of errors in
the judgment process due to disagreements and with issues
or errors in indexing, searching, and even in the process of
creating catalogs. The same word with different meanings
might cause the assessors to judge a document incorrectly and
it leads to a reduction in the number of relevant documents
retrieved. Different words with the samemeanings also might
lead to the choice of irrelevant documents as relevant [24].
To reduce the human accessor effort, generating a document
ranking methodology called the pseudo relevance judgment
process has been introduced in order to generate a reliable set
of relevant documents. This methodology has considered two
key factors such as the frequency of each document per topic
from all the system runs and document ranking. Also com-
pared to the traditional pooling method, only the contributed
systems were considered. However, in this methodology,
considered documents from both contributed systems and
non-contributed systems [25].

To reduce the human assessor errors in the judgment
process, the magnitude estimation technique was another
alternative solution. Instead of classical binary relevance
judgment an estimation task has been assigned to the crowd-
source to obtain judgements at scale. An estimation task that
helps to check the consistency of the rank assigned among
some documents mainly for the topic understandability based
on the frequency of terms in each topic. The result has shown
that the magnitude estimation technique is more robust in
order to check the document relevancy [27].
Evaluation of system effectiveness based on different exist-

ing methods by real-user judgments has shown that it is
more error-prone and varies in results by expert judgments.
A study on existing methods to improve the results has shown
that instead of applying a single method, a combination of
different best methods results more effective by applying
machine learning algorithms and finding out the frequencies
of the matching results from these methodologies help to find
the performance of the system runs been without relevance
judgments [32].

Judgments based on assessors or groups of assessors vary
based on the quality of the topics or topic terms. Research has
been done on based on the quality of these topics and if irrele-
vant, then remove them from the test collection. This research
evaluated the system performance by considering some set
of search terms and a set of documents. If the quality of these
terms goes below a certain value, it is considered it ambiguous
and removed from the test collection and increases the quality
of the retrieved documents by the human assessors [53].

• Pair-wise preference judgments
Assigning ranks to the relevant documents based on their

relevancy is a necessary process. It is done to consider that
one document is more relevant than another document and
to create multiple grades of relevance. It can be done either
through pair-wise preference judgment or through the nomi-
nal graded method. Both this process requires assessors help
to judge the documents. Pair-wise preference judgment is
more popular and acceptable as the assessors can make a
binary decision as either relevant or irrelevant instead of
assigning multiple relevance grades. Assessors can quickly
make pair-wise judgments instead of absolute judgments.
This methodology uses use Elo rating system to combine the
documents [26]

To reduce the human assessor’s involvement and find the
system’s effectiveness, another methodology was proposed
to find a fixed number of relevant document pairs that are
accurate and help to auto-generate other document pairs.
These methods help to simulate a large number of preference
judgments based on pointwise judgments [54].

Differences between the rankers can be found based on
the top-ranked results by considering partial preference judg-
ments by taking top-k ranks of documents helps to achieve
more quality of documents and through that can increase the
system effectiveness [55].

C. IMPROVING RELEVANT JUDGMENTS BASED ON
TOPICS
Topics have a high influence on evaluating the system’s per-
formance. A different set of topics produces different results
in documents. Some set of topics predicts more accurate
results compared to other documents. Finding out the best
topics and which topics to consider in the judgment list is
always a challenge [30].

• Topic difficulty
In a typical information retrieval evaluation, the relevant

documents are retrieved based on the relevance of the query or
topic from the document corpus collection [29]. Topic is one
of the major factors to predict the relevancy of a document.
The topic difficulty is a major challenge in the evaluation
process. Based on accessibility, topics can be classified as
hard topics, medium topics, and easy topics. Human assessors
always prefer to access easy topics compared to harder topics.
Due to that many relevant documents related to harder topics
have not been considered in the judgment list and it reduces
the system’s effectiveness. Topics have a high influence on
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doing comparisons with the system’s performance. A differ-
ent set of topics with the same size produces different results
and the same set of topics with different sizes also produces
different results [30].
Topics can be easy, medium, or hard based on their accessi-

bility and it will affect the system performance score. Topics
difficulty is always judged by the human assessors. Easy
topics are always accessed by the human assessors and due to
that some of the documents that are relevant based on a harder
topic will not be considered in the judgement list. Based
on the topic average precision can judge a topic’s difficulty.
If the average precision of a system on a particular topic is
high means that the particular topic is performed well on the
system and that topic is an easy topic. In the same way, if the
average precision value on a system for a particular topic is
fewer means, the topic is harder for that system [35].

The topic difficulty and the topic size have a great impact
on the system evaluation score. It will be difficult to judge
topic combinations or topic pairs with a large topic-size
document list and it will lead to time-consuming and high
computational costs. Assigning a Topic Difficulty Score to
each topic is an effective methodology to find out the dif-
ficulty of a topic and finding a suitable set of topic lists
that perform better on the particular system to adjust the
topic size. Usually, easy topics perform better to effectively
increase the system score [29]. As an alternative option to
this, if we consider top-k documents from the run list, there is
no evidence that easy topics are always performing well, even
the harder topics can perform better results. Also based on the
different evaluation metrics the results will be consistent [36].
The relevancy of the documents can be predicted only with

the returned search results. Each query can have ambigu-
ous meanings which might lead to selecting the irrelevant
documents into the qrels files. The quality of the queries
can be measured with a set of queries and a set of web
snippets documents based on a selection of criteria by incor-
porating classification and clustering techniques. Correlation
coefficient values show that some sets of queries were not
performing better by retrieving negative recall values. Those
queries might need to be avoided for the evaluation pro-
cess [53]. With this even without human relevance judgments
also evaluation can be done [52].
System effectiveness in predicting relevant documents

tightly depends on the topic’s hardness. The topic difficulty
is not invariant and depends on the participant systems the
same topics produce different outputs. Topic ordering based
on relevancy needs to be carefully done to evaluate the predic-
tion modeling [33]. The topic difficulty has been tested with
different corpus sets and executed on the same systems from
different datasets. The same set of topics have been used.
Each system has retrieved a different set of documents in each
run even though the effect is less [56].
Estimation of the difficulty of a topic has been proposed

in [57]. Using NDCG measures, assign continuous hard-
ness scores to the topics based on the system performance.
The same measure can be used to select a particular set of

topics help to produce high-recall documents. The topic or
query formulation is an effective solution to overcome these
drawbacks [33].

• Number of topics considered

The evaluation of information retrieval systems is always
a challenge due to the increased information on the web.
Systems can be measured based on main two factors, such
as the quality of topics chosen, and the number of relevant
judgments produced. A lot of studies happening among the
researchers regarding how to increase system effectiveness
either by decreasing the number of topics or with better
topics [7]. More number of topics chosen might increase the
number of relevant documents, but the computational cost
and human effort can be higher. So, most of the research
on topic-based is with fewer numbers and easy topics. With
a lesser topic also it is possible to achieve the same effec-
tiveness score. All topics might not be able to produce good
system rankings [6], [30]. So, the researchers need to find
out the difficulty of the topic to access and the topic size.
Topic size is always challenging, as the topic size increases
it increases the computational cost. So, finding out the exact
number of topics is with one of the effectiveness metrics such
as Precision. Precision@ 10was the earlier standard measure.
But if the document size is increased, the k value also varies
between 20 and 25, and the standard one is fixed at 50. So,
the evaluation measure will vary depending on the document
size [34].
Accessing a large number of topics has a higher com-

putational cost, as a result, to get better results, various
studies happening on varied evaluation depth with a reduced
number of topics. Based on effort-based relevance judg-
ment, higher evaluation depth with a lesser topic size and
lesser evaluation depth with a higher topic size have been
considered. Achieving good evaluation outcomes based on
reduced topics or higher topics is an interesting part among
the researchers. Number of topics to be used is based on the
user’s satisfaction. In research, it has been noted that there is
a non-correlation between evaluation metrics and user satis-
faction. Users always prefer low-effort topics for easy access.
Real users won’t spend too much time like expert judges with
the hard topics. Due to that many relevant documents won’t
get considered in the pooled list and it will affect the system
evaluation score. Considering low-effort judgment or easy
topics with various evaluation depths is one choice to make
the evaluation metric standardized [7].

Another study was based on the topic easiness, the real
user’s ability to understand the document, finding out the
correct topic related to the document, the way how convey the
meaning of the topic title and document content all matters
with the correct retrieval of documents. The effort on the
understandability, findability, and readability always has an
impact on the system performance evaluation score. High-
effort topics and documents are always harder for real users
to make a correct judgment and are neglected by the users
due to their difficulty. Real users always prefer low-effort
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documents for their ease of access. So, considering low-effort
documents with shallow depth always gives better results in
terms of evaluation metrics [7].
Partitioning the document corpus randomly into multiple

parts(shard) and creating a replication of system and topic
combinations helps to find out the pairs of the documents that
are related to each system-topic pair list. It helps to reduce
the topic size for the document list and still maintain the
accuracy of the evaluation process [47]. Topic with document
subparts(shards) combination also studied and it has shown
that topic-shard combination produces different output with
different systems and needs to be carefully chosen when
the topic shard set is being considered. The topic alone and
the topic-shard combination produce different system per-
formances and through that accuracy also varies [58]. Topic
sampling is crucial as it varies the results of the accuracy.
Topic-aware balancing methodology helps to choose the top-
ics and the passage efficiently and helps to maintain the result
constantly even with different random ordering [59].

• Topic Modeling

Topic modeling is a technique that can be used to evaluate
large data collection. To reduce the noise and choose the
subset of the documents, topic modeling has an important
role. To plot the topicmodeling the best way is throughmatrix
factorization. Topic modeling can be used for multi-lingual
situations. It can used even with multi-language datasets.
Generating topics based on the topic modeling concepts
can be done with formal or informal datasets, multi-model,
or multilingual models [60]. The accuracy of the results
produced with different topic modeling techniques has been
different with different datasets and different criteria. Also
choosing the metrics used to evaluate the topic modeling
results got quite challenging as it is difficult to predict the
accuracy. Various topic modeling techniques used so far and
also shown which model will be more beneficial for different
content-based datasets. Also shows a clear view of the evalu-
ation metrics used to predict the accuracy of the results [61].
To achieve a good quality evaluation metric, topic interest

among real users is of great importance. Finding the correct
interesting topic based on user choice will help to achieve
a good system evaluation score. Researchers have proposed
a model to find out the best topics based on criteria. Topic
modeling has been used to evaluate the quality of the topics
and it has been seen growing for various applications like text
classifiers, image recognition classification, and so on. Topic
modeling can be constructedwith some predefined keywords.
With the help of topicmodeling, it can extract ormine specific
relevant topics which can extract more relevant documents.
And, topic modeling can extract a topic quality metric that
predicts human judgment about a topic [37].

Topic coverage is an alternative option for choosing a more
relevant and accurate topic for the topic list. Different topic
models generate a set of topics and may not be accurate
according to the expert judges. Topic coverage technique
computationally matches the topics with the reference light of

topics, and it helps to judge the models and also topic quality.
An experiment with topic coverage in order to find out topic
quality, topic categories, and also topicmodel evaluation [62].

D. IMPROVING RELEVANT JUDGMENTS BASED ON
DOCUMENT SIMILARITIES
Traditional methods like pooling, sampling, and using
evaluation metrics for large document collection are
time-consuming and have higher computational costs. Clus-
tering and classification techniques help to resolve this
drawback. In traditional methodologies, the whole dataset
needs to be considered for the evaluation process. However,
in clustering and classification techniques, only the docu-
ments within that class or cluster need to be considered
for the evaluation process. This technique helps to retrieve
documents with less cost and time. However, the quality of
the documents retrieved through these techniques is lesser
compared to the traditional methodology. So to increase the
quality of the evaluation process, much research has been
done based on clustering and classification techniques.

• Clustering

In the last decades, several approaches have been proposed
to increase the performance of cluster-based information
retrieval processes. One among them is by combining both
clustering and frequent itemset mining. Each document from
the ranked list was clustered based on the K-means algorithm
and according to its relevance, the similar documents will
be grouped into each cluster. From each cluster the frequent
terms in the documents were calculated and based on this fre-
quency of terms, closed frequent pairs were collected. To find
the relevant documents based on the user query is through
these frequent pairs of itemsets. Based on the user query, the
k most frequent patterns are used to group documents that
share similar terms. Patterns or the most frequently occurred
itemsets discovered in each cluster are then used to select the
most relevant document clusters [38].

The search effectiveness can be achieved through both
incremental relevance feedback and through document clus-
tering. In the relevance-based feedback approach, the quality
of the documents retrieved is usually lesser. Users’ relevant
judgments are collected from one or two systems rather than
pooling and these documents are considered initial judgments
these documents were returned to the systems to produce
more documents and based on that feedback the relevancy
is determined. The document clustering method displays the
retrieved documents in a cluster form rather than just ranked
ones. This helps to separate the relevant and non-relevant
documents and easy to judge the relevant documents cluster
documents efficiently and can reduce the focus on a single
topic in a user query and ignore others. In this methodol-
ogy, all the documents are clustered based on user feedback.
Choosing the best cluster based on the density strategy.
Within each cluster, the documents are sorted by their rel-
evance score for the initial query. And extracted the top N
documents from each cluster [39].
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Clustering the documents based on a user query is a
common approach for the retrieval evaluation process. The
clustered documents were later considered for the docu-
ment ranking. Different clusters are simultaneously used for
retrieving common features of the documents based on their
ranking and assigning document ranking based on these fea-
tures was proposed in [64]. This approach helps to improve
the document’s similarity vector space.

To improve the effectiveness of the retrieval effect in clus-
tering, considering topic modeling with clustering helps to
improve the result. Each topic in the cluster is mapped with
a set of terms in the document collection and find out the
frequencies of each term. The similar topics are frequently
considered to represent various themes. This result helps to
retrieve meaningful representations of clusters and also helps
as a guide to judge the quality of the clusters [65].

• Manifold-based
Another model is Manifold-based and, in this model,

inter-document similarity will be considered to group the
documents and assign new scores to these similar documents
and these documents with similar degrees of relevance within
that manifold are considered to be the same and will assign a
similar score and will consider into the judged list [40].

Passage-based and manifold-based similarity-checking
methods help to improve the ranking score of the ini-
tial pooled documents. Based on the passage-based model,
term frequencies in the passage were considered and
assigned based on the weightage of the documents. The
manifold-based model helps to evaluate inter-document term
frequencies using term modalities. This method helps to
refine the scores in the initial pool of documents and re-rank
those documents based on their scores [66].

To improve the efficiency of the clustering task, a rank-
based manifold method has been proposed in [67]. This
method helps to create different clusters based on the simi-
larity measure. The documents within the cluster have gone
through an unsupervised similarity learning technique to
compute the effective measure in a data collection manifold.

• Classification
Even without pooling and system ranking, automatically

classifying the unjudged documents based on their simi-
larity is another method. Usually, unjudged documents are
not considered in the pooled list. This approach considers a
topic-specific document classification model for each search
topic. This approach uses using Active learning algorithm for
selecting and classifying documents. First, with the help of an
active learning algorithm, select the documents that accessors
should judge. Next, these documents are used to classify all
the unjudged documents into separate classes based on their
similarity. Active Learning algorithms are used for both these
document selections and the automatic labeling of unjudged
documents. Comparisons and similarity checking with the
pooled documents and the unjudged documents based on the
classifications improve the relevant scores. However, predict-
ing relevance judgment via a classifier introduces bias in the

evaluation of Information Retrieval systems when consider-
ing the document ranking. Also have introduced a hybrid
combination of human and automatic judgments [41].

In many evaluation processes, only the pooled documents
were selected into the pooled list. The documents from the
unjudged list were not considered for the evaluation process
and due to that the system’s effectiveness is not accurate.
Another methodology was proposed to increase the system’s
effectiveness by training a classifier on the pooled documents
and considering it for predicting the relevancy of the docu-
ments from the unjudged list by considering the document
similarity. Once the similarity was found, those documents
were moved to the judged list or the pooled list and tried to
increase the effectiveness of the systems [42].

A similarity measure by incorporating both term frequen-
cies and sparse data in various dimensions helps to increase
the performance score of the classified documents. This
method classifies the documents based on term frequencies
and uses centroids and vector space models for classify-
ing the documents [63]. Precision values, recall values, and
f1 score valueswere improvedwith these similaritymeasures.
Classification accuracy improved in terms of text-based doc-
uments.

III. SUMMARIZE FINDINGS AND DISCUSSIONS
This study aimed to examine the various methodologies
to improve the quality of documents in the judgment list,
in inorder to increase the effectiveness of the system eval-
uation process. Pooling, Human accessors, Topics, and
Document Similarity are the main methodologies used for
these evaluation processes.

Retrieving relevant documents is one of the main concerns
during the evaluation process. Based on how many relevant
documents retrieved by each system, ranks are allocated and
through that system, performance is being evaluated. To get
better ranks, more relevant documents need to be on the
judgment list. For that, various methodologies researchers
have used and helped to increase the number of relevant
documents in the judgment list.

• Pooling
Pooling is one of the traditional andmost effectivemethods

to retrieve a greater number of relevant documents into the
judgment list. In pooling the whole document list is involved
in the evaluation process and a subset is chosen for the judg-
ment list. This process helps the pooling methodologies to
retrieve a greater number of relevant documents and through
that, the quality of the documents retrieved is also better. This
helps to increase the system’s effectiveness but as this process
considers the whole document, it is time-consuming [38].

• Document Similarity
Finding document similarity either by clustering or clas-

sification technique considers only a part of documents
from the class or cluster for the evaluation process. So,
the quality of the documents retrieved from these judgment
lists is less compared to the traditional methodology. Much
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research [38], [41], [40] is happening now to increase the
quality of the relevant document list through classification
and clustering techniques.

• Human Accessors
Judgment through human accessors is more error-prone.

For a topic, judgments made by real users and expert judges
are different. Depending on the readability effort, under-
standability effort, and findability effort, it varies [7] and
the environment influences while judging. As it is more
error-prone, we need to reduce the human accessors’ effort
by automating the frequency of documents on each topic
or automating document selection as similar to the human
choices

• Topics
Topics hardness also matters in the judgment process. Easy

topics can be judged by human accessors easily and can
retrieve many relevant documents. For the hard topic, judg-
ments made by the real users and expert judges are different
due to the topic hardness. Topic hardness is always a quite
challenge for everyone to judge a set of documents based
on a topic [29]. So, the system’s effectiveness also varies
depending on the number of relevant documents. Either needs
to reduce the topic pool depth or topics need to auto-generate
topics based on the pre-defined keywords.

Various evaluation metrics are used to measure the sys-
tem’s effectiveness. These measures are used to find out how
well the participating systems retrieve several relevant docu-
ments. The various measures are Precision, Recall, Average
Precision, f-measure, RBP and NDCG, etc. Precision is based
on the number of documents retrieved and Recall is based on
several relevant documents in the judged list [5], [43]. RBP is
rank-biased Precision which is an alternative to Recall which

FIGURE 3. Kendall’s correlation values of methodologies for various
predictions of AP@10 based on TREC-8 and TREC-9.

FIGURE 4. Kendall’s correlation values of methodologies for various
predictions of AP@100 based on TREC-8 and TREC-9.

FIGURE 5. Kendall’s correlation values of methodologies for various
predictions of AP@1000 based on TREC-8 and TREC-9.

assigns relevance weights based on geometrical distribution
based on documents that appeared in the ranking [44], [45],
[46]. NDCG is for ranking the quality of the retrieved docu-
ment set by the participating systems [48], [49]. Sometimes
these evaluation metrics overestimate the effectiveness of the
systems, especially when some of the top-ranked documents
are unjudged. The correlation of metrics shows that precision
evaluation metrics perform better [31].
Figure 3, Figure 4, and Figure 5 show the Kendall Tau

correlation of methodologies such as pooling, by considering
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topics and document similarity. Based on the TREC 8 dataset,
the total runs are 129, and the selected runs are 108. Total
topics are 50. TREC 9 has been used. Pooling has been done
with Combsum and a pool depth of 100. The topic is with the
frequency of terms with topic size 40. Document similarity
done with K-means clustering and TF-IDF algorithm used for
similarity checking and Cosine similarity for distance mea-
suring. Figure 3, Figure 4, and Figure 5 presents Kendall’s
correlations of all methodologies for various prediction of
precision@10,precision@100 and precision@ 1000. It has
been computed with a cut-off depth of 10 to 50. Here it shows
that for both trec datatsets, pooling performs better in finding
out the relevant judgements compared to document similarity
and topic based. Topic-based methodology did not retrieve
better results due to the topic’s hardness.

A brief issue and research direction on the various method-
ologies are listed in Table 3.

TABLE 3. Summarize findings from literature review.

IV. CONCLUSION
Increasing the number of relevant documents in the judgment
set also known as qrels always helps to improve the quality of
the judgment list and through that can increase the accuracy
of the evaluation process. In this work, we have summarized
various methodologies like pooling, through human acces-
sors, topic selection, and document similarity checking, used
to improve the quality of relevant documents. Much research
has been done in each methodology in order to provide a
greater number of relevant documents into the judgment set.

Pooling is one of the traditional approaches and is more
popular, it provides a tremendous result in choosing relevant
documents, but it time time-consuming as it is considering
the complete dataset for the evaluation process. Document
similarity checking is another methodology that solves the
drawbacks of the pooling method as it considers only one
cluster or a class of documents for the evaluation process.
As it is considered only a part of the judgment list, the quality
of the document is quite low. Human accessor evaluation like
crowdsourcing is highly expensive as it requires expert judges
or real users for the evaluation process, and it is more error-
prone. Topic selection is a quite challenging process too and
judgment will vary depending on topic hardness and topic
difficulty. Various research can be done by considering the
drawbacks of each methodology to improve the number of
relevant documents in the judgment list.
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