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ABSTRACT The development of efficient energy management for nanogrid (NG) systems, while reducing
both the carbon dioxide (CO2) emissions and power generation cost, is achievable through the effective
utilization of available energy sources. This paper proposes a multi-objective optimal energy management
strategy for grid-connected NG systems, which incorporates PV arrays and battery storage devices (BSDs),
to reduce operating costs and CO2 emission simultaneously over a 24-hour scheduling period. This strategy,
which is based on the improved pelican optimization algorithm (IPOA), involves the development of
a multi-objective optimization (MOA) equation with several constraints, while taking into account the
Malaysian grid purchasing and selling prices. An innovative IPOA-derived technique is developed to
facilitate the NG’s optimal energy management operation in multi-objective situations. The proposed
algorithm is tested on three distinct scenarios to affirm its efficacy. It is assumed that (a) power exchange
between the NG and the main grid is limitless, (b) power interchange between the NG and main grid has
a predetermined limit and (c) operating at the maximum capacity of PV array. In order to demonstrate the
effectiveness of the proposed algorithm, The outcomes of the simulation are juxtaposed with results obtained
from the initial Pelican Optimisation Algorithm (POA), the Bat Algorithm, and the Improved Differential
Evolutionary (IDE) Algorithm. The simulation reveals that the suggested IPOA algorithm exhibited the most
economical performance and the lowest CO2 emissions. Moreover, in the second scenario, operational costs
decreased by 9.5%, and CO2 emissions were reduced by 15%. Conversely, in Scenario 3, there was a 2%
decrease in cost and 23% reduction in CO2 emissions as against the first scenario.

INDEX TERMS Nanogrid, multi-objective energy management, IPOA, optimization, cost effective, CO2
emission.

I. INTRODUCTION
Of late, the use of nanogrids (NGs) and microgrids (MGs) for
delivering superior power quality through the utilization of
wind and solar energy sources while simultaneously reducing
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greenhouse gas emissions and increasing service reliability
has drawn the attention of players in the electrical power
industry [1]. The emission of pollutants into the atmosphere,
stemming from the rapidly growing demand for electrical
power, is currently viewed as a global concern [2]. The
emergence of NGs and MGs as important power distribu-
tion systems is attributed to their capacity for combining
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multiple distribution sources, including energy storage
devices (ESDs), and renewable as well as non-renewable
energy sources [3]. The power pyramid portrays the primary
distinctions between NGs and MGs. For instance, according
to the power pyramid, in comparison toMGs, NGs come with
a lower power level and are less intricate.With a power output
of tens of MW, MGs are capable of providing electricity to
heavy consumption locations such as universities, hospitals,
and industrial units. Nanogrids (NGs), on the other hand, with
a magnitude of tens of KW, are utilized for single-family
homes or small structures [4], [5].

Many aspects of the MG and NG systems, with the
emphasis on energy scheduling and optimal management,
are documented in literature relevant to this subject matter.
Several studies delved into single-objective optimizations,
focusing on the reduction of MG and NG operating costs,
through the appropriate management of generation units to
achieve the best possible economic outcome. For example,
in [6], the authors introduce the recursive particle swarm
optimization (RPSO) algorithm which strives to reduce the
overall cost of the NG by optimizing the use of RES and
decreasing the use of traditional sources such as microtur-
bines (MTs) and diesel generators (DGs). According to the
test results, in comparison to the bat and genetic algorithms
(GAs), the proposed algorithm is more effective. On the
downside, however, in terms of addressing the problem, the
proposed technique required a longer period than the bat
and GA algorithms. The authors in [7] present the herd
optimization algorithm (HOA) for stand-alone NG short-
term scheduling with the objective of reducing operation
costs, while taking fuel limits into consideration. According
to the simulation results, in comparison to other alternative
methods, their recommended algorithm delivers a superior
outcome. In [8] and [9], the authors put forward an eco-
nomic dispatch (ED) problem for grid-connected microgrids
to maximize the use of RES and minimize the dependence on
non-renewable energy sources in order to arrive at the best
possible economic circumstance.

Several scholars examined multi-objective optimization
(MOA) problems involving both economic and environmen-
tal energy management in MGs. In [10], a fuzzy self-adaptive
particle swarm optimization (FSAPSO) technique is intro-
duced tomanage themulti-objective problem of economy and
emission for a grid-connected MGmade up of a wind turbine
(WT), a photovoltaic array, a microturbine, a fuel cell (FC),
and a battery storage device (BSD). In order to minimize both
the MG’s emissions and overall operating costs, a nonlinear
optimization problem was developed for the multi-objective
problem. The limitations were taken into consideration dur-
ing this exercise. A comparison with the FSAPSO, PSO, and
GA revealed that, in terms of cost and emissionminimization,
the recommended algorithm performs better.

In [11], a multi-objective PSO algorithm is employed
to achieve the best allocation and management of energy
resources in a grid-connected MG made up of a WT,

a PV array, a MT, a FC, and a BSD. The goal is
to concurrently minimize the MG’s emission and overall
operation costs through nonlinear optimization. In order
demonstrate the effectiveness of the multi-objective PSO
algorithm it was compared with the non-dominated sorting
genetic algorithm (NSGA-II). The authors in [12] introduce a
modified tribe-PSO approach for addressing multi-objective
challenges in grid-connected microgrids with the objective
of simultaneously reducing emissions and operational costs.
The effectiveness of this adapted algorithm is verified through
a comparison with the original PSO.

In [13], a dual-objective approach based on NSGA-II is
employed to reduce both carbon dioxide (CO2) emissions
and the net percentage cost. This approach takes into account
the energy expenses, annualized capital costs, and life cycle
costs as well as the operation and maintenance costs (O&M)
for grid-connected microgrids. The inclusion or exclusion of
BSDs was explored with the most favorable results in terms
of cost and CO2 emission minimization deriving from the use
of BSDs together with RES.

A refined iteration of the sparrow search algorithm (SSA)
was introduced as an approach for managing grid-connected
microgrids comprising a WT, PV array, FC, MT, and BSDs.
Two distinct optimization challenges were addressed. The
first challenge has to do with the specific objective of reduc-
ing either the overall CO2 emissions, or the total operational
costs of the microgrid, while the second challenge, which
is multi-objective in nature, concerns the minimization of
both the overall emissions and the aggregate operating costs
of the MG. According to the test results, in addressing the
single objective challenge, the proposed algorithm success-
fully achieved a 54.76% reduction in emissions and a 1.44%
decrease in costs as against the krill herd optimizer (KHO).
Conversely, in the context of the multi-objective challenge,
the SSA algorithm excels by reducing emissions by 0.118%
and achieving savings of approximately 42.78% in operating
costs when compared to the ant lion optimizer (ALO) [14].

In the context of NG applications, the use of a MOA
aimed at reducing both cost and CO2 emission is hampered
by the issue of different distributed sources. The economical
and efficient operation of the NG system poses a significant
challenge due to the need for effective management and
scheduling of various sources. Despite several approaches
and strategies proposed for MG management, the utiliza-
tion of metaheuristic optimization approaches in this field is
limited. This constraint emphasises the need for increased
attention and application in this domain. The importance
of this is further emphasised by the proven effectiveness
of metaheuristic optimization approaches in various areas
related to renewable energy [15], [16]. Therefore, there is
a need for a more extensive assimilation and exploration of
these methodologies from the perspective of MG and NG
operations to fully leverage their likely benefits.

This study focuses on the application of an enhanced
algorithm, known as the pelican optimization algorithm

VOLUME 12, 2024 41955



S. Jamal et al.: Multi-Objective Optimal Energy Management of Nanogrid Using Improved POA

(POA), an algorithm inspired by the hunting behavior of
pelicans, to optimize energy management and scheduling for
grid-connected NG systems with the dual objective of mini-
mizing both operating costs and the emission of CO2. With
this paper, we comprehensively outline the steps involved
with regards to the POA and the improved version designated
the IPOA, providing mathematical models for both. In terms
of power exchange between the NG system and the main
grid, we considered three distinct scenarios: first one with
unrestricted power exchange and second one with limited
power exchange and third Scenario with maximum operating
capacity of PV source. Market pricing (buying/selling) is
taken into consideration for this power exchange. To show-
case the effectiveness of the recommended algorithm, the
performance of IPOA is compared to that of the original POA,
the improved differential evolutionary (IDE) algorithm [17],
and the bat algorithm [18]. This paper’s key contributions can
be succinctly outlined as follows:

1) Introduction of the Pelican Optimization Algorithm,
a novel approach for optimal control and management
of NG energy.

2) The algorithm proposed demonstrates notable attri-
butes, including rapid convergence, straightforward
construction, and minimal control parameters.

3) Analysis of multi-objective optimization problems
focusing on minimizing both total operating cost and
CO2 emissions.

4) Introduction of an improvement to the Pelican Opti-
mizationAlgorithm tailored for solvingmulti-objective
optimization problems.

5) Conducting a comparative assessment with the IDE and
Bat Algorithm.

6) Affirmation of the robustness and efficacy of the
proposed IPOA in the context of multi-objective
optimization.

The paper is structured as follows: Section I presents the
introduction and literature review regarding NG and MG
energy management, Section II delves into the problem for-
mulation, including the two objective functions, limitations,
and NG modelling, Section III presents an explanation on
the proposed optimization algorithm, while Section IV dis-
closes the simulation results. The conclusions are provided
in Section V.

II. PROBLEM FORMULATION
In this section, we focus on the optimization of energy man-
agement and scheduling with regards to NG by way of a
MOA approach, while taking the economic and environ-
mental aspects into consideration. NG modelling and the
proposed POA are also discussed in this section. In the multi-
objective framework, both goals, namely the reduction of
the overall CO2 emission and the minimization of operating
costs are addressed concurrently, while complying with the
limitations of the NG system. Subsequently, the problems are
formulated as follows.

A. OBJECTIVE FUNCTIONS
The task of optimizing power distribution for economic and
environmental purposes as well as the management of NG
system operations can be framed as a MOA model.

In this process, it is essential that the dual objective of
reducing the NG system’s overall CO2 emission and the
minimizing of the overall operating costs be achieved simul-
taneously, while adhering to the system constraints. The
mathematical representation of this problem is as follows.

1) MINIMIZING THE TOTAL COSTS OF OPERATING IN NG
The following function was proposed to decrease the total
operational cost of the NG:

MinF1(x) = Min
T∑
h=1

[CPV (h) + CBat (h) + CGrid (h)] (1)

where, T is the duration of the entire experiment in hours (h);
CPV (h),CBat (h), and CGrid (h) are the cost of PV, battery and
grid at hour h respectively. The operating costs of PV, battery
and grid can be calculated as the following equations:

CPV (h) = UPV (h) × PPV ( h) × BPV (h) (2)

CBat (h) =

NB∑
j=1

(
UBatj(h) × PBatj(h) × BBatj(h)

)
(3)

CGrid (h) =
[
PG,Buy(h) × BG,B uy(h)

−PG,Sell(h) × BG,Sell(h)
]

(4)

where,NB is the number of BSDs;UPV (h) andUBatj(h) are the
status of the PV generator and BSDs at time h respectively,
either in the ON or OFF modes; PPV (h) and PBatj(h) are
the PV generator and BSDs’ power output at time h respec-
tively; BPV (h) and BBatj(h) are the price of PV- generated and
BSD- generated energy at time h respectively; PG,B uy(h) and
PG,Sell(h) are the amount of energy bought from, or sold to,
the main energy grid at time h respectively; while BG,B uy(h)
and BG,S ell(h) are the price of buying from, or selling energy
to, the main energy grid at time h respectively. X is the vector
of the variables, such as the energy produced by the units
and their related states, which can be defined by way of the
following equations:

X =
[
Pg,Ug

]
1×2 nT

Pg = [PPV ,PBat ]

n = 1 + NB + 1 (5)

In Equation (5), T is the duration of the entire experiment,
n is the number of varying states, Pg is the amount of energy
produced by all the units, Ug is the vector defining the
ON/OFF states of all the units at every hour of the day. All of
these variables are listed in Equation (6).

PPV = [PPV (1),PPV (2),PPV (h), . . . . . . . . .PPV (T ) ]

PBat =
[
PBat1,PBat2,PBat3, . . . . . . . . .PBat,NB ]
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PBatj =
[
PBatj(1),PBatj(2),PBatj(h), . . . . . . . . .PBatj(T ) ];

j = 1, 2, . . . .NB (6)

where, PPV (h) and PBatj(h) are the amount of energy deliv-
ered by the PV generator and the BSD at time h respectively.

2) MINIMIZING THE TOTAL AMOUNT OF CO2 EMISSIONS
IN NG
The following function was proposed to decrease the total
CO2 emitted by the NG system:

Min F2(x) = Min
T∑
h=1

[CO2EBat (h) + CO2EGrid (h)] (7)

where, CO2 EBat (h), and CO2 EGrid (h) are the CO2 emission
of battery and grid at hour h respectively. The CO2 emis-
sions of battery and grid can be calculated as the following
equations:

CO2EBat (h) =

NB∑
j=1

[
UBatj(h) × PBatj(h) × EFBatj(h)

]
(8)

CO2EGrid (h) = PG,B uy(h) × EFG(h) (9)

where, EFBatj(h) and EFG(h) are the emission factors
attributable to the BSDs and the grid at time h in kg/kWh,
respectively.

B. CONSTRAINTS
1) LOAD BALANCE
The main concern is the capacity to meet the energy demand
through the effective exploitation of available power sources.
The power equilibrium condition within the NG system is
expressed as follows:

NB∑
j=1

PBatj(h) + PPV (h) + PGrid (h) = PLoad (h) (10)

where, PLoad (h) is the load required at time h.

2) POWER LIMITATIONS OF UNITS
All the components; namely the PV, main grid, and BSDs;
come with predefined lower and upper power generation
thresholds.

PPV ,M IN (h) ≤ PPV (h) ≤ PPV ,M AX (h)

PBatj,M IN (h) ≤ PBatj(h) ≤ PBatj,M AX (h)

PGrid,M IN (h) ≤ PGrid (h) ≤ PGrid,M AX (h) (11)

where, PPV ,M IN (h),PBatj,M IN (h), and PGrid,MIN (h) are the
minimal amount of energy produced by the PV, BSDs, and
the grid, respectively, while PPV ,M AX (h),PBatj,M AX (h), and
PGrid,MAX (h) are the maximal energy produced by the PV,
BSDs, and the grid, respectively.

3) CHARGING AND DISCHARGING LIMITS OF BATTERY
STORAGE UNIT

SOCBat,j (h) = SOCBat,j (h− 1) + PCH/DCH (h)

0 ≤
∣∣PCH/DCH (h)

∣∣ ≤ PCDBatj,MAX (12)

where, SOCBat,j (h) and SOCBat,j (h− 1) are the volume
of charging presently and previously required by the
BSD, respectively, PCH/DCH (h) is the amount of energy
charged/discharged at time h, and PCDBatj.MAX is the BSD’s
maximal rate of energy charging/discharging.

C. NANOGRID MODELING
A NG system is a combination of renewable and
non-renewable energy generation sources supported with an
energy storage setup [19]. These elements interconnect and
engage in energy exchange with the primary grid. All these
resources have the capacity to strategize and make decisions
on energy generation-related issues. The performance of
these control mechanisms is facilitated by a combination
of local and central controllers operating within the NG
framework [20]. Figure 1 portrays the NG system considered
for this study, featuring the engagement of a PV array together
with a BSD comprising three batteries. The NG also comes
with the capacity to engage in power exchange with the main
grid.

III. PRINCIPLES OF PELICAN OPTIMIZATION
ALGORITHM AND MULTI-OBJECTIVE OPTIMIZATION
Real-world optimization scenarios include the presence of
multiple objective functions, which require simultaneous
optimization. However, this process is hampered by the fact
that the objectives are not directly proportionate but, instead,
are in conflict with each other [21]. The application of MOA
techniques proved to be effective for attaining a set of optimal
solutions to address this issue of conflicting objectives. In this
segment, we provide an explanation on the core principles of
our proposed IPOA, designed for optimizing energy manage-
ment in NG systems. The problem at hand is expressed as:

Min F = [f1(X ),f2(X ), . . . ,fN (X )]T

Subject to :{
gi(X ) < 0 i= 1, 2, . . . ,Nueq
hi(X ) = 0 i= 1, 2, . . . ,Neq

(13)

where,F is the vector of the objective function,X is the vector
of the optimization variable, fi(X ) is the ith objective function,
gi(X ) is the equality limitation, hi(X ) is the inequality limita-
tion, and N is the number of objective functions.
The attainment of the optimal Pareto solutions is fol-

lowed by the selection of the solution which is most
appropriate. To accomplish this goal, we employed a fuzzy
decision-making function incorporating a membership func-
tion which precisely determines variable values [12]. This
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FIGURE 1. The modelling of the NG.

process is expressed in Equation (14):

µk
i =


1, fi≤f mini
f maxi − fi
f maxi − f mini

, f maxi < fi < f mini

0, fi≥f maxi

(14)

where, µk
i is the optimal objective function of i in the

k-optimal Pareto solution, while f maxi and f mini are the
upper and lower limitations of the ith objective function,
respectively.

A. PELICAN OPTIMIZATION ALGORITHM
The POA is an innovative stochastic optimization approach
based on natural inspiration [22]. It is acknowledged for its
superior ability to explore and exploit the search space in pur-
suit of the global optimum. Swarm-inspired algorithms have
garnered significant attention recently and the POA is specif-
ically influenced by the foraging strategy and behaviour of
pelicans. In nature, pelicans often collaborate when hunting
and their approach involves several steps. Upon distinguish-
ing the location of their prey, they execute a synchronised
dive followed by the expansion of their wings. This action
compels their prey to rise to the water’s surface and move
into shallower areas, making it easier for the pelicans to
capture their quarry. The fundamental stages of the POA are
delineated as follows:

1) INITIALIZATION
The POA, functioning as a population-based algorithm, con-
siders each member within the pelican group a potential
solution. The optimization procedure commences with the
random initialization of eachmember in the population, a pro-
cess facilitated by the following equation:

Xi,j = LBj + rand∗
(
UBj − LBj

)
i= 1, 2, . . . ,N ,

j = 1, 2, . . . ,M (15)

where, X i, j is the jth variable’s value according to the ith

candidate solution, N is the quantity of members in the
population, M is the quantity of problematic variables, rand
is the random quantity of intervals [0 1], LBj is the inferior
boundary of the jth, and UBj is the superior boundary of the
jth of the problematic variables.

2) PHASE 1 (EXPLORATION): MOVING TOWARDS FOOD
SOURCES
The initial stage mirrors the pelicans’ approach to scanning
the search space as they seek out their prey. Upon identifi-
cation of the prey, the pelicans shift their focus towards its
location. A noteworthy feature of the POA is its capacity to
randomly generate the prey’s location, thereby enhancing its
exploration capabilities. The new position of the ith pelican
candidate solution in Phase 1 is mathematically expressed as:

XP1i,j =

{
Xi,j + rand .(Pj − I .Xi,j), Fp < Fi;
Xi.j − rand .(Pj − I .Xi,j ), else

(16)

where, XP1i,j is the most recent position of the ith pelican in
the jth dimension according to Phase 1, Pj is the position
of the prey in the jth dimension, and Fp is the value of this
objective function. The I parameter can randomly be either
1 or 2. For each iteration and every member, a parameter
is randomly selected. When this parameter is set to a value
of two, it induces greater displacement in a member’s posi-
tion, potentially leading that member to explore new regions
within the search space. Thus, the I parameter significantly
influences the exploration capability of the POA, enabling
it to systematically scan the search space. Consequently, the
solution is updated based on the new position, as outlined in
the subsequent equation:

Xi =

{
XP1i , FP1i < Fi;
Xi, eles,

(17)
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where, XP1i is the most recent position of the ith pelican
and FP1i is the value of this objective function according to
Phase 1.

3) PHASE 2 (EXPLOITATION): WINGING ON THE WATER
SURFACE
In the second stage, upon reaching the surface of thewater, the
pelicans employ the strategy of extending their wings to cor-
ral fish upwards. Fish coerced to the water’s surface are then
gathered in the pelicans’ throat pouch. This approach results
in a higher number of fish captured within the targeted area.
Incorporating this pelican behaviour into the proposed POA
enhances its convergence towards more favourable points
within the hunting area, thereby, boosting its local search
capabilities and exploitation efficiency. From a mathematical
perspective, the algorithm is required to scrutinise the points
in the vicinity of the pelican’s location to converge towards
an improved solution. This emulation of pelican behaviour
during hunting is mathematically expressed as:

XP2i,j = Xi,j + R · (1 − t/tMax) · (2·rand−1)·Xi,j, (18)

where, XP2i,j is the most recent position of the ith pelican in
the jth dimension according to Phase 2, R is a constant that
is set at 0.2, t is the present iteration, and tMax is the maxi-
mal quantity of iterations. The coefficient ‘‘R· (1 − t/tMax)’’
serves as an indicator of the neighbourhood radius around
each population member, allowing for local search efforts
in proximity to each member, thus, boosting the arrival to
an enhanced solution. Subsequently, the solution is updated
based on the new position, as specified in the following
equation:

Xi =

{
XP2i ,FP2i < Fi;
Xi, eles,

(19)

where, XP2i is the latest position of the ith pelican and FP2i is
the value of this objective function according to Phase 2.

B. IMPROVED PELICAN OPTIMIZATION ALGORITHM
Phase 2 of the original POA is refined in the IPOA. For
the IPOA, we introduced a dynamic weighting technique,
through which the weight parameter is adaptively adjusted
with each iteration. This strategic adaptive adjustment bol-
sters the algorithm’s convergence and elevates the overall
quality of the solution.With this enhanced version, the weight
’w’ is iteratively tweaked to establish a balance between
exploration and exploitation within Phase 2 of the algorithm.
The updated equation is expressed as follows:

XP2i,j = Xi,j +W · (1 − t/tMax) · (2·rand−1)·Xi,j, (20)

In this framework,W serves as a parameter which governs
the scales of the search throughout the iterative process. This
process commences with a substantial value, roughly a quar-
ter of the standard search domain scaling, which gradually
diminishes to approximately 1% of the quarter of this length.

We observed that the stability of the POA is boosted by the
following monotonically decreasing function:

W = ((W o −W∞)/(1−tMax)) × (t − tMax) +W∞ (21)

Here, Wo and W∞ signify the initial and final values,
respectively. Essentially,W assumes control over the iteration
procedure. Generally, Wo and W∞ can be set as follows:

Wo = (UB− LB)/4 (22)

W∞ = Wo/100 (23)

where, t is the present iteration, tMax is the maximal quantity
of iterations, while UB and LB are the superior and inferior
boundaries, respectively.
At the commencement of the iterative process, W begins

with a significant value, facilitating the random movements
of pelicans. This stimulates increased exploration capabilities
within the algorithm, enabling more effective exploration
of the entire search space. Towards the conclusion of the
iterative process, W’s value decreases, thereby, reducing the
search region around the best solution. This, in turn, heightens
the exploitation capabilities of the algorithm. In compari-
son to the original POA, this improved version delivers an
improved convergence speed together with an enhanced solu-
tion quality. The different stages of the IPOA are depicted in
the flowchart provided in Figure 2.

FIGURE 2. The IPOA stages flowchart.

IV. SIMULATION RESULTS
During this study, we assessed a grid-connected NG system
that incorporates a PV array and three BSDs functioning col-
lectively as a BSD unit, the proposed NG has been designed
in MATLAB Simulink in previous work by the authors [3],
then the output data is transferred to workspace to be as an
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input to the proposed algorithm in the current study. To gauge
the effectiveness of the IPOA in resolving the challenge of
optimal NG operation within a multi-objective framework,
we subjected this algorithm to three distinct scenarios. In Sce-
nario 1, we considered unrestricted power exchange with the
primary grid, while in Scenario 2 we set a predefined limit
on power exchange between the NG system and the main
grid and in Scenario 3, we assumed that PV array operat-
ing at the maximum capacity. Additionally, we conducted a
comparative analysis to weigh the performance of the IPOA
against that of the POA, IDE, and the bat algorithm within all
the situations mentioned above. The optimization algorithms
were standardized with a population size and maximum iter-
ation set at 50 and 100 respectively. In IPOA and POA, the
parameter I set at 2. In the IDE algorithm, mutation and
crossover were designated as 0.1 and 0.8, while for the Bat
algorithm, loudness and pulse were chosen as 0.9 and 0.98
[23], based on experimental outcomes to enhance solution
quality. This study adheres to the Levelized Cost of Energy
(LCOE) standards set by the International Renewable Energy
Agency (IRENA), measured in USD/kWh for PV systems.
As the LCOE is contingent on geographic and country-
specific factors, the data utilized for this study is consistent
with the situation in Malaysia. The LCOE covers installation
costs as well as the operational and maintenance (O&M)
expenses associated with the power source. Additionally, the
real cost of BSD usage, in terms of USD/kWh, was computed
by spreading its cost (following IRENA standards, which
is USD 135/kWh) across its usable life. The usable life
was ascertained by multiplying the cycle life (3000 cycles)
by the BSD’s rated energy content (4.8 kWh). To prevent
overcharging and over-discharging, the state of charge (SOC)
for each battery is constrained to a range of 20% minimum
SOC to 80% maximum SOC, while initial_SOC were set at
50%. Table 1 depicts the cost coefficients (USD/kWh), the
CO2 emission factor (kg/kWh) for Malaysian grids based on
the International Energy Agency (IEA) [24], theBSD CO2
emission factors [5], and the maximum and minimum pro-
duction of every source. Table 2 depicts a random commercial
load profile for a 24-hour period while Table 3 displays
the 24-hour electricity purchase prices (USD/kWh) from the
country’s national grid [25]. These prices are in accordance
with the conventional commercial rates set by Malaysia elec-
tric utility, Tenaga Nasional Berhad (TNB). It is assumed that
the electricity selling price (in USD/kWh) to the main grid is
set 20% lower than the purchasing price, as shown in Table 4.
The PV power generation data is provided in Table 5, The
analysis incorporates historical irradiation data of one day for
Malaysia and assumes a PV temperature of 25◦C.

A. UNLIMITED POWER EXCHANGE WITH THE MAIN GRID
(SCENARIO 1)
In this particular situation, we assume that the PV sys-
tem and BSDs operate within their designated power limits,
whereas themain grid operates without any constraints, freely

TABLE 1. The cost, resource emission factor, and maximal as well as
minimal energy production.

TABLE 2. The load profile for a one-day period.

TABLE 3. The buying price of energy from the main grid for a period of
one day.

exchanging power with the NG system. The simulation out-
comes for this scenario with the utilization of the IPOA are
shown in Table 6. To highlight the efficacy of the IPOA,
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TABLE 4. The selling price of energy to the main grid for a period of one
day.

TABLE 5. The amount of energy generated by the PV array in one day.

we applied it to address the problem, generating a Pareto
Front comprising a variety of optimal solutions. The Pareto
Front is then compared with the results obtained by way of
the original POA, IDE, and the bat algorithms, as depicted
in Figures 3,4,5, and 6. The objectives, which encompass
operating costs and CO2 emissions, are essentially conflict-
ing. As portrayed in Figure 3,4,5, and 6, the movement from
initial points on the graphs to the end points as well as
along the Pareto path is an indication of alterations in the
operational pattern. This transformation spans from situations
characterised by lower costs and higher emissions to those
with greater costs and lower emissions. An assessment of the
IPOA against other algorithms, in terms of optimal cost and
CO2 emission as well as the proportion of energy generation
from each source, is depicted in Table 7.

TABLE 6. The distribution of energy post-application of the IPOA
(scenario 1).

FIGURE 3. The distribution of the operating cost and CO2 emission,
according to IDE algorithm with the pareto criterion (scenario 1).

B. SPECIFIED LIMIT POWER EXCHANGE WITH THE MAIN
GRID (SCENARIO 2)
In this segment, we address the multi-objective problem,
covering operational costs and CO2 emission. We take into
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FIGURE 4. The distribution of the operating cost and CO2 emission,
according to bat algorithm with the pareto criterion (scenario 1).

FIGURE 5. The distribution of the operating cost and CO2 emission,
according to POA algorithm with the pareto criterion (scenario 1).

FIGURE 6. The distribution of the operating cost and CO2 emission,
according to IPOA algorithm with the pareto criterion (scenario 1).

account the prescribed power exchange limits between the
NG; which comprises the BSDs and PV array; and the pri-
mary grid, as specified in Table 1. Table 8 depicts the optimal

TABLE 7. A comparison of the percentage of energy generated by each
resource with the best solution (scenario 1).

24-hour generation schedule, aimed at reducing both cost and
CO2 emission by way of the IPOA. The proposed algorithm
was employed to assess its Pareto Front in comparison to
the original POA, IDE, and bat algorithms, as illustrated in
Figures 7,8,9, and 10. The simulation findings revealed that
during the initial hours of the day, the BSDs delivered the NG
load in accordance with increased market prices. Contrast-
ingly, the PV unit prioritised cost and emission constraints
as it began supplying the load. Meanwhile, the procurement
of energy from the main grid was more prevalent during
late hours, when prices were favourable, serving load needs
and battery recharging. The NG predominantly sold surplus
energy to the main grid during the early and midday hours,
capitalising on high selling prices to realise enhanced eco-
nomic efficiency. For Scenario 2, a comparison between the
IPOA and other algorithms, in terms of optimal cost and CO2
emission, as well as the percentage of generation for each
unit, can be observed in Table 9.

FIGURE 7. The distribution of the operating cost and CO2 emission,
according to IDE algorithm with the pareto criterion (scenario 2).

C. OPERATING AT THE MAXIMUM CAPACITY OF PV
SOURCE (SCENARIO 3)
In this particular case, we operated under the assumption that
the PV source functions at its maximum power capacity. The
numerical results obtained from the simulation, employing
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TABLE 8. The distribution of energy post-application of the IPOA
(scenario 2).

TABLE 9. A comparison of the percentage of energy generated by each
resource with the best solution (Scenario 2).

the IPOA, are detailed in Table 10. To underscore the efficacy
of the IPOA, it is utilized to tackle the problem, produc-
ing a diverse array of optimal solutions forming a Pareto
Front. This Pareto Front is subsequently compared with out-
comes from the original POA, IDE, and the Bat Algorithm,

FIGURE 8. The distribution of the operating cost and CO2 emission,
according to Bat algorithm with the pareto criterion (scenario 2).

FIGURE 9. The distribution of the operating cost and CO2 emission,
according to POA algorithm with the pareto criterion (scenario 2).

FIGURE 10. The distribution of the operating cost and CO2 emission,
according to IPOA algorithm with the pareto criterion (scenario 2).

as depicted in Figure 11,12,13, and 14. An assessment of
the IPOA against other algorithms is shown in Table 11,
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focusing on optimal cost, CO2 emissions, and the distribution
of energy generation from each source.

TABLE 10. The distribution of energy post-application of the IPOA
(scenario 3).

TABLE 11. A comparison of the percentage of energy generated by each
resource with the best solution (scenario 3).

The pricing structure for electrical power purchases from
theMalaysian grid comprises three distinct periods: off-peak,

FIGURE 11. The distribution of the operating cost and CO2 emission,
according to IDE algorithm with the pareto criterion (scenario 3).

FIGURE 12. The distribution of the operating cost and CO2 emission,
according to Bat algorithm with the pareto criterion (scenario 3).

FIGURE 13. The distribution of the operating cost and CO2 emission,
according to POA algorithm with the pareto criterion (scenario 3).

mid-peak, and peak. It is notable that during the mid-peak
and peak hours, the prices are higher in comparison to the
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FIGURE 14. The distribution of the operating cost and CO2 emission,
according to IPOA algorithm with the Pareto criterion (Scenario 3).

rates of the PV array and BSDs. Conversely, during off-peak
hours, the prices for power from the utility grid are lower.
Also, the level of CO2 emission from the grid is consistently
above that of the BSDs at all times. Optimum power exchange
between NG and the primary grid as well as optimum energy
set points for PV and BSDs are crucial for minimizing both
the CO2 emission and operational costs for NG. In Scenario 1,
NG procures a total of 69.41 kW from the main grid while
selling 83.56 kW to the utility grid. Notably, in Scenario 2, the
total power purchased from the main grid is 59.01 kW, with
NG selling 99.54 kW to the utility grid. Finally, in Scenario
3, NG procures a total of 53.14 kW from the main grid with
NG selling 106.41 kW to the utility grid. As such, in terms
of minimizing both cost and CO2 emission, Scenarios 2 and
3 are deemed more effective. Also, the simulation results
revealed that, in Scenario 2, the implementation of a stipu-
lated limit for power exchange between the main grid and NG
while considering the environmental and economic objectives
simultaneously led to a 15% reduction in NG CO2 emission
as well as a 9.5% reduction in operational costs. While,
in Scenario 3, the operating at the maximum capacity of
PV array with considering the environmental and economic
objectives simultaneously led to a 23% reduction in NG CO2
emission as well as a 2% reduction in operational costs in
comparison with Scenario 1.

Figures (3-14), clearly show that, in terms determining
the optimal balance between operating expenditure and CO2
emission, the proposed IPOA outperforms the original POA,
IDE, and bat algorithms in all scenarios. It achieved the best
cost and CO2 emission values of 11.6622 USD and 53.81 kg,
respectively, in Scenario 1. In Scenario 2, the proposed IPOA
delivered an operating cost of 10.5579 USD and a CO2
emission of 45.6443 kg. while, in Scenario 3, the proposed
algorithm achieved an operating cost of 11.4373 USD and a
CO2 emission of 41.4435 kg.

Given the stochastic nature of the proposed IPOA,
like other stochastic optimization methods, it’s crucial to

acknowledge a limitation: there’s no assurance that IPOA
will consistently yield solutions precisely equal to the global
optimum across all optimization problems. Consequently,
the authors propose future research avenues, suggesting
the application of IPOA across diverse scientific domains
and real-world challenges. This encompasses employing
the algorithm in areas like wireless sensor networks,
image processing, signal denoising, power systems, machine
learning, artificial intelligence, and various benchmark
functions.

V. CONCLUSION
The focus of this study is on the enhancement and utilization,
of the stochastic nature of the POA to optimize the manage-
ment of NG. In this regard, two conflicting objectives need
to be taken into consideration: the lowering of operational
costs, and the reduction of CO2 emission. The evaluation of
total operational cost and CO2 emission was executed in three
different scenarios: unlimited power exchange (Scenario 1),
constrained power exchange (Scenario 2) between the main
grid and NG and operating at the maximum capacity of PV
source (Scenario 3). As per the simulation findings, Sce-
nario 2, featuring a defined limit on power exchange, and
Scenario 3, involving the operation at the maximum capacity
of the PV source, exhibit superiority in reducing operational
costs (9.5% for Scenario 2 and 2% for Scenario 3), along
with a reduction in CO2 emissions (15% for Scenario 2 and
23% for Scenario 3). The effectiveness of the proposed IPOA
was showcased by comparing its performance with that of the
original POA, IDE and Bat algorithms.
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