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ABSTRACT To improve the effect of table tennis tactical analysis, this study proposed a table tennis video
tactical analysis method based on image fuzzy edge recognition algorithm. This algorithm can effectively
recognize edges in images to improve recognition accuracy and reduce errors and rejection rates. In addition,
this research combines the methods of target tracking and trajectory estimation to build a table tennis video
game tactical analysis platform. The experimental data show that the recognition accuracy of the proposed
fuzzy edge recognition algorithm is 98.1%, and the error and rejection rates are less than 1.6%. Compared
with the image edge detection algorithm based on interval value fuzzy, the proposed algorithm has better
performance. When the positioning error is 10%, the precision of the table tennis target tracking algorithm
can reach 94.3%, which is 9.3% higher than that of the direct linear transform algorithm. The table tennis
video game tactical analysis platform can analyze the velocity of ping-pong ball according to the video,
and records the droppoint of ping-pong ball, which helps the players to develop more effective tactics and
strategies to improve their competitive level and achievements.

INDEX TERMS Image processing, fuzzy edge recognition, target tracking, trajectory estimation, ping-pong
ball tactics.

I. INTRODUCTION
Ping-pong ball, as a worldwide popular sport, has the char-
acteristics of fast, flexible and technical. Therefore, it has
important research value in the analysis of football skills
and tactics [1]. In ping-pong ball match, the players’ tech-
nical level and tactical choice directly affect the result of
the match. Therefore, the analysis and research of skills
and tactics in ping-pong ball matches are of great signifi-
cance for improving players’ competitive level and defeating
opponents [2]. However, in the existing analysis of table
tennis matches, there is still a lack of in-depth research on
the impact of athletes’ technical level and tactical choices
on match results. Recently, image analysis has been widely
used in the field of sports [3]. Image analysis technology
can track and analyze the movements of players and the
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trajectory of the ball to provide detailed information about the
player’s technical level and tactical choices [4]. However, the
current technical and tactical analysis methods of ping-pong
ball are mainly using the player’s movement trajectory and
the ball’s movement trajectory, ignoring the influence of the
ball’s edge information on the ball’s skills and tactics [5].
Traditional methods for analyzing the trajectory of athletes
and balls cannot fully reveal the impact of ball edge infor-
mation on technical strategies. In ping-pong ball, the edge
information of the ball is crucial for athletes to judge and
respond to opponent tactics. Traditional methods have low
efficiency in processing and analyzing large amounts of
image data, which are easily affected by external factors. The
traditional analysis methods of table tennis techniques and
tactics are usually conducted after the game, which cannot
provide real-time and effective tactical guidance for athletes
during the game. In addition, traditional methods rarely con-
sider individual differences, making it difficult to provide
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personalized recommendations based on the characteristics
and needs of athletes. Therefore, based on the image fuzzy
edge recognition algorithm, combined with relevant tracking
and measurement methods, this study builds a ping-pong
ball skills and tactics analysis platform, aiming to provide
more accurate technical guidance and tactical suggestions
for ping-pong ball players. The contribution of this study
is that, by extracting and analyzing the edge information of
the ball in the video of ping-pong ball match, the trajectory
of the ball and the skill level of the player can be judged
more accurately. Meanwhile, by tracking and analyzing the
edge information of the ball, more information about the
players’ tactical choices can be provided to help the players
make more effective tactical strategies. The research consists
of four parts, the first part is related research, the second
part is the method of ping-pong ball video game tactical
analysis method, the third part is the experimental analysis
of ping-pong ball video game tactical analysis method, and
the fourth part is the conclusion of the whole study.

II. RELATED WORKS
Image processing refers to the process of digital processing
and analysis of images. By using computer algorithm and
technology, the image can be enhanced, restored, segmented,
feature extraction and other operations to obtain clearer and
more useful image information. For green tea image recogni-
tion, Chen’s research team used multi-layer perceptual neural
networks, support vector machine regression algorithm and
genetic algorithm to predict the chemical composition. The
search performance of the regression vector machine model
based on genetic algorithm was better [6]. Schmidt research
team proposed a background oriented Schlieren image pro-
cessingmethod based onwavelet optical flow analysis. In this
method, wavelet optical flow analysis was used to improve
the spatial resolution, so as to play the advantages of opti-
cal flow processing. Experimental results showed that this
method could improve the sensitivity of background oriented
schlieren image processing by 15% [7]. B. E. Schmidt and
M. R. Woike used image processing technology to analyze
the color of aquaculture water, and combined machine learn-
ing, fusion random vector function chain network and data
processing grouping method to propose an intelligent water
quality monitoring method. Characteristic data set experi-
ments showed that the average prediction accuracy of this
method could reach 96% [8]. Zhou et al. proposed a color-
preserving method. This method stretched the pixel value of
the input image to the edge of the RGB color space. The
results showed that the algorithm could recover the color
of the image well and obtain higher saturation [9]. Aiming
at image processing of defocusing fuzzy droplets, Wang’s
research team combined deep learning algorithms to restore
clear images and infer depth information, and simulated
defocusing images of droplets using synthetic fuzzy data
generated by Gaussian kernel method. The diameter relative
error of this model was less than 5%, and the position error
was less than 1mm [10].

Ping-pong ball video game tactical analysis is based on
the observation and analysis of ping-pong ball game video,
to understand the players’ skill level and tactics. Qiao pro-
posed along short-term memory (LSTM) model for real-time
trajectory recognition and tracking of ping-pong ball in dif-
ferent environments. The model used deep reinforcement
network to extract real-time motion characteristics and com-
bined LSTM to predict the trajectory of the ball. The results
showed that, the performance of convolutional neural net-
work LSTM model based on deep learning was enhanced
by 23.17% [11]. Zhao research group proposed a trajec-
tory tracking algorithm for ping-pong ball targets based on
machine vision and proportional conjugate gradient. In this
method, a deep neural network algorithm model was created
by extracting 10 frames of position and speed information
for feature selection. The real man-machine game data was
obtained by using 20 frames of continuous position informa-
tion for training. The results showed that this algorithm was
more suitable for ping-pong ball robot system [12]. Yang’s
team proposed a hit analysis method based on deep rein-
forcement learning for ping-pong ball tactical analysis, and
developed a virtual ping-pong ball match environment to col-
lect various simulation data. The accuracy of this model could
reach 70% [13]. Li et al. used deep learningmethod to analyze
the rotating trajectory of ping-pong ball balls, combined with
spatial sampling and reconstruction encoders and LSTM to
analyze the trajectory of ping-pong ball balls. Experiments
showed that this method could predict the rotation trajectory
of ping-pong ball with an precision of 96.5% and a velocity
of 15s [14].

To sum up, many researchers have put forward a lot of
research and design for image processing and tactical analysis
of ping-pong ball video skills, but the scope of application of
these algorithms and systems still needs to be improved. The
common issues in the above studies mainly lie in the accuracy
and stability of the model. Due to the complexity and uncer-
tainty of video data in table tennis matches, these models still
have certain errors and uncertainties when processing table
tennis match video data. In addition, these studies also have
certain limitations, such as a lack of real-world scenarios and
datasets for competitions, as well as a lack of consideration
for the impact of other factors such as athlete status and
competition environment. Therefore, this study proposes a
ping-pong ball video game tactical analysis based on image
fuzzy edge recognition algorithm, aiming to enhance the
effect of image recognition model and the effect of ping-pong
ball video game tactical analysis.

III. DESIGN OF PING-PONG BALL VIDEO GAME TACTICS
ANALYSIS METHOD
This section designs the tactical analysis methods of
ping-pong ball video skills, including ping-pong ball image
fuzzy edge recognition algorithm, ping-pong ball target
tracking method, ping-pong ball spatial information estima-
tion and trajectory prediction method and ping-pong ball
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rotation measurement method, and designs the tactical anal-
ysis platform of ping-pong ball video skills.

A. DESIGN OF FUZZY EDGE RECOGNITION ALGORITHM
FOR PING-PONG IMAGES
In ping-pong video image processing, it is required to
enhance the image to ensure the quality of the image and
the accuracy of edge feature extraction [15]. In this study, the
continuous wavelet transform is obtained by translating and
scaling the basic wavelet with wavelet transform to enhance
the image. The basis of wavelet transformation of ping-pong
images is shown in Equation (1).

We(a, b) =< e, ϕa,b >=

∫
+∞

−∞

e(t)
1

√
b
ϕ

(
t − a
b

)
dt (1)

In Equation (1), the wavelet transform equation of the
ping pong image is We; Ping-pong ball image coordinates
are (a, b); The basic wavelet transform is e(t); The Fourier
transform is ϕ(ω). The basic wavelet higher-order calculation
of function values and mean values that are not in the domain
is shown in Equation (2).

H =

∫
+∞

−∞

ϕ(t)dt = 0

M =

∫
+∞

−∞

tuϕ(t)dt = 0, u = 0, 1, . . . ,N − 1
(2)

In Equation (2), the function values and average values that
are not in the domain of definition are H andM respectively.
The basic wavelet after translation and contraction processing
is shown in Equation (3).

ϕs,u(t) = 2−s/2ϕ(2−st − u), s, u ∈ Z (3)

In Equation (3), the wavelet function set contraction func-
tion and translation function are s and u respectively. The
image decomposition equation completed in the wavelet
domain function is shown in Equation (4).

Ehp(a, b) = E(a, b) − Eηp(a, b) (4)

In Equation (4), the high-frequency component is
Ehp(a, b); The low frequency component is Eηp(a, b). The
transmission equation of the low-frequency component is
shown in Equation (5).

Eηp(a, b) = Hηp(a, b)E(a, b) (5)

In Equation (5), the transmission function of the
low-frequency component is Hηp(a, b), and the image
enhancement of the wavelet transform is shown in
Equation (6).

Hhp(a, b) = 1 − Hηp(a, b) (6)

In Equation (6), the transmission function of the
high-frequency component is Hhp(a, b), and the transmission
equation for adding the processed high-frequency component
to the original figure is shown in Equation (7).

Hhpo(a, b) = a+ bHhp(a, b) (7)

In Equation (7), the high-frequency component of the orig-
inal image after processing is Hhpo(a, b), so as to complete
the ping-pong image enhancement, and then it will be used
for edge feature extraction. Before extracting edge features
of ping-pong machine image, it is necessary to determine the
center point of image and regard it as the effective region
for extracting edge features. The central point position is
calculated as shown in Equation (8).

υk = tan−1

8∑
i=1

8∑
i=1

2Gx(i, j)Gy(i, j)

8∑
i=1

8∑
j=1

(G2
x(i, j) − G2

y(i, j))

+
π

2
(8)

In Equation (8), the position of center point of ping-pong
image is υk ; Ping-pong ball image matrix is A(i, j); The
fingerprint image after Gauss low-pass filtering is A′(i, j);
The direction field matrix is G(i, j); The number of
non-overlapping area blocks divided according to 8 × 8 size
is k . In this study, 3-order Haar wavelet decomposition was
used to process the effective region to extract the edge fea-
tures of ping-pong ball images and save them for fuzzy
edge recognition of ping-pong ball images [16]. Probabilistic
neural network (PNN) is used to identify the fuzzy edges of
ping-pong images, and the recognition results are shown in
Equation (9).

Di(y) =
p(i)
Mi

Mi∑
j=1

exp(−
1
γ 2 )l

2(x(i)j , y))

l2(x(i)j , y) =

n∑
k=1

(y(k) − x(k)(i)j )2 =

n∑
k=1

l(k)2
(9)

In Equation (9), the number of output edge feature vectors
is Mi; The prior probability is p(i); The distance between
the k-th pair of edge feature samples is l(k); The smoothing
parameter is γ ; The identification result is Di(y).

B. DESIGN OF PING-PONG BALL TARGET TRACKING
METHOD
After the detection and recognition of ping-pong balls, the
ping-pong balls in the video need to be tracked to facilitate
subsequent spatial information estimation and trajectory pre-
diction [17]. This study applies a tracking framework that
scales the input image to a size of 100 × 100, and finally
outputs a 50 × 50 matrix. The overall network structure of
the tracking model is shown in Figure 1.
Tracking targets can determine whether the pixels in the

corresponding area of the grid belong to the different values
in the matrix [18]. To more accurately represent the target
object in the original input, thresholds are set to generate a
probability plot of the connected region. In this connected
region, the probability value of pixels is significantly higher
than the connection parts outside the area [19]. To extract
more position information, the input image is processed by
a convolution layer and a spatial pyramid pool layer, and
the receptive field of each pixel in the output layer is larger.
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FIGURE 1. The overall network structure of the tracking model.

In addition to output the target position, it is required to
perform a binary classification to further distinguishing target
objects. In this way, the target can be located more accurately
and the target can be tracked effectively. The definition of the
loss function is shown in Equation (10).

L(pg, nl) = Lcls(nl, n∗
l ) + λ

∑50

i=1

∑50

i=1

∑50

j=1

−(1 − ti,j) log(1 − pgi,j ) − ti,j log(pgi,j ) (10)

In Equation (10), the output probability value and category
score are pg and nl respectively; The output category is n∗

l ; ti,j
indicates whether the actual target probability graph is a target
pixel; The regularization term is scaled to λ . For parts of the
probability graph output involving the target object, if the
probability is much higher than other unconnected regions,
these parts will appear as white connected regions. Direct
processing of the probability graph can improve the speed, but
the precision of the bounding box is not high, there are two
reasons: Firstly, the matrix size of each pixel is 2 × 2. And
the object boundary is rough; Secondly, a simple threshold
can be used to determine the target pixel [20]. Inaccurate
bounding boxes accumulate errors during tracking. Back-
ground pixels occupy more, resulting in tracking failure or
loss of target [21], [22]. Therefore, this study uses a method
combining coarse-grained features and fine-grained features,
and corrects the differences. The interest region pooling layer
is introduced, and the low-level feature map is used as one of
the inputs to obtain more detailed features as coarse-grained
feature inputs. In addition, a new 7 × 7 characteristic map
is obtained by clipping and scaling the probability graph of
the high-level feature extraction according to the position of
the bounding box. The coordinates of the bounding box are
returned and the 4-dimensional vector is output. The first two
dimensions denote the x and y direction offset, while the rest
denote the scaling ratio of w and h, with the value range
between [0, 1]. To get the frame coordinate regression closer
to the real position, the pooling layer of the region of interest
is introduced, otherwise the training process will be unstable
and cannot converge. Finally, the research takes SmoothL1

FIGURE 2. The description of spatial point relationships through
homography transformation.

function as a loss function, and its definition is shown in
Equation (11).

SmoothL1(x) =

{
0.5x, if |x| < 1
|x| − 0.5, otherwise

(11)

In Equation (11), SmoothL1 function is SmoothL1(x). The
study adopted a strategy of using L2 losses near the origin and
L1 losses in other regions to avoid the problem of gradient
explosion. By fine-tuning the coordinates of the bounding
box after regression, we can obtain more accurate probability
graph results.

C. RESEARCH ON SPATIAL INFORMATION ESTIMATION
AND TRAJECTORY PREDICTION OF PING-PONG BALL
In this study, the external parameter matrix of the camera
is calculated through the single strain exchange. Homolo-
gous transformation describes the one-to-one correspondence
between a plane in space and a point on the imaging plane.
Through homologous matrix, the external parameter matrix
of the camera can be calculated. The position of the camera
can be estimated using the homography matrix. The descrip-
tion of the relationship between space points by homography
transformation is shown in Figure 2.

Toevaluate the internal and External Parameter
Matrix(EPM), in addition to the homography matrix of a
frame image, the Internal parameter matrix(IPM) is also
needed. In this study, the IPM of the camera is pre-calibrated
by the standard checkerboard, and the EPM of the camera
is estimated by combining the homography matrix and the
ball table. By calculating the projection matrix and the box
coordinates of the ping-pong ball, the ping-pong ball’s spatial
positioncan be calculated. However, lens distortion in the
actual shot image will lead to errors, so distortion correction
is required [23], [24]. Lens distortion is divided into radial
distortion and tangential distortion, which can be described
by distortion coefficient. Finally, the spatial coordinates of
the ping-pong ball can be calculated by the pixel coordinates
and depth information after the distortion is removed.

After obtaining the space coordinates of ping-pong ball,
it is necessary to predict the motion trajectory. This paper
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combines recurrent neural networks (RNN) and LSTM net-
works to construct a prediction model of ping-pong ball
trajectory. RNN maintains a state vector internally and pro-
cesses sequence inputs by constantly updating the state
vector [25]. Meanwhile, it outputs a vector based on the
current input and current state. Through several recursive
operations, the neural network can output a correspond-
ing output sequence. In trajectory prediction, this output
sequence is the predicted position of the next frame. Another
way to work is to connect the output vector directly to the
next input, enabling automatic generation of sequences of
arbitrary length. In the model of ping-pong ball robot system,
to solve the problem of tracking motion model and trajectory
prediction, a new RNNmodel is needed. For a motion model,
a known sequence of ping pong coordinates can be entered
into the network to form a prediction of the coordinates for the
next frame. For trajectory prediction, the known coordinate
sequence needs to be fed into the neural network to update
the internal state vector to generate new coordinates. Through
this sequence, the landing information and some attributes of
the ping pong ball during flightcan be calculated. The status
update of RNN is shown in Equation (12).

ht = tanh(Whhht−1 −Wxhxt ) (12)

In Equation (12), the updated status is ht ; The state trans-
formation matrix is Whhh; The input transformation matrix
is Wxh; The output transformation matrix is Why. The RNN
output is shown in Equation (13).

yt = Whyht (13)

In Equation (13), the output of RNN is yt . The formula for
updating the RNN weight matrix is shown in Equation (14).

1wih = η∂L/∂y× h
1woj = ∂L/∂z× z
1wii = η∂L/∂u× u

(14)

In Equation(14), the connection weight between the input
layer and the hidden layer is 1wih, the learning rate is η,
the loss function is L, and the output of the hidden layer is
h. The connection weight between the hidden layer and the
output layer is 1woj; the output layer is z. The connection
weight between neurons is 1wii; the output of neurons is u.
However, RNNS do not performwell on some sequence prob-
lems because their state gradually weakens over the course
of recursion. To solve this problem, LSTM introduces new
internal state vectors and paths that connect the preceding
and following state. Meanwhile, LSTM’s activation function
enables network learning to retain information about previous
states. The LSTM model structure is shown in Figure 3.
Themodel takes the coordinates of ping-pong balls at time t

as input values and outputs multiple multi-dimensional Gaus-
sian distribution parameters. Mixed density networks (MDN)
accept the intermediate state of the LSTM as input and output
parameters of multiple multidimensional Gaussian distribu-
tions. Each Gaussian distribution is represented by seven

FIGURE 3. Long short-term memory model structure.

parameters. For an MDN with K Gaussian distributions, the
probabilities of input state and output speed are shown in
Equation (15). p(v |c ) =

∑K

k=1
θk (c)pk (v |c )

s.t.
∑K

k=1
θk (c) = 1

(15)

In Equation (15), the probability of input state and output
speed is p(v |c ); θk (c) represents the Gaussian distribution’s
weight; The corresponding probability distribution function
is pk . The loss function of MDN training is shown in
Equation (16).

L(v∗, x) = − log(
∑K

k=1
θk (c(x))pk (v∗ |c (x)) (16)

In Equation (16), v∗ denotes the target output; x denotes
the input 3D coordinates are; The intermediate state after
acceptance by the LSTM is c(x). When making trajectory
predictions, themodel randomly selects a sample and inputs it
into the network as a new coordinate. Through many cycles,
a predicted trajectory is finally gotten. When the LSTM is
applied as a motion model for tracking the frame, differ-
ent candidate regions are extracted from a mixed Gaussian
distribution.

D. RESEARCH ON PING-PONG BALL ROTATION
MEASUREMENT METHOD
The judgment of the rotating direction of ping-pong ballis
essential in the return of players in the game. Ping-pong ball
rotation measurement scene diagram is shown in Figure 4.

To measure the rotation of ping-pong ball, a rotational
speed estimation method based on Fourier transform is pro-
posed. The rotation speed is solved by analyzing the periodic
change of the pattern on the ball in the video of ping-pong ball
rotation. First, the video is pre-processed, and then the Hough
circle detection algorithm is used to obtain the spherical
coordinates and radii. Then select the color of the pattern on
the ball as the statistical target, and calculate the proportion
of the color pixels in each frame to the total number of pixels
in the ping pong ball. By obtaining enough curves of the
proportion of pixels changing with time, the period of the
calculated curve is the rotation period of the ping pong ball.
Thismethod avoids the difficulty of feature point tracking and
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FIGURE 4. Schematic diagram of ping-pong ball rotation measurement
scene.

improves the accuracy by using the information of successive
multi-frame images.

The method to predict the rotation direction with CNN
model is studied. To process the form of the input data, the
data needs to be pre-processed to contain sufficient infor-
mation. For the output, you can choose either the regression
problem, which predicts the specific direction of rotation,
or the classification problem, which divides the rotation axis
into N classes by Angle. In addition, assuming that the axis
direction does not change in a short period of time, the
problem can be simplified to analyze several consecutive
frames of images. Therefore, the problem is transformed
into a picture classification problem and solved using the
CNNmodel. First, the input data is processed, the continuous
K-frame image is adjusted to the center of the sphere, and
these frames are superimposed. These superimposed images
are then used as input data. Different axis classifications cor-
respond to different logo shapes, and logos in the same axis
classification have similar features. Ping-pong ball images
without background noise were extracted, and their rotation
axis classification was marked. The CNN model was used
for training and prediction. The input of the model is a
single image obtained by superimposingmultiple consecutive
frames of images, and the output is numbered according to the
defined category, which is used to predict the rotating axis
position of the ping-pong ball.

E. DESIGN OF PING-PONG BALL VIDEO GAME TACTICAL
ANALYSIS PLATFORM
The building of the ping-pong ball video game tactical
analysis platform needs to match the algorithms mentioned
above, and the relationship between each module is shown in
Figure 5.

The camera module is responsible for acquiring the pic-
tures taken, and at least two cameras are needed, ensuring
that both cameras acquire the images meanwhile. The cam-
era module plays the role of data transmission between the
identification and detection module and the tracking module.
The detection module receives the image data transmitted
by the camera module, searches the pictures of the two
viewpoints respectively, determines whether there is a target

FIGURE 5. The relationship between modules.

object, and outputs the coordinates of the bounding box.
If the target object is not found, the detection module requests
the camera module to obtain the next frame of image. The
tracking module receives the image data transmitted by the
camera module and uses the bounding box coordinates output
by the detection module as the initial value. The tracking
algorithm constantly updates this value to output the pre-
dicted coordinates. If successfully tracked, the bounding box
coordinates will be output. If the trace fails, the detection
module is called for a global search to find the target. The
module receives the coordinates of the bounding box output
by the tracking module, analyzes the movement of ping-pong
ball, and displays the results visually.

In the design of the ping-pong ball video game tactical
analysis platform, 2 cameras are put on one side of the
ping-pong ball table to simultaneously shoot the table area
through the hardware trigger and prevent movement. Camera
model specifications need to be consistent to ensure accurate
calculation of 3D coordinates. After setting up the camera,
it is necessary to calibrate the parameter matrix in the camera
and ensure that the table is in the field of view of the camera.
The tracking algorithm includes the recognition module to
obtain the candidate region, exclude the candidate region
that is far away from the previous frame position. The can-
didate regions are then entered into the CNN model and
the probability values and bounding boxes for each region
are obtained. Select the corresponding bounding box based
on the probability value and return the average size of the
bounding box. When the probability value is greater than
the set threshold, the CNN output is considered reliable.
When a single tracking fails, the next frame coordinate is
selected as the tracking result; Or re-execute the first step
of the frame to search for tracking targets throughout the
graph. Tracking failures usually occur when the ping-pong
ball flies out of view or away from the camera and have little
effect on the work of the frame. It is currently not possible to
integrate rotation information measurement into the tracking
framework because the camera frame rate needs to be above
300FPS.

IV. EXPERIMENTAL ANALYSIS OF PING-PONG BALL
VIDEO GAME TACTICAL ANALYSIS METHOD
This section verifies the effect of the ping-pong ball video
game tactical analysis method, and verifies the application
effect of the ping-pong ball video game tactical analysis
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platform through the construction of the actual environ-
ment. Firstly, the effectiveness of the tactical analysis method
for table tennis video games was verified by construct-
ing a practical environment. Secondly, the effectiveness of
the fuzzy edge recognition algorithm in table tennis image
recognition was verified through comparison with other algo-
rithms. Then, the effectiveness of the table tennis target
tracking algorithm was verified by comparing it with the
direct linear transformation algorithm and the Kalman fil-
ter tracking algorithm. Subsequently, the effectiveness of
the spatial information estimation and trajectory prediction
methods for table tennis was verified through comparison
with computer-generated data and actual images. Finally, the
effectiveness of the table tennis rotationmeasurementmethod
was verified by comparing it with videos of different speeds.

A. EFFECT VERIFICATION OF FUZZY EDGE RECOGNITION
ALGORITHM FOR PING-PONG IMAGES
To verify the effect of the algorithm, the experiment takes
Windows as the operating system, and the implementation
language of the algorithm is Python. In this study, 1,400 ping-
pong images were taken by camera, of which 1,000 were
used for model training and 400 were used for model testing.
In this paper, the effect of fuzzy edge recognition algorithm
(marked as A) for ping-pong images is verified, and the image
edge detection algorithm based on interval value self-blurred
(marked as B) and image edge detection method based on
morphology (marked as C) are compared. The comparative
test results of the three recognition and detection algorithms
are shown in Figure 6.
In Figure 6, the recognition accuracy of the fuzzy edge

recognition algorithm proposed in the research is 98.1%,
and the error and rejection rates are less than 1.6%. Com-
pared with the other two algorithms, the proposed algorithm
has better performance. In Figure 6 (b), as the number of
images to be recognized increases, the algorithm recognition
time also increases gradually. The fuzzy edge recognition
algorithm proposed in this paper takes the least time among
the three algorithms, and can be quickly recognized. Table 1
shows the anti-noise performance test results of different
algorithms.

As can be seen from Table 1, the recognition errors of
each algorithm gradually increase with the increase of noise
intensity. In general, the error of the ping-pong ball image
fuzzy edge recognition algorithm proposed in this paper is
minimal. When the noise intensity is 0.35dB, the recogni-
tion error of the ping pong image fuzzy edge recognition
algorithm is 0.35, which is 0.17 lower than that of the image
edge detection algorithm based on interval value conscious
fuzzy. Computational complexity is a concept that describes
the time and spatial resources required by an algorithm during
its execution. Time complexity is the worst-case time com-
plexity of an algorithm, representing the relationship between
the required execution time of the algorithm and the input size
at the maximum input size. Spatial complexity is a concept
that describes the spatial resources required by an algorithm

FIGURE 6. Comparative test results of three recognition detection
algorithms.

during execution, representing the relationship between the
maximum space required by the algorithm during execution
and the input size. When analyzing and comparing algorithm
performance, it is necessary to comprehensively consider
both time complexity and spatial complexity. The optimal
performance of an algorithm usually refers to solving prob-
lems with the lowest possible computational complexity.
To verify the computational complexity of the fuzzy edge
recognition algorithm for table tennis images (marked as
A), this study compares it with the image edge detection
algorithm based on interval value conscious blur (marked
as B) and the image edge detection method based on mor-
phology (marked as C). The comparison of computational
complexity of different recognition algorithms is shown in
Figure 7.

Figure 7 (a) shows a comparison of the time complexity
of recognition algorithms. It can be seen that the proposed
fuzzy edge recognition algorithm for table tennis images has a
linear order of time complexity, which is lower than the image
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TABLE 1. Test results of anti noise performance of different
algorithms(Identification error).

edge detection algorithm based on interval value self blurring
and the image edge detection method based on morphology.
Figure 7 (b) shows a comparison of the spatial complexity
of recognition algorithms. It can be seen that the spatial
complexity of the proposed fuzzy edge recognition algorithm
for table tennis images is a constant order, which is lower than
that of the image edge detection algorithm based on interval
value self blurring and the image edge detection method
based on morphology. This indicates that the computational
complexity of the fuzzy edge recognition algorithm for table
tennis images is relatively low, and compared to the other two
algorithms, it consumes less time and space.

B. PING-PONG TARGET TRACKING ALGORITHM EFFECT
VERIFICATION
In the study, the learning rate of the lower layer of the
network is set to 1 × 10.6, the weight attenuation is set to
10, the number of iterations of the classification stage is 5,
and the attenuation coefficient of the learning rate is 0.1.
In the training of the regression layer, the iterationsare4, and
the training set uses positive samples containing only ping-
pong ball. To analyze the performance of the ping-pong ball
target tracking algorithm (labeled TTT), the classical visual
geometry group network-16 is used as the basic network
structure in this study. The performance of the algorithm
is evaluated by training a new model, and the direct linear
transformation (DLT) algorithm is compared with Kalman
filter tracking. The comparison of success rate and accuracy
rate of different methods is shown in Figure 8.
Figure 8 (a) shows the comparison of success rates of

different methods. It can be seen that the success rate of each
algorithm gradually decreases with the increase of overlap
threshold. In contrast, the proposed ping-pong ball target
tracking algorithm has a higher success rate, up to 93.4%.
Figure 8 (b) shows the accuracy comparison of different algo-
rithms. With the increase of positioning errors, the accuracy
rate of the algorithm gradually increases. When the position-
ing error is 10%, the precision of the ping-pong ball target
tracking algorithm can reach 94.3%, which is 9.3% higher
than that of the direct linear transform algorithm.

C. PING-PONG SPATIAL INFORMATION ESTIMATION AND
TRAJECTORY PREDICTION METHOD EFFECT VERIFICATION
To verify the effect of ping-pong ball spatial information
estimation and trajectory prediction methods, this study uses

FIGURE 7. Comparison of computational complexity of different
recognition algorithms.

computer-generated images and actual pictures to carry out
comparison experiments. The actual shot data consisted of
placing six ping-pong balls on a ball table and recording
their actual coordinates. Computer generated images are
modeled using Unity 3D, modeled to standard ping-pong
balls and table sizes, and placed on the table in the same
position as the actual data. The error of single-line-of-sight
position estimation in computer-generated data is shown in
Table 2.

In Table 2, the error is the Euclidean distance between
the estimated coordinates and the actual coordinates. In the
single view Angle, the average value of the coordinate error
estimated in the computer-generated data is 2.5954mm, and
the actual image error caused by the ping-pong ball spatial
information estimation method is very small. The prediction
results of the ping-pong ball motion trajectory prediction
model are shown in Figure 9.
In Figure 9, when the input coordinates are 4, the average

error is 181.94mm, and the ideal average error is 162.60mm.
When the input coordinates are 30, the average error is
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FIGURE 8. Comparison of success rate and accuracy of different methods.

36.46mm, and the ideal average error is 33.65mm. The
results show that when the input coordinates increase, the
predicted trajectory approaches to the target value. MDN
predicts the internal state of ping-pong ball rebound, as shown
in Figure 10.

In Figure 10, the MDN model can predict the downward
movement of the ping-pong ball before the rebound; After
the rebound, the model was able to predict the ball’s upward
movement and assign higher weights to situations with higher
speeds. This shows that MDN model has a good perfor-
mance in learning and predicting the motion behavior of
objects.

D. EFFECT VERIFICATION OF PING-PONG BALL ROTATION
MEASUREMENT METHOD
In ping-pong ball rotation measurement experiment, the
research carried out rotation speed measurement on different

TABLE 2. Error in estimating the position of a single line of sight point in
computer-generated data.

FIGURE 9. The prediction results of the ping-pong ball trajectory
prediction model.

speed videos. The speed results obtained by video calculation
of different speed are shown in Figure 11.
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FIGURE 10. The prediction results of the ping-pong ball trajectory
prediction model.

In Figure11, the speed results corresponding to different
speed videos can be estimated by observing the high-
est response frequency in the frequency response graph.
A higher response frequency usually corresponds to a
higher speed, while a lower response frequency usually
corresponds to a lower speed. The speed measurement
results of different ping-pong ball speed videos are shown
in Table 3.

In Table 3, the error of speed measurement results of
different ping-pong ball speed videos is less than 0.5r/s, and
the error ratio is less than 2%. This indicates that the error is
relatively small compared with the measurement results, and
will not have a large impact on the measurement results.To
further validate the effectiveness of the proposed method, the
study will use different datasets and methods to compare and
analyze the effectiveness of trajectory prediction and rotation
measurement methods. The comparison results of trajectory

FIGURE 11. Speed results calculated from videos with different speeds.

prediction and rotation measurement methods in different
datasets are shown in Table 4.
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TABLE 3. Comparison of speed measurement results for different
ping-pong ball speed videos.

TABLE 4. Comparison results of trajectory prediction and rotation
measurement methods in different data-sets.

As shown in Table 4, in the ITTF World Championships
Data-set, compared to the Visual estimation and Physical
model estimation methods, the proposed trajectory pre-
diction method has the highest accuracy, operability, and
cost-effectiveness scores, with 93.6%, 91.2%, and 95.1%,
respectively. This indicates that the trajectory prediction
method proposed in the ITTFWorld Championships Data-set
has high accuracy and operability, as well as good cost-
effectiveness. In the TUM Ping-Pong Data-set, compared
to the Manual counting method and High speed cam-
era method, the proposed trajectory prediction method for
table tennis rotation measurement has the highest operabil-
ity and cost-effectiveness scores, with 95.3% and 96.7%,
respectively. This indicates that the rotation measurement
method proposed in the TUM Ping-PongData-set also has
high operability and cost-effectiveness. To gain a more
comprehensive understanding of the model’s generaliza-
tion ability, experiments were conducted using different
datasets to analyze the accuracy, recall, and F1 values of
the research methods. The performance parameters of the
proposed methods under different datasets are compared
in Table 5.
In Table 5, the edge recognition, target tracking, and

trajectory prediction methods proposed in the study per-
formed the best in the Table Tennis Video Data-set. How-
ever, the performance difference of rotation measurement
methods in the three datasets is not significant. Overall,
the impact of different datasets on the performance of

TABLE 5. The performance parameters of the proposed methods under
different data-sets.

the research method is not significant, indicating that the
research method has good universality and generalization
ability.

E. APPLICATION EFFECT OF PING-PONG BALL VIDEO
GAME TACTICAL ANALYSIS PLATFORM
The research used C++ to build a table tennis video tactical
analysis platform, combined with Qt to write a graphical
interface, and implemented RNN and LSTM models using
Caffe and Tensorflow. The current version number of the
platform is 1.0, and the operating system is Windows 10.
The hardware and software requirements include at least
4 cores of CPU, 4GB of memory, 256GB of SSD storage
space, etc. The programming language used by the platform
is Python, and the algorithms include machine learning, deep
learning, etc. The data structures include hash tables, lists, etc.
The platform tracking performance test results are shown in
Figure 12.

In Figure 12, the tracking frame can record the trajectory
of the ping-pong ball more completely and make accurate
trajectory prediction. The results show that the tracking per-
formance test of the ping-pong ball video game tactical
analysis platform is good. The tactical indicators generated
by the ping-pong ball video game tactical analysis platform
are shown in Figure 13.
In Figure 13, the ping-pong ball video game tactical anal-

ysis platform can analyze the speed of ping-pong ball and
calculate thedroppointof ping-pong ball according to the
video. Players can learn about their own and their opponents’
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FIGURE 12. Platform tracking performance test results.

hitting habits and technical levels, so as to develop more
effective tactical strategies. The real-time requirements of
table tennis video analysis methods are high because table
tennis matches are fast and require fast and accurate analysis
of ball trajectory, speed, and other information. Generally
speaking, the overall delay should be controlled within
100 ms as much as possible to ensure the real-time and
accuracy of the analysis results.Research will be conducted
to apply the table tennis video tactical analysis platform to
real-time matches to verify its responsiveness. The real-time
time analysis results of the table tennis video tactical analysis
platform are shown in Table 6.

In Table 6, When the ping-pong video tactical analysis
platform is applied to the real-time match field, its real-time
prime analysis results show that the time delay of each
algorithm is less than 30 ms, and the overall time delay is
less than 100 ms. This indicates that the platform has high
real-time performance and can meet the real-time analysis
needs of table tennis matches on the field. The real-time
time analysis results of this platform indicate that it can
perform real-time analysis on the real-time data flow of table

FIGURE 13. The tactical indicators generated by the ping-pong ball video
tactical analysis platform.

TABLE 6. Real time analysis results of table tennis video tactical analysis
platform.

tennis matches and display the analysis results in real time.
This provides important reference information for table tennis
players, which can help them adjust their tactics in a timely
manner during the competition and improve their perfor-
mance. From an industrial perspective, the application of a
table tennis video tactical analysis platform can help improve
the real-time and accuracy of analysis on the table tennis field,
thereby improving the competitive level and performance
of athletes. In addition, the platform can provide important
data support for the development of table tennis, providing
better training and competition conditions for athletes and
coaches.
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V. CONCLUSION
Aiming at the tactical analysis of ping-pong ball video skills,
this research proposes an algorithm based on image fuzzy
edge recognition. The algorithm tracks and detects ping-pong
balls by simplifying the structure of neural network, and
builds the corresponding analysis platform by combining the
method of spatial position of single-view ping-pong balls.
The recognition accuracy of this algorithm is 98.1%, and the
error rate and rejection rate are less than 1.6%. Compared
with the image edge detection algorithm based on interval
value conscious fuzzy, the image edge recognition algorithm
based on fuzzy image has better performance.When the noise
intensity is 0.35dB, the recognition error of the ping- pong
image fuzzy edge recognition algorithm is 0.35, which is
0.17 lower than that of the image edge detection algorithm
based on interval value conscious fuzzy, the average recog-
nition error decreased by 32.7%. In addition, the precision
of the ping-pong ball target tracking algorithm can reach
94.3% when the positioning error is 10%. Compared with
the direct linear transformation algorithm, the accuracy is
improved by 9.3%. When the input coordinates are 4, the
average error of trajectory prediction is 181.94mm, and the
ideal average error is 162.60mm. When the input coordinates
are 30, the average error of trajectory prediction is 36.46mm
and the ideal average error is 33.65mm. The results show
that when the input coordinates rise, the predicted trajectory
approaches to the target value. The ping-pong ball video game
tactical analysis platform can analyze the speed of ping-pong
ball according to the video, and statistics the droppointof
ping-pong ball, so as to help players develop more effective
tactics and strategies to improve their competitive level and
achievements. The limitation of this study is that camera
calibration typically requires a large amount of image data
and complex algorithms for computation, thus consuming
a significant amount of memory and processor resources.
In terms of calibration time, it depends on the complexity
of the calibration method and algorithm used, as well as the
number of images processed. For complex camera calibration
algorithms, it may take several hours or even longer to com-
plete the calibration process. Future research can simplify the
calibration process of single view cameras and improve the
accuracy of spatial coordinate estimation by improving com-
putational efficiency and optimizing algorithms. In addition,
it is also possible to consider usingmulti view camera calibra-
tion technology, which can improve calibration accuracy and
robustness by simultaneously calibrating multiple cameras.
Specifically, researchers can explore and implement more
efficient computing methods and algorithms such as parallel
computing and GPU acceleration to reduce computation time
and resource consumption. At the same time, design a more
simplified calibration process, simplify the calibration pro-
cess through automated calibration processes and automatic
feature point extraction methods. In addition, by using more
accurate camera models and more accurate feature point
matching algorithms, calibration accuracy and precision can

be improved. In addition, consider using multi view camera
calibration technology to further improve calibration accu-
racy and robustness by simultaneously calibrating multiple
cameras.
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