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ABSTRACT This paper introduces the Web-Based Intelligent Packaging Evaluation (WIPE) platform,
a novel approach to assess the performance of product and packaging systems within the e-commerce
distribution sector. Unlike traditional methods that primarily rely on laboratory evaluations under controlled
conditions, WIPE addresses the unique challenges posed by e-commerce distribution, such as increased
handling points and unforeseen hazards that standard physical tests may not capture. Leveraging advanced
machine learning algorithms and association rule mining, WIPE extracts insights about packaging defects
directly from customer reviews on e-commerce platforms. Analyzing both images and text from these
reviews establishes connections between frequently used words and the predicted damages, causes, and
effects. This innovative approach was exemplified in two case studies involving laundry detergent liquid
bottles and pods sold on the Amazon. The findings from these studies demonstrate WIPE’s capability to
extract pertinent information from customer feedback and identify specific packaging defects and predict
their potential causes. This integration of sentiment analysis and association rule mining into the packaging
evaluation process marks a significant advancement in the field. The introduction of WIPE represents
a transformative step in packaging evaluation, offering a more dynamic, real-world analysis that can
significantly enhance product and packaging design, ultimately leading to improved customer satisfaction
in the rapidly evolving e-commerce landscape.

INDEX TERMS Packaging evaluation, E-commerce distribution, machine learning algorithms, association
rule mining, sentiment analysis, damage prediction, online purchasing platforms.

I. INTRODUCTION
The growth rate of e-commerce, as depicted in Figure 1,
has significantly impacted the packaging industry [1]. The
shift from traditional retail to e-commerce distribution has
introduced new challenges and placed greater demands
on protective packaging [2]. The e-commerce distribution
network typically involves nearly three times as many

The associate editor coordinating the review of this manuscript and

approving it for publication was Francesco Mercaldo .

touchpoints as traditional retail, elevating the risk of damage
during transportation. In response to this, various packaging
evaluation tests have been developed. These latter are
classified into field, laboratory, and numerical evaluations
and aim to assess and improve packaging performance under
various conditions. These tests aim to assess and improve
packaging performance under diverse conditions. However,
while these methods collectively strive to ensure the safety
of product-packaging systems during transportation, they
exhibit similarities in their overarching goal of evaluating
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FIGURE 1. Global retail e-commerce sales (in billion USD) worldwide over
ten years [1].

packaging performance. However, it is essential to acknowl-
edge the drawbacks associated with these methods [3], which
we detail in the subsequent subsections.

1) FIELD TESTING METHODS
Evaluating packaging performance in natural conditions
facilitates the measurement and analysis of variables that
laboratories struggle to mimic accurately. These methods
involve real-world testing conditions, exem- plified by the
van shipment test proposed by Böröcz and Molnár [4]. This
approach provides direct insights into packaging performance
under actual transportation conditions, capturing variables
that laboratory tests may not fully replicate. Recent findings
stress the necessity of field testing to assess packaging
durability, as real-world conditions, notably during urban
transport, present challenges not replicated in laboratory
environments. This highlights the critical need for testing
methods that accurately reflect the complexities of actual
transport to ensure packaging integrity.

While field tests provide real-world data, they can be
costly, time-consuming, and less controlled. The variability in
transportation conditions makes it challenging to standardize
these tests or replicate them precisely for comparative
analysis.

2) LABORATORY TESTING METHODS
These methods are controlled experiments that simulate
real-world conditions. Standardized tests like ASTM D1596
and ASTM 1185 are examples of this method. Laboratory
testing is essential for ensuring consistency and accuracy in
evaluating the performance of packaging materials against
predefined standards and scenariosProper laboratory testing
is critical to designing and selecting packaging materials
for safe and reliable product transportation [4], [5], [6].
Despite their controlled environment, laboratory tests may
not fully capture the complexity and unpredictability of real-
world scenarios. There is also a risk of relying too heavily
on standardized tests that may not encompass all potential
damage scenarios or reflect the latest material innovations
and transportation dynamics.

3) COMPUTATIONAL MODELING METHODS
Computational modeling methods such as finite element
modeling (FEM) use computational tools to simulate and

evaluate packaging performance. FEM is applied to various
scenarios, such as drop testing and compression simulations.
Its advantage lies in its ability to reduce the need for destruc-
tive physical tests, thereby saving time and resources [7], [8],
[9], [10], [11], [12]. While FEM offers a time-saving and less
resource-intensive approach, its accuracy heavily relies on
the quality of the material models used. Simplified material
models might suffer from accurately capturing the expected
behaviors of packaging materials under different conditions.
Additionally, FEM requires expertise in computational mod-
eling and an understanding of packaging dynamics, which
might limit its accessibility to all packaging engineers.

Given the aforementioned investigations, packaging eval-
uation methods have advantages and drawbacks, including
field tests, laboratory tests, and numerical assessments.While
field tests provide actual performance data, they are time-
consuming, expensive, and non-repeatable. Laboratory tests
are cost-effective and efficient but cannot replicate unex-
pected hazards encountered during distribution. Similarly,
FEM analysis-based evaluations may not accurately predict
packaging performance if the material model is complex or
has geometrical imperfections. Researchers have turned to
artificial intelligence (AI)-based techniques to address these
limitations.

4) ARTIFICIAL INTELLIGENCE-BASED METHODS
Artificial intelligence (AI) has emerged as a versatile tool
in a myriad of fields, ranging from supply chain, packag-
ing, healthcare diagnostics, autonomous vehicles domain,
wireless, and communication. AI has established itself as
a verified approach to guide the industry’s next evolution
from manufacturing to packaging and distribution [13].
AI approaches have established themselves as verified
approaches to guide the industry’s next evolution from
manufacturing to packaging and distribution. The concept
of AI was first introduced in the 1950s, which involves
simulating human cognitive abilities in machines [14]. AI has
evolved from a theoretical concept to a practical application
on a massive scale in the current era of rapid technological
innovation and exponential increases in big data [15]. One of
the most well-known subsets of AI is machine learning (ML),
which focuses on using big data and algorithms to simulate
human learning processes, progressively increasing the accu-
racy of those algorithms [16]. Deep learning on the other hand
is a widely used subset of ML that uses a large-scale neural
network (NN) of brain architecture to learn several levels
of abstraction using multi-level learning. ML models offer
highly accurate predictions through statistical approaches,
which can be trained to discover patterns in training data [17].
General AI applications include a vast research area, such
as speech recognition, data anomaly detection, product
designs and evaluation, computer vision, and facility location
optimization [18] General artificial intelligence applica-
tions are speech recognition [18], product designs [19],
computer vision [20], recommendation engines [21], fraud
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detection [22] and facility location optimization [23].
However, the success of ML-based methods relies heavily
on the quality and quantity of data used to train the
models, and the models must be periodically updated to
remain relevant [24]. The packaging industry’s implemen-
tation of AI is driven by the demand for eco-friendly
packaging, a circular economy, and reduced damage.
AI is used for packaging planning, optimization of deliv-
ery, maintenance, design, chemical evaluation, and defect
detection [25].
In this context, packaging planning methods include

ML models for automated planning based on product fea-
tures [26], KNN algorithms for categorizing biodegradable
active packaging [27], and unsupervised ML-based optimal
packaging selection [28]. Zhao et al. [29] utilized clustering
algorithms for packaging optimization with the aim of min-
imizing size and cutting costs. Lepine et al. [30] showcased
ML’s superiority in shock detection over traditional methods.
Archaviboonyobul et al. [31] proposed an Artificial Neural
Networks (ANN) approach for predicting box strength and
evaluating hand hole and ventilation designs. Wang et al. [2]
and Chang and Lee [32] proposed machine learning-based
approaches to optimize delivery routes for green logistics
and truck/drone systems, respectively. Zhang [33] and
Yang et al. [34] proposed machine learning-based methods
for predicting the thermal degradation of PLA materials and
classifying plastic waste, respectively. Moreover, packaging
defect detection methods based on ML techniques such
as support vector machine (SVM) and image processing
have been proposed by several researchers [25], [35],
[36]. Holland et al. [35] proposed an intelligent packaging
evaluation system based on artificial neural networks that
analyze images uploaded by customers to identify packaging
failures. Wu and Lu [36] and Yang et al. [37] also developed
packaging defect detection systems using SVM learning
models. Taheri et al. [38] focused on preserving seal integrity
in crucial sectors such as food and medical devices. they
advocated nondestructive evaluation (NDTE) methods for
inspection without damage while highlighting the real-time
ML-based defect detection and automation in production
lines. The research emphasized ML’s potential in enhancing
seal integrity assessment. In another study, Esfahanian and
Lee [39] proposed a packaging evaluation method based on
ML approaches and packaging reviewfiltration. However, the
method neglects informative uploaded images by customers
and does not show the relationship between the damage
and its location. Manual packaging evaluation could benefit
from association rule mining of frequent problems and
their causes. To provide a comprehensive understanding,
a comparison of various packaging evaluation methods is
illustrated in Table 1, highlighting their respective advantages
and disadvantages.

In this paper, we introduce a Web-based Intelligent
Packaging Evaluation Platform (WIPE) that addresses the
limitations of traditional packaging evaluation methods in the

context of e-commerce distribution. The proposed platform
contributes to the literature as follows:

• Automating the data flow of packaging evaluation,
which includes collecting and processing customer
feedback and reviews.

• Better correlating images and text of online product
reviews to understand the relationship between packag-
ing failures and customer experiences.

• Determining the relationships between themost frequent
words in customer reviews to predict damages and their
causes and effects.

Hence, WIPE is not just a tool but a comprehensive end-
to-end system solution designed to address the multifaceted
challenges of packaging evaluation in the e-commerce sector
by integrating multiple technologies, addressing e-commerce
challenges, analyzing real-world data, predictive analysis,
introducing novel data correlation, incorporating sentiment
analysis, and enhancing customer satisfaction.

The remainder of the paper is structured as follows.
Section II presents the methodology adopted for this study.
Section III presents the results and discussion of the study.
Finally, Section IV concludes the paper and outlines future
directions for research.

II. METHODOLOGY
To achieve the above objectives, we propose a web-based
automated intelligent approach for identifying packaging
failures and their connections using sentiment analysis of
customer evaluations. Our approach involves four main
modules: Web scrapper, Sentiment analysis module, Asso-
ciation rule mining module, and data analysis dashboard.
Each module presents this research’s main contributions,
including data process automation, automated embedded
image downloading, and automatic association rule mining.
By breaking down our model into these modules, we aim
to provide a comprehensive and systematic approach to
packaging evaluation that leverages advanced data analysis
techniques and automation to improve the accuracy and
efficiency of the evaluation process. The following sections
will describe each module in detail, outlining its functionality
and how it contributes to achieving the objectives of theWIPE
platform.

A. WEB SCRAPPER
Amazon.com was chosen as the primary data source for this
study due to its vast collection of products and millions
of online reviews containing valuable information, such as
reviewer name, credibility, rating, date and time, helpfulness,
and the ability to edit reviews as shown in Figure 2 [40].
Numerous free online datasets related to Amazon reviews are
available for research purposes. The Ref2Seq dataset, which
was developed byNi et al. [41], is themost recent dataset with
high-quality, personalized, and relevant review justifications.
Amazon [42] provides several review data collections,
including ‘‘The Multilingual Amazon Reviews Corpus’’
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TABLE 1. Comparison of the most-implemented control approaches on WECS control.

FIGURE 2. Example of an Online Product Review on Amazon.com.

and ‘‘Helpful Sentences from Reviews,’’ which feature the
review’s association with a verified purchase. However,
these datasets lack essential information, such as reviewer
names and ratings. Despite the wide range of products and
categories included in these datasets, they are outdated and
do not incorporate new review quality features established
by Amazon, such as verified purchases [43]. A web scraper
was implemented within the application to automate the data
flow of packaging evaluation in our proposed Web-based
Intelligent Packaging Evaluation Platform (WIPE). While
manual data collection from webpages is possible, web
scraping is an automated procedure embedded into the WIPE
application. It allowed all modules to have a connected flow
of data. Whenever an Amazon link for a specific product
is received, the embedded web scraper returns all reviews’
text and images associated with that product [40]. For web
programming, several libraries were used. The main libraries
of our program are Express, Cheerio, and Axios. A visual
snapshot of the WIPE platform is shown in Figure 3.
Another main contribution of this study is to extend

web scrapping capability by downloading customer-uploaded
images and text. The HTTPS library was used for getting
images and their attributes, like URLs. Figure 4 shows the
embedded web scrapping flow.

The following section demonstrates how to extract com-
putational features such as sentiment analysis score, frequent
packaging word sets, and the relationship between each
packaging word from structured data.

FIGURE 3. WIPE Platform Homepage Snapshot.

FIGURE 4. Embedded Web Scraping Flow Chart.

B. SENTIMENT ANALYSIS DESIGN
In the scope of this research, we employed sentiment analysis
as our chosen methodology to explore the sentiments con-
veyed within Amazon product reviews centered on packaging
damages. We evaluated three sentiment analysis approaches:
neural network-based models like LSTM (Long Short-Term
Memory), traditional ML models such as Naïve Bayes, and
lexicon-based methods like AFINN.We employed the LSTM
model, a type of artificial neural network, as a central compo-
nent of our methodology. By using character and word-level
embeddings, the LSTM model aims to categorize text into
‘‘positive,’’ ‘‘neutral,’’ or ‘‘negative’’ sentiments. This model
underwent rigorous training for sentiment analysis within
our study. What sets the LSTM-based model apart is its
compact size and ability to workwell on various platforms. Its
adaptability for integration into web applications and portable
platforms, like our web-based WIPE application, made it the
most suitable choice for our analysis.
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FIGURE 5. Comparisons of LSTM, Lexicon-based, and Naïve Bayes
sentiment analysis methods accuracies.

On the other hand, the Naïve Bayes model falls under
traditional machine learning. It employs Bayes’ theorem to
estimate the likelihood of text expressing a ‘‘positive’’ or
‘‘negative’’ sentiment based on specific word occurrences.
In contrast, the AFINN method employs a lexicon-based
approach, assigning scores to words that indicate emotional
nuances, either positive or negative. The aggregation of these
scores determines the overall sentiment conveyed in the text.

Through our comparative analysis, as shown in Figure 5,
a significant finding emerged: the LSTM model, particularly
based on neural networks, showed exceptional proficiency
in accurately predicting customer sentiments, surpassing
the performance of both Naïve Bayes and lexicon-based
methods. This superiority is rooted in several inherent
attributes of the LSTMmodel. Operating as a neural network
with memory, it effectively captures contextual nuances,
enabling it to comprehend the sentiment of a sentence within
a broader context. Additionally, it effectively addresses the
challenge of vanishing gradients commonly encountered
in traditional neural networks. The LSTM model adeptly
handles sequences of varying lengths and recognizes complex
long-term relationships, which is especially valuable when
analyzing text rich in contextual information. Figure 6 depicts
a sentiment analysis framework employing LSTM networks.
It begins with converting input words into embeddings
that reflect their semantic content. These character-level
embeddings are processed by LSTM layers, known for their
proficiency in managing sequences and capturing long-term
contextual dependencies. The LSTM outputs then pass
through a dropout layer to mitigate overfitting, followed by
a softmax layer that categorizes sentiments into positive,
negative, or neutral based on their probability scores. The
model’s automatic feature extraction minimizes the need
for manual feature engineering, making it versatile for
various textual analyses. Additionally, the integration of
Large Language Models (LLM) promises to significantly
refine the accuracy and precision of sentiment analysis,
a development discussed in future research directions. This
is elaborated as part of the future works of this research in the
discussion section III.
The sentiment analysis process of the WIPE application

consisted of four main steps, shown in Figure 7.

FIGURE 6. A General view of character-Level LSTM for sentiment analysis.

Step 1 involved selecting reviews with ratings lower than
two stars, followed by generating packaging relevant word
lists using the TF-IDF algorithm (that has been explained in
section II-D).

Step 2 divided the review into separate sentences, and
packaging relevant sentences were filtered and preprocessed.

Step 3 involved comparing three sentiment analyses:
LSTM deep learning, Lexicon-based, and Naïve Bayes
models. The LSTM model, which used character and word-
level embeddings, was found to be the most accurate. Since
the proposed WIPE application is a web-based application,
using character and word-level embedding didn’t reduce the
speed of the application and also increased the sentiment
accuracy of sentiment analysis from 66% to 86% by finding
more negative reviews. The LSTM-based model initiates
its analysis with character-based embeddings, processed
through a bidirectional LSTM comprising 32 units, adept at
uncovering complex character interactions. Following this,
mean-pooling and statistical techniques refine the outputs,
extracting crucial features. This preparatory work feeds into
another bidirectional LSTM, this one equipped with 96 units,
which delves into word-level semantic nuances, crafting a
thorough bidirectional analysis across both character and
word dimensions.

Step 4 involved converting sentiment scores into meaning-
ful information and displaying the results using Word Cloud,
bar charts, pie charts, and line charts. The most commonly
repeated words in the reviews were leak, package, damage,
and box, as shown in Figure 8.

To reveal the ‘‘reasons’’ and ‘‘causes’’ of damages stated
in reviews, we used association rule mining, to extract
the relationship between relevant concerns. This method is
illustrated in the next section.
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FIGURE 7. Sentiment analysis framework.

FIGURE 8. Frequent packaging words.

C. ASSOCIATION RULE MINING DESIGN
In the previous subsection, we explained how the sentiment
analysis of a review is calculated and what problems are
common in negative reviews. Sentiment analysis can show
whether users are dissatisfied with a product, but it cannot
explain why. Despite the simplicity of categorizing findings
into binary categories, positive and negative, a sentiment’s
applicability to engineers is reduced when detached from
its context [44]. Despite significant advances in sentiment
analysis, sentiment does not offer engineers an entire context
of what is causing the sentiment. For example, a review may

express dissatisfaction with a ‘‘cap’’ feature but fail to specify
what problem the cap causes. The discovery of ‘‘association
rules’’ often describes the most frequently seen items in
reviews and those items’ relationship identification. We used
association rule mining to identify where the most frequent
damage happened or the relationships between frequent
damages.

Association rule learning is an unsupervised automated
learning approach that uses rules to extract meaningful
relationships between variables in an extensive database [45].
These rules are represented by the form X → Y , where X is
an item or item set that indicates the antecedent, and Y is an
item or itemset referred to as the consequent, and are used
to extract hidden relationships between items that frequently
co-occur in the database. Support and confidence parameters
are commonly used to assess the validity of an association.
Apriori [46] and Fp-growth [47] are two popular algorithms
for obtaining association rule mining, with Fp-growth being
faster due to its use of a compact data structure called a
tree [2], [48].

In this research, Fp-growth was chosen to identify the
relationship between frequent word sets of customer reviews,
with a minimum value for support and confidence of rules
defined through a pruning process. The resulting frequent
word sets and their relationships were then used for data
analytics. Apriori and Fp-growth are two popular algorithms
for obtaining association rule mining, with Fp-growth being
faster due to its use of a compact data structure called a tree.
For this research study, Fp-growth was chosen to identify
the relationship between frequent word sets of customer
reviews, with a minimum value for support and confidence
of rules defined through a pruning process. Finally, after
setting association rule mining parameters, the framework
is similar to Fig. 9. Association rule mining is applied to
negative review results from the sentiment analysis step. As a
result, most frequent words and their relationship are driven
and used for data analytics.

D. DATA ANALYSIS
This section will discuss the various formulas and data
analysis methods considered in our study. These include
the calculation of Term Frequency-Inverse Document Fre-
quency (TF-IDF) to find frequent packaging word lists, the
computation of packaging failure and success rates, training
and testing the sentiment analysis model, and determining
parameters for association rule mining. These techniques
extracted valuable insights from customer reviews and prod-
uct images, providing a more comprehensive understanding
of customer experiences and identifying packaging issues.
We aimed to enhance customer satisfaction by improving
packaging evaluation and utilizing these methods.

The TF-IDF machine learning technique is advantageous
in assessing the relative value of words in the text.
We used reviews with a rating lower than two stars, and
then packaging relevant word lists were generated via the
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FIGURE 9. Traditional packaging Evaluation vs Web-based Intelligent Packaging Evaluation (WIPE) platform architecture.

Term Frequency-Inverse Document Frequency (TF-IDF)
algorithm. It gives a term more weight when it appears
more frequently in a single document and often occurs in
many documents. In order to do this, two metrics must
be multiplied: the number of times a word appears in a
document, called ‘‘Term frequency (TF),’’ and the word’s
inverse document frequency across a group of documents,
called ‘‘Inverse document frequency (IDF)’’ [49]. The
simplest computation method of a word’s frequency is the
number of times it appears in a document. The frequency is
then adjusted based on the document’s length. By computing
the logarithm of the total number of documents divided by
the number of documents containing a keyword, the inverse
frequency of a word is determined. So TF-IDF is calculated
via (1):

TF − IDF = TF × IDF, (1)

where TF and IDF are calculated as follows,

TF =
fi
fr

, (2)

IDF = log
(
N
Ni

)
, (3)

where fi is the number of times the term i appears in a review,
fr is the total number of terms in every review, N is the total
number of reviews, andNi is the number of reviews, including
the term i.
This paper displays the sentiment analysis results on Word

Cloud, bar charts, pie charts, and line charts. This project’s
data tool is the node JavaScript Chart library. For example,
the word cloud is a way to show frequent words inside
documents based on the TF-IDF parameter. To find the
common problem, we can filter negative reviews and then
apply the TF-IDF method to find the most frequent words in
reviews. We could calculate packaging failure and positive
rates (PFR and PPR) based on these sentiment analysis
results. These parameters were calculated by (4) and (8) as
follows,

PFR =
No. of negative reviews
Total no. of reviews

× 100, (4)

PPR =
No. of positive reviews
Total no. of reviews

× 100. (5)

The PFR helps designers rethink the packaging features,
and if it is above their assurance level in manufacturing,

they should redesign the package and address its problems.
However, if the PFR is lower than the assurance level, it would
be acceptable without significant design changes.

However, sentiment analysis alone cannot provide context
to understand the root cause of customer dissatisfaction.
To analyze customer feedback further, we employed asso-
ciation rule mining to determine the relationships between
the most frequently used words in customer reviews. Using
an FP-Growth algorithm, we identified the most frequent
words in negative customer reviews and predicted packaging
issues. This approach enables more accurate identification of
packaging concerns and can assist designers in addressing
them more effectively. Association rules are constructed by
looking for common if-then patterns in the data and utilizing
the support and confidence criterion (defined in the following
section) to identify the most crucial associations. Support
and Confidence are the two parameters commonly used to
assess the validity of association rules. We will see how these
measurements can be defined as following definitions [49].
Support is defined as the rule holds with support Sup in T (the
transaction data set) if Sup% of transactions contain X → Y .
Support sup is calculated as follows,

Sup = Probability (X → Y ) (6)

=
No. of Transactions with X ∪ Y

Total no. of Transactions
. (7)

Confidence is shown as Conf (X → Y ). An association
rule X → Y is a pattern that states when X occurs, Y occurs
with a certain probability called Confidence. The rule holds in
T with confidenceConf ifConf%of transactions that contain
X also contain Y . It is calculated by:

Conf (X → Y ) = Probability (X ∪ Y ) =
Sup X ∪ Y
SupX

. (8)

Utilizing Confidence in association rule mining is an
effective way to raise awareness of data relationships. Its
main advantage is that it highlights the relationship between
specific items within the set by comparing co-occurrences
of items to the overall occurrence of the antecedent in the
specified rule [13].

Additionally, the WIPE platform enables monitoring of
packaging damages and customer satisfaction over time.
By continuously analyzing customer feedback, the platform
can identify trends and changes in customer sentiment
towards packaging, allowing for proactive measures to be
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FIGURE 10. Product photo and its features.

taken to address emerging issues. This long-term monitoring
capability helps businesses stay on top of packaging evalua-
tion and continuously improve customer experiences.

Overall, the WIPE platform offers advanced data analyt-
ics techniques to provide valuable insights for improving
packaging evaluation and enhancing customer experiences.
By automating the data flow of packaging evaluation, corre-
lating images and text, and using FP-growth and sentiment
analysis, the platform can quickly identify packaging issues
and provide actionable insights for designers to improve their
packaging and address customer concerns.

III. RESULT AND DISCUSSION: CASE STUDY
In this study, we successfully implemented the WIPE
platform, achieving several crucial objectives. These encom-
passed automated data processing, correlation of images
and text, and the utilization of association rule mining. The
efficacy of the WIPE application was validated through
two case studies focusing on different variants of laundry
detergent products: liquid soap and soap pods. These
selections were based on the availability of diverse designs
for the same product function and brand, along with an
abundance of reviews and ratings for each product. This
approach ensured a robust evaluation of the WIPE platform’s
performance.

A. LAUNDRY DETERGENT LIQUID SOAP
For instance, the laundry detergent liquid soap (Fig. 10) has
31,259 ratings and 922 reviews, and the WIPE platform was
able to extract and consider all of these reviews to evaluate
the product’s packaging.

We used reviews with a rating lower than two stars,
and then packaging relevant word lists were generated via
the Term Frequency-Inverse Document Frequency (TF-IDF)
algorithm. It gives a term more weight when it appears more
frequently in a single document and often occurs in many
documents. The generation process of the packagingword list
is shown in Figure 11.

If there are more than ten reviews on the Amazon platform,
they are listed on separate pages. Consequently, since this
case study has over 922 reviews, it has 93 pages of reviews.
Companies may not desire or have time to read every
page review to understand customer satisfaction. The WIPE
application’s result for the case study highlights the necessity

FIGURE 11. Generation process of a packaging word list.

FIGURE 12. Distribution of negative reviews over the Amazon platform.

FIGURE 13. (A) Packaging failure and positive rates (B) Packaging failure
rate over time.

of reading every review because most negative ones are found
after page 5, as shown in Figure 12.
The result of the sentiment analysis step in the web-based

intelligent packaging evaluationmodel is shown in Fig. 13-A.
The packaging failure rate helps designers rethink the
packaging features, and if it is above their assurance level in
manufacturing, they should redesign the package and address
its problems. However, if the packaging failure rate is lower
than the assurance level, it would be acceptable without
significant design changes. We should consider all of the
unavailable purchases on Amazon for a more accurate failure
rate. Figure 13-B displays the monthly packaging failure
rate for 2020, 2021, and 2022, indicating higher failure rates
in August 2020 and October 2020 and providing valuable
insights for designers to analyze and address packaging
issues.

The results show that there should be some problems with
the box, bottle, cap, and package, as shown in Figure 14. But
what are the relationships between these problems? Which
parts of the package/product got damaged? The Fp-growth
association rule mining algorithm with specific minimum
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FIGURE 14. Word Cloud and TF-IDF Comparison for Negative Packaging
Reviews.

TABLE 2. Meaningful association rules for consequent of ‘‘box’’.

support and confidence(0.01 and 0.01) values was applied to
negative sentences to answer these questions.

From the damaged parts identification aspect, we used
a graph showing which words are connected to packaging
word lists (directed edges’ weight shows support value, and
vertices are frequent words in reviews. In Figure 15, the
weight of edges is the support value of a rule between
two vertices (words). Directed edges between words show
an association between rules between ancestors and con-
sequences. If the edges are thicker, there are strict rules
between frequent item sets. For example, rules between
the box and other frequent words are shown in Table 2
(these words are ordered based on their frequencies). The
main issue with the box is leakage, indicating potential
design problems with the detergent liquid. Improving these
issues could enhance customer satisfaction. Identified factors
affecting containment efficiency should be addressed to
prevent package failure. Redesigning leak testing during
development, particularly for the bottle, cap, wrapping, and
tape, is crucial.

B. PODS LAUNDRY DETERGENT SOAP
The second design is a detergent pod. It got an 88% 5-star
rating and includes 81 pods. Its number of reviews is 5,650,
with 91,706 total ratings. Both products have free shipping on
orders over $25.00 shipped by Amazon. The designs of these
products and brief descriptions are depicted in Figure 16.
The WIPE platform’s packaging evaluation showed that

the liquid detergent bottle had a packaging failure rate of
16%, while the detergent pod had the lowest rate at 4%,
indicating better performance in protection, containment,
and convenience functions. Figure 17 allows designers to
compare packaging failure rates of different designs for the
same product with 10% assurance level. Therefore, The liquid

FIGURE 15. Relationships between words based on support value; edges’
weight shows support value, and vertices are frequent words in reviews.

FIGURE 16. Detergent pod design and Amazon descriptions.

FIGURE 17. Packaging failure comparison for detergent pod and bottle.

detergent bottle’s design needs to be reconsidered since its
failure rate matches the assurance level.

The results of the associate rule mining yielded several
findings related to the detergent pod, including concerns
regarding the pod itself, its package, box, leakage, lid, bottle,
and cap. Among the association rules generated, two rules
were related to the cap: ‘‘child → cap’’ and ‘‘lock → cap,’’
as illustrated in Figure 18.

45944 VOLUME 12, 2024



M. Tavasoli et al.: WIPE: A Novel Web-Based Intelligent Packaging Evaluation

FIGURE 18. Association rules related to cap concerns.

FIGURE 19. Old and new designs of caps based on images attached to
online reviews.

Figure 18 shows that the most frequent items mentioned
in reviews were lock caps and child-resistance concerns.
We correlated images of those reviews, including frequent
item sets, to obtain further details about this problem.
For instance, Figure 19 demonstrates a change related to
the child-proof cap. Although this change improved child
resistance, it made opening the cap difficult for adults.
Therefore, the designers reconsidered the cap design to
both satisfy the adults and prevent the child from opening
it. Consequently, the previous design showed convenience
failure because, based on the convenience function of
the package (as pointed out in section II-A), the pack
should have been picked up, opened, and unpacked without
potential damage to the content and consumer. More detailed
discussion and analysis can be found in [25].
The future development of the WIPE platform will

focus on the integration of LLMs and advanced sensing
technologies to revolutionize packaging evaluation in e-
commerce.

1) THE ROLE OF LLM IN THE FUTURE OF PACKAGING
EVALUATION IN E-COMMERCE
In our forthcoming work, we aim to integrate LLMs into the
WIPE platform. This integration promises to significantly
enhance WIPE’s analytical capabilities, currently based on
LSTM and association rule mining, by leveraging LLMs’
superior natural language processing prowess. LLMs will
enable a more nuanced analysis of customer feedback,
detecting subtle sentiments and identifying emerging trends
in packaging preferences. This approach not only targets

direct packaging defects but also deciphers broader customer
perceptions, critical in the e-commerce realm where buyers
rely solely on online product representations.

The inclusion of LLMs will automate the feedback
categorization process, making it both faster and more
precise. This efficiency could dramatically shorten the cycle
from problem identification to resolution, thereby boosting
customer satisfaction and reducing waste. Furthermore,
LLMs will facilitate the development of predictive models
for packaging performance, incorporating diverse data such
as social media trends and environmental factors. By adopting
LLMs, WIPE will transition from a reactive assessment tool
to a proactive system, adept at foreseeing and adapting to the
evolving dynamics of e-commerce and sustainability.

2) THE ROLE OF SENSING TECHNOLOGIES IN THE FUTURE
OF PACKAGING AND E-COMMERCE
The rapid evolution of Radio Frequency (RF) and wireless
technologies, such as RFID, Wi-Fi, Bluetooth, and 5G,
is revolutionizing e-commerce and packaging sectors. These
technologies boost product tracking, enhance supply chain
transparency, and increase operational efficiency, paving the
way for smart warehouses and automated inventory systems.
Additionally, remote sensing technology provides indispens-
able insights for logistics optimization and maintains quality
standards for perishable items. Integrating these technologies
with AI for predictive management promises to fortify
logistics resilience. Our future research will delve into how
packaging integrated with sensing systems can streamline
logistics, elevate customer satisfaction, and promote eco-
friendly practices, signifying a pivotal shift in e-commerce
dynamics.

IV. CONCLUSION
In conclusion, this study introduced the WIPE platform
as an innovative solution for packaging evaluation that
employs artificial intelligence techniques. By analyzing
customer reviews on e-commerce websites, the WIPE
application automates the evaluation process, reduces the
costs of field tests, minimizes errors, and improves packaging
qualities. The platform’s ability to scrape large amounts of
reviews and interpret text and images to identify customers’
meaningful patterns and packaging concerns accelerates the
problem-solving process by using feedback collected over
time. Moreover, the WIPE application was demonstrated to
be effective in benchmarking two different designs for the
same function, enabling companies to compare packaging
failure rates and success reasons of a design. The framework
can be used for several products on the Amazon platform
to identify trends and realize how packaging and product
systems perform as they are changed.

While this study represents a significant improvement
in packaging evaluation, future research should focus on
addressing the limitations of natural language processing
techniques and image interpretation. Enhancing sentiment
analysis accuracy is one promising avenue, as more accurate
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sentiment analysis results can yield more meaningful and
reliable rules. This could be accomplished by implementing
a vote-based model based on machine learning models
such as LSTM, Naïve based, and rule-based models.
Additionally, image sentiment analysis could increase the
model’s accuracy, as it can be challenging to interpret
images using current methods. The current platform only
considers English reviews, so future research should explore
multilingual sentiment analysis. Finally, increasing the sen-
timent score of packaging words in reviews would allow
for packaging-related sentiment analysis, enabling more
effective feedback for designers. Overall, the WIPE platform
represents a significant step forward in packaging evaluation
and offers promising avenues for future research.
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