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ABSTRACT The lack of interpretability and transparency in deep learning architectures has raised concerns
among professionals in various industries and academia. One of the main concerns is the ability to trust these
architectures’ without being provided any insight into the decision-making process. Despite these concerns,
researchers continue to explore new models and architectures that do not incorporate explainability into their
main construct. In the medical industry, it is crucial to provide explanations of any decision, as patient health
outcomes can vary according to decisions made. Furthermore, in medical research, incorrectly diagnosed
neurological conditions are a high-cost error that contributes significantly to morbidity and mortality.
Therefore, the development of new transparent techniques for neurological conditions is critical. This paper
presents a novel Autonomous Relevance Technique for an Explainable neurological disease prediction
framework called ART-Explain. The proposed technique autonomously extracts features from within the
deep learning architecture to create novel visual explanations of the resulting prediction. ART-Explain is
an end-to-end autonomous explainable technique designed to present an intuitive and holistic overview of a
prediction made by a deep learning classifier. To evaluate the effectiveness of our approach, we benchmark it
with other state-of-the-art techniques using three data sets of neurological disorders. The results demonstrate
the generalisation capabilities of our technique and its suitability for real-world applications. By providing
transparent insights into the decision-making process, ART-Explain can improve end-user trust and enable
a better understanding of classification outcomes in the detection of neurological diseases.

INDEX TERMS Alzheimer’s disease, brain tumor, deep learning, epilepsy, explainable artificial intelligence,
feature extraction.

I. INTRODUCTION

Since the conception of Deep Learning, there has been an
ever-growing consensus of concern among academia and
industry professionals about whether these systems can be
trusted. The lack of adaptation can be attributed to the
opaque nature of deep learning. The importance of this
issue is particularly salient in the medical section, where
accountability and transparency of the decision-making
process are paramount [1]. A major rationale for requiring
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such a high level of transparency comes from the adverse
consequences that can occur in a patient when provided with
an incorrect diagnosis [2], potentially leading to unwanted
or excessive disease progression and adverse treatment
outcomes.

One of the most recognised contributors to the increase in
mortality and disability of humans worldwide in the medical
industry is neurological disorders [3]. When considering
deaths alone from epilepsy, brain cancer, and dementia
in Australia, it was estimated that in 2019, 1,100 deaths
were attributed to epilepsy [4], in 2022, 1,525 deaths
related to brain cancer [5]. In 2020 14,500 deaths were
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associated with dementia [6]. Early detection and diagnosis
of neurological diseases are crucial to treating and managing
these conditions.

Advancements in Deep Learning (DL) have shown promis-
ing results in clinical neuroscience, demonstrating strong
potential to assist in diagnosing various intricate neurological
disorders that require complex data modalities [7]. The
underlying principle for employing DL in healthcare is to
lessen the pressure on medical professionals by reducing
workloads and minimising the likelihood of human error [8].
Often, DL techniques have demonstrated their ability to
outperform humans with disease diagnosis in terms of ease
and dependability of results [2]. However, the issue remains
of the degree of trust medical professionals are to place in
these systems.

The most prominent concern with DL techniques is that
they can often learn spurious correlations from artefacts
within the data they are trained on that are not related
to the underlying clinical decision. [9], [10]. For example,
Gautam et al. [11] found that when performing the classi-
fication of pneumonia of imbalanced chest X-ray images,
they observed that the classifier was using metadata within
the X-ray images instead of taking into consideration the
location in which the disease is located, that is, in the lungs.
Therefore, although DL classifiers may perform well on
training and validation datasets, they may still implement
incorrect internal logic, whose impact may only be felt
after being incorporated into clinical practice. However,
if a system can provide some insight into the basis
of its decision-making, this can go a long way toward
increasing trust in the system for incorporation into clinical
practice.

Notably, despite advancements in DL and the increasing
agreement amongst researchers and industry professionals
about concerns related to relying on opaque methods,
researchers are still proposing new techniques that do not
provide any insight into how the conclusions are derived.
Consequently, to ensure that medical professionals are
equipped with the necessary knowledge to make informed
decisions when it comes to using deep learning methods
for the classification of neurological disorders, we propose
a novel eXplainable artificial intelligence (XAI) framework
that we have named ART-Explain (Autonomous feature
extraction and Relevance Technique for Explainable neuro-
logical condition classification). ART-Explain builds on some
of the principles of our previous work [8]. More specifically,
extracting features autonomously within a convolutional
neural network and generating rules to produce an explain-
able classification. Nevertheless, various limitations of the
previous approach have been addressed using significant
advancements.

Firstly, the previous technique did not prove any cor-
relation between how the input feature space is related
and relevant to the extracted features. At the same time,
ART-Explain takes advantage of an XAI heat mapping
technique to overcome this issue. Secondly, the previous
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technique required carefully chosen statistical properties of
the extracted features to be defined before rule genera-
tion occurs, while the new technique only uses the raw
extracted features for rule generation. Lastly, instead of
simply providing a list of rules, the new technique converts
the rules into a novel graphical representation for easier
comprehension and application, which we have nicknamed
GET (Graphical Explainable Technique). This ensures an
end-user can easily comprehend and justify the technique’s
decisions.

In addition, the proposed ART-Explain has been applied
to multiple modalities of neurological data to showcase
its suitability to classify a diverse range of neurological
conditions. Namely, electroencephalogram (EEG) signals for
epilepsy and magnetic resonance imaging (MRI) images
for brain tumours and dementia. A comparative analysis is
performed with various modern techniques together with the
previously proposed technique [8] to reveal the advantage of
ART-Explain over existing techniques.

Our contributions are as follows:

« An autonomous end-to-end explainable classification
technique for neurological condition classification
(ART-Explain).

« Anovel graphical representative (GET) to help facilitate
the interpretation of classification rules and how they
apply to the extracted features.

o A detailed and extensive comparative analysis of the
proposed technique with various techniques.

The remainder of the paper is structured as follows.
In Section II, we offer a detailed explanation of all
components of ART-Explain. In Section III, we detail the
experimental designs, including datasets, data preprocessing,
and the evaluation metrics used. The experimental results are
discussed in Section IV. We provide a detailed discussion
of a single positive record classified by the ART-Explain
framework, followed by a comparative analysis. Finally,
we conclude the paper in Section V with a summary
of the entire paper and a quick discussion of our future
work.

Il. ART-EXPLAIN FRAMEWORK

The proposed ART-Explain framework is designed to achieve
end-to-end explainability without compromising perfor-
mance. It does so by autonomously extracting features from
within a Convolutional Neural Network (CNN), generating
a heatmap to map the input space to the extracted features,
generating rules from the extracted features to use in
classification, and presenting a novel graphical explanation
using the rules to classify the neurological condition.
Figure 1 displays an overview of this framework. For the
remainder of this section, we break down the proposed
ART-Explain framework into different components (CNN
Architecture, Heatmap Explanations, Extracting Features,
Rule-Generation, Novel Graphical Explanation), providing
a detailed explanation of each element individually while
referring back to Figure 1.
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FIGURE 1. ART-Explain framework complete overview.

A. CNN ARCHITECTURE
The foundation of the ART-Explain framework is based
on a convolutional neural network (CNN). The choice
to use a CNN architecture was two-fold. Firstly, the
technique previously proposed by [8] that we are improv-
ing uses this architecture. Second, CNNs are the ‘“‘most
significant” type of DL network used in literature [12].
Although the overall network architecture varies based
on the classification task and input data type (e.g., 2D
for image data and 1D for signal channel data), certain
commonalities and design choices ensure consistency. More
details on each architecture used are displayed in tables
in Section III-D: Architectures and Training Details. Each
network consists of convolutional layers with ReLU acti-
vation functions, followed by a corresponding max pooling
layer.

The convolutional layers help extract the most salient
features from within the data using the following equation:

Convi(x) = ReLU(W; * x + b;) €))]

For the i convolutional layer, the weight matrix (often
referred to as a kernel) W; associated with convolutional layer
i performs convolution operations over the input data x, which
is often taken from the previous layer, and then the i layer
bias term b; is added to adjust the output operation. The result
is passed through the ReLU activation function to produce
the output value Z;. The ReLLU activation function ensures
non-linearity is introduced into the CNN to ensure it can
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learn complex relationships within the data. Non-linearity is
achieved by taking an output Z; and producing an activation
value A; by setting the value to O if the output value output Z;
is less than 0.

The max-pooling layers, as represented by the equation
Pool;(x) = max,, ,(x[m, n]), use the principle of image local
correlation to reduce the dimensional of the data [12]. The
pooling operation retains the most pertinent features while
discarding irrelevant ones. It moves a small window over the
input feature space x, selecting the maximum values in each
region. The result is a reduced feature map containing only
the most prominent features.

After the convolutional and pooling blocks, the data is
flattened into a one-dimensional vector before being passed to
the fully connected layer. The fully connected layer produces
activation values similar to the convolutional layer except
for using multiplication instead of convolutional operations.
More specifically, using the equation A; = ReLU(Zj(wij *
Aj) + b;) the weights are taken from the connection between
the current neuron i and neuron from the preceding layer
Jj- To ensure that the explanations are consistent between
different data and classification tasks, the fully connected
layer of all architectures consists of only one hidden layer
with exactly 12 neurons. To maximise explainability, the
number of neurons was chosen to restrict the complexity of
the revealed graphical explanations.

The classification result is produced using an activation
function on the network’s last layer.
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B. HEATMAP EXPLANATIONS

To produce heatmap explanations that relate the input
space to the extracted features, we implement Gradient-
weighted Class Activation Mapping (Grad-CAM) [13],
[14]. Grad-CAM aims to enhance the transparency of the
convolutional neural network’s prediction by highlighting
the most relevant section (features) within the input space.
To achieve this goal, Grad-CAM weights the feature maps
produced at the last convolutional layer using the network’s
gradients to create relevance matrices. The final heatmap
explanation is then generated by combining the weighted
relevance matrices and stretching it over the network’s input.
Notably, for our one-dimensional CNN architecture used
later, we use the relevance values for each feature and produce
a heatmap over a plotted line graph. For more information on
Grad-CAM, please refer to this paper [14].

C. FEATURE EXTRACTION

The extraction of features is performed after the network’s
hyper-parameters are trained. We used the last hidden layer
within each network as the extraction point, as this layer
contains the most processed information before the output.
Furthermore, we ensured a consistent size of 12 neurons in the
extraction layer as we believed that any more would make our
novel graphical explanations hard to interpret (more details in
section II-E).

D. RULE GENERATION

The Repeated Incremental Pruning to Produce Error Reduc-
tion algorithm, acronymised as RIPPER, was introduced
by Cohen in 1995 [15]. RIPPER was chosen for our rule
generation process, as it is known to be great at generating
interpretable and compact rule sets in various domains while
being immune to biases in imbalanced datasets. It is important
to mention that another rule-based classifier can replace
RIPPER; however, we chose RIPPER over other techniques
for the benefits mentioned previously.

By using a mixture of pre-pruning and post-pruning
techniques, RIPPER harnesses the capability to exceed the
performance of traditional decision tree algorithms by using
their Incremental Reduced Error Pruning (IREP) algorithm.
The iterative rule generating of RIPPER can be described
as a three-step process involving Growth, Pruning, and
Optimization [16], [17]. A high-level overview of the steps
is as follows:

1) Growth: In this step, a subset of data must be accurately
classified by a rule to progress to the following step.
To achieve the desired information gain, conditions are
incrementally added to a rule greedily to cover the
targeted data, and then it is time to prune.

2) Pruning: This step is performed using a similar
approach as decision trees where the information gain
criterion is utilised to determine to split the next
attribute. More specifically, conditions are greedily
removed in decreasing order (opposite to Growth).
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A rule is immediately pruned if it doesn’t reduce
entropy in a rule’s specificity.

3) Optimization: In this last step, steps 1 and 2 are
repeated using a variety of heuristics until there is a
decrease in the performance of the classification task.

The rules produced by the RIPPER algorithm construct
explanations in an If-Then format. To illustrate, please
observe the following example rule taken from our experi-
mental results (in Section IV: Experimental Results): “If x6
is less than or equal to 0.27, x11 is less than or equal to 0.81,
and x8 is greater than or equal to 13.79”.

E. NOVEL GRAPHICAL EXPLANATION

In this section, we demonstrate the functionality of our
proposed Graphical Explanation Technique (GET) using a
toy example of a single rule shown in Figure 2. Notably,
this figure is not derived from an actual experiment but a
fabricated example produced for illustrative purposes. The
proposed GET technique graphs the generated rule conditions
over-extracted features to showcase the decision boundaries
and the logic behind the outcome. That is, if the rule
conditions are satisfied for the classification task. To achieve
this, the rule conditions are superimposed as boxes over a
red line depicting the extracted features graph boxes. In an
aesthetically similar design to a box plot, each box’s lower
and upper lines represent the decision boundaries. When
boundary boxes touch the graph’s edge, it indicates that the
boundary extends indefinitely in that direction. For example,
if a boundary box touches the upper edge of the graph, this
implies that any value above the lower decision boundary
threshold satisfies the condition. In our toy example, as shown
in Figure 2, all points of interest, representing extracted
features lying on the decision boundaries, fall within the
limits of each decision bound. Therefore, this example
satisfies the classification rule, indicating a positive disease
detection.

Ill. EXPERIMENTAL DESIGN

A detailed overview of the study’s experimental design is
provided in this section, covering the datasets used and
any required preprocessing, the training and test strategies
employed, and the evaluation metrics used to assess the
performance of the components of the Art-Explain. All
experiments were implemented in the Python programming
language.

A. DATASETS

A description of why the three datasets were chosen and an
overview.

1) Bonn University Seizure Dataset [18]: The Bonn
University Seizure Dataset is a publicly available
seizure data set that contains EEG recordings contains
5 folders (Z, O, N, F, and S), each of which corresponds
to a different brain state. Each folder contains one
hundred single-channel electroencephalograms (EEG)
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FIGURE 2. Toy example of the Novel Graphical Explanation.

signal files sampled at 173.61 Hz for 23.5 seconds,
totalling 500 files(or over 3 hours of recordings). As we
are only interested in whether an EEG signal contains
the absence and presence of seizure activity, we have
combined all the non-seizure-related signals into a
single negative class (0) and the seizure as the positive
class (1). Additionally, we have divided the recordings
into one-second records (discarding the last .5 seconds
of each file), randomly shuffled the data to remove
any biases, and saved them into a CSV file for each
processing. The Bonn University dataset is currently
available to download from [19].

2) Kaggle Brain Tumor MRI Dataset [20]: The Brain
Tumor MRI dataset is an amalgamation of three
popular bench-marking datasets including figshare
[21], SARTAJ dataset [22], and Br35H [23]. The
dataset contains 7023 human brain MRI images
subdivided into four classes: glioma, meningioma,
pituitary, and no-tumor. As our research is focused on
binary classification, that is, the absence or presence
of a tumour, we have joined glioma, meningioma, and
pituitary into a single positive class (1) and used the
non-tumour data as the negative class (0). The only
preprocessing we performed was normalising pixel
values between 0 and 1 and resizing the image to
255 x 55. The Kaggle Brain Tumor MRI Dataset is
currently available to download from [24].

3) Alzheimer MRI Preprocessed Dataset [25]: In this
study, we use the Alzheimer MRI Preprocessed Dataset
from the Kaggle website. The dataset consists of
an amalgamation of MRI axial sliced images taken
from several homogeneous sources, totalling 6400 MRI
images. The data used in this dataset was sourced from
various websites, hospitals, and public repositories.
The most notable data source is the Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI), a well-known
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source of the highest quality [26]. The dataset’s data
has been preprocessed and divided into 4 folders
corresponding to 4 classes. These include: Class 1 con-
tains 896 Mild Demented images; Class 2 contains 64
Moderate Demented images, Class 3 contains 3200
Non Demented images; and Class 4 contains 2240 very
mild demented images. Our research primarily focuses
on binary classification, so the dataset has undergone
further prepossessing. We have combined all the
demented images (Classes 1, 2, and 4) into a single
class (1), while the non-demented images are Class 0.
The only preprocessing we performed was normalizing
pixel values between 0 and 1 and resizing the image to
255 x 55. The Alzheimer MRI Preprocessed Dataset is
currently available to download from [27].

B. DATA PREPARATION

This section discusses any preprocessing performed, includ-
ing k-fold cross-validation and the 80/20 split used for data
preparation. We provide information on how we utilized
random sampling to ensure the split accurately represents
the overall dataset and discuss the various. Additionally,
we provide details on the architectures used and their training
details.

1) TRAIN-TEST SPLITTING STRATEGY

In this study, we have chosen to use two of the most
common testing strategies, ‘‘k-fold cross-validation’ and the
“80-20 split”, to assess the performance of ART-Explain
and its generalization capabilities. More specifically, we have
chosen these two techniques as they are robust and widely
accepted evaluation standards. In the remainder of this
subsection, we provide a quick overview of how these
techniques operate and the strategies used for each dataset’s
experiments.
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FIGURE 3. 10-Fold Cross-Validation Technique.

To perform the 10-fold cross-validation, we split the entire
dataset into ten equal pieces. Then, for exactly ten iterations
(also known as folds), nine pieces of data are used for
the training dataset, and the 10 piece is held out as the
testing data set. During each fold, the testing data piece is
exchanged to ensure that all pieces of data are eventually
used for testing and that no pieces are tested more than once.
By repeating this process for all ten pieces, we can robustly
estimate ART-Explain’s performance across the data. This
approach helps assess the model’s ability to generalize and
perform consistently on unseen data, avoiding biases that
could arise from other train-test strategies. We have illustrated
this technique in Figure 3.

The 80-20 split is a very simple, easy-to-understand
concept yet useful training and testing strategy. As the name
suggests, the data is split into 80% training and 20% testing.
As our technique uses a Convolutional Neural Network,
the 80/20 split is always performed during each fold of
any performed 10-fold cross-validation. The training data is
subdivided into 80 percent and 20 percent validation data
during each fold. To aid in comprehending this strategy,
we have provided a visual aid of this strategy in Figure 4.

In the Bonn seizure experimentation, the dataset is split
using 10-fold cross-validation to obtain training and testing
data to train the model. Additionally, to gain validation data
for the CNN model, we subdivided each fold’s training data
into 80% training and 20% validation data. The subdivision
is illustrated in Figure 4. After the network is trained, the
best-performing model produces the final results, including
the heatmaps, extracted features, rules, etc. The training
and testing data are used to train and evaluate the RIPPER
technique.

In the brain tumor experimentation, the dataset is split
into 80% training data and 20% testing data using the 80/20
strategy. Additionally, the training data is subdivided again
using the 80-20 strategy to obtain the final training and
validation data. The resulting trained model and training and
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testing data are then employed to obtain the final results,
including the heatmaps, extracted features, rules, etc.

In the Alzheimer’s experimentation, the dataset has already
been partitioned into training and testing datasets. Due to the
use of CNN architectures, we employed the 80/20 strategy
on the training dataset to obtain a validation dataset. Like the
brain tumor experimentation, the resulting trained model and
training and testing data are then employed to obtain the final
results, including the heatmaps, extracted features, rules, etc.

C. EVALUATION METRICS
The evaluation metrics used in this research include Accu-
racy, Sensitivity, and Specificity. We have excluded other
commonly used evaluation metrics, such as F1-Score, for
simplicity of interpretation and analysis of results. To cal-
culate and understand various evaluation metrics defined in
the remainder of this section, we define four key components
derived from a confusion matrix. These components are as
follows:
e True Positives (TP): The number of positive cases
correctly classified as positive by the technique.
o True Negatives (TN): The number of negative cases
correctly classified as negative by the technique.
« False Positives (FP): The number of negative cases
incorrectly predicted as positive by the technique.
« False Negatives (FN): The number of positive cases
incorrectly predicted as negative by the technique.

1) ACCURACY

Accuracy measures the degree to which a technique makes

correct predictions. That is, it measures the proportion of

correctly classified cases (both positive and negative) against

all predictions being made. Accuracy is calculated as follows:
TP + TN

Accuracy = 2)
TP+ TN + FP + FN
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2) SENSITIVITY
Sensitivity (also known as Recall) measures the technique’s
ability to classify positive cases when only considering pos-
itive cases correctly. That is, the calculation only considers
records of the positive class. Sensitivity is calculated as
follows:
Sensitivi P 3

ensitivity = TP FN 3)
3) SPECIFICITY
Specificity (also called True Negative Rate) measures the
technique’s ability to classify negative cases when only
considering negative cases correctly. That is, the calculation
only considers records of the negative class. Specificity is
calculated as follows:

Specifici N 4

pecificity = e “4)
D. ARCHITECTURES AND TRAINING DETAILS
Our research utilises two specialised convolutional neural
network architectures: one for one-dimensional (1D) data and
the other for two-dimensional (2D) data. The 1D is employed
on the Bonn dataset, while the 2D is used for the brain tumour
and Alzheimer’s datasets. Detailed information about these
architectures and training processes can be found in Tables 1
and 2. It’s important to mention that we implemented an early
stopping condition to prevent over-fitting.

IV. EXPERIMENTAL RESULTS

The experimental section discusses the explainability results
from each dataset’s experiments and concludes with their
respective comparative analysis. The explainability results
and comparative analysis provide an insightful evaluation
of ART-Explain, highlight potential advantages and disad-
vantages of the state-of-the-art techniques, and discuss any
potential for further development.

A. FEATURE EXTRACTION, EXPLAINABLE RESULTS, AND
DISCUSSION

In this section, we will delve into the explainable results for
each experiment from their corresponding datasets. That is,
we will discuss the results from feeding a single positive
class record through the trained model until the production
of the final explainable graph from our novel GET method.
We will commence with the Bonn University Seizure dataset
experiments and outcomes and finish with the results from
the Alzheimer’s dataset. This section is discussed in a manner
that assumes the model is trained and the rules have been
created. That is, the positive record is unseen data and is the
only record needing to be processed.

1) BONN DATASET RESULTS

Beginning with the initial phase, the trained network was
presented with a single seizure EEG signal (record) as seen
in Figure 5. The record was then passed through the network
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TABLE 1. 1-Dimensional Convolutional Neural Network.

Layer Type Number of Kernel Size  Activation
Filters Function
Conv2D 32 (3, 3) ReLU
MaxPooling2D - (2, 2) -
Conv2D 64 3, 3) ReLU
MaxPooling2D - (2, 2) -
Conv2D 128 3, 3) ReLU
MaxPooling2D - (2, 2) -
Flatten - - -
Dense 12 - ReLU
Dense 2 - Softmax
Optimizer Adam (Learning Rate: 0.001)
Loss Function Categorical Crossentropy
Metrics Accuracy
Early Stopping Monitor: val loss, Patience: 20
Batch Size 32
Number of 300

Epochs

TABLE 2. 2-Dimensional Convolutional Neural Network.

Layer Type Number of Kernel Size  Activation
Filters Function
ConvlD 32 3 ReLU
MaxPoolinglD - 2 -
ConvlD 64 3 ReLU
MaxPoolinglD - 2 -
Conv1D 128 3 ReLU
MaxPoolinglD - 2 -
Flatten - - -
Dense 12 - ReLU
Dense 1 - Sigmoid
Optimizer Adam (Learning Rate: 0.0001)
Loss Function Binary Crossentropy
Metrics Accuracy, val _accuracy
Early Stopping Monitor: val loss, Patience: 20
Batch Size 32
Number of 200
Epochs

for processing to transform the EEG signal into a different
representation (extracted features).

Before feature extraction, a heatmap showcasing the most
relevant features used by the network is produced to showcase
which areas of the signal are used during feature extraction.
The heatmap generated is displayed in Figure 6.

During the feature extraction phase, the trained model
extracted complex, highly processed representations of the
EEG signal from within its hidden layer. The 12 neuron
activation values within the fully connected layer were
extracted as presented in Figure 7.

The previously completed training of the RIPPER rule
generation provided the following rules presented in Table 3.

The extracted feature values were then programmatically
compared to the rules provided in the previous table to
produce the final GET diagram. That is, using the extracted
features and the corresponding rule, a graphical explanation
is produced using our proposed GET technique to showcase
the reason behind the classification outcome. The final rule
explanation is displayed in Figure 8.
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FIGURE 5. Bonn University Seizure Original Record: One-second signal
at 173 Hz (or 173 features).
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FIGURE 6. Bonn University Seizure Record Relevance Heatmap.

2) BRAIN TUMOR DATASET RESULTS

Beginning with the initial phase, the trained network was
presented with a brain tumor MRI image (record) as seen in
Figure 9. The record was then passed through the network for
processing to transform the raw MRI image into a different
representation (extracted features).

Before feature extraction, a heatmap showcasing the most
relevant features used by the network is produced to showcase
which areas of the MRI are used during feature extraction.
The heatmap generated is displayed in Figure 10. Notably,
the skull and tumor are considered relevant areas of the input
MRI image. This indicates that a technique such as skull
stripping may have increased the model’s performance.

During the feature extraction phase, the trained model
extracted complex, highly processed representations of the
brain tumor MRI image from within its hidden layer. The
12 neuron activation values within the fully connected layer
were extracted as presented in Figure 11.

The previously completed training of the RIPPER rule
generation provided the following rules presented in Table 4.

Like the previous Bonn experiment, the extracted feature
values were then programmatically compared to the rules in
the previous table to produce the final GET diagram. That
is, using the extracted features and the corresponding rule,
a graphical explanation is produced using our proposed GET
technique to showcase the reason behind the classification
outcome. The final rule explanation is displayed in Figure 12.
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FIGURE 7. Bonn University Seizure Record Extracted Features.

TABLE 3. Bonn University Seizures Rules Table.

Rule Rules

Number

1 If x3 is less than or equal to 11.92, and x7 is
greater than or equal to 62.45.

2 If x7 is between 11.19 and 62.45, and x3 is less
than or equal to 11.92.

3 If X7 is between 11.19 and 62.45, and x12 is less
than or equal to 8.09.

4 If x8 is between 17.83 and 85.68, and x5 is less
than or equal to 1.23.

5 If x8 is greater than or equal to 85.68.

6 If x8 is between 17.83 and 85.68, and x4 is less
than or equal to 4.93, and x7 is between 11.19
and 62.45.

7 If x8 is between 17.83 and 85.68, and x9 is greater
than or equal to 1.28.

8 If x8 is between 17.83 and 85.68, and x10 is

between 4.41 and 31.94.

Bonn Seizure: Rule 2 Prediction
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FIGURE 8. Bonn University Dataset Final Explanation Seizure Prediction.

3) ALZHEIMER'S DATASET RESULTS
The Alzheimer’s experimental results use the same sequence
as the previously discussed brain tumor dataset results.
Beginning with the initial phase, the trained network was
presented with a positive Alzheimer’s disease MRI image
(record) as seen in Figure 13. The MRI image was passed
through the network for processing to transform the EEG
signal into a different representation.

Before feature extraction, a heatmap showcasing the most
relevant features used by the network is produced to showcase
which areas of the Alzheimer’s MRI image are used during
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feature extraction. The heatmap generated is displayed in
Figure 14.

During the feature extraction phase, the trained model
extracted complex, highly processed representations of the
MRI image from within its hidden layer. The 12 neuron
activation values within the fully connected layer were
extracted as presented in Figure 15.

The previously completed training of the RIPPER rule
generation provided the following rules presented in Table 5.

The extracted feature values were then programmatically
compared to the rules provided in the previous table to
produce the final GET diagram. That is, using the extracted
features and the corresponding rule, a graphical explanation
is produced using our proposed GET technique to showcase
the reason behind the classification outcome. The final rule
explanation is displayed in Figure 16.

B. COMPARATIVE ANALYSIS

This section presents a comparative analysis of the
ART-Explain technique with various recently proposed high-
quality techniques. Three datasets with varying modalities of
data are used to evaluate the techniques’ performance. The
remainder of this section is divided into subsections for each
dataset’s comparative analysis and finished with an overall
discussion on the outcomes and future direction.

1) BONN UNIVERSITY COMPARATIVE ANALYSIS

To better understand the techniques we are comparing
ART-Explain to, we start with a quick discussion on each
technique before presenting the comparative analysis of the
results.
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TABLE 4. Brain Tumor Rules Table.

Rule Rules

Number

1 If x2 is less than or equal to 1.08.

2 If x2 is between 1.08 and 7.41, and x3 is less than
or equal to 0.53 and x4 is between 9.55 and 10.5.

3 If x2 is between 1.08 and 7.41, and x4 is between
5.08 and 8.22.

4 If x2 is between 1.08 and 7.41, and x4 is between
8.22 and 9.55.

5 If x4 is between 10.5 and 11.47.

6 If x4 is between 12.51 and 13.88.

5 If x4 is between 11.47 and 12.51.

Brain Tumor: Rule 1 Prediction
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FIGURE 12. Brain Tumor Prediction Final Explanation.
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FIGURE 13. Alzheimer's MRI Image.

In 2016, Peker et al. [28] proposed combining features
extracted from Dual-Tree Complex Wavelet Transform
(DTCWT) applied at various levels and statistical features
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TABLE 5. Alzheimer's MRI Rules Table.

Rule Rules

Number

1 If x6 is less than or equal to 0.27, x11 is less than
or equal to 0.81, and x8 is greater than or equal
to 13.79.

2 If x8 is between 11.68 and 13.79.

3 If x8 is between 10.18 and 11.68.

4 If x8 is between 8.54 and 10.18.

5 If x8 is between 5.49 and 8.54, and x11 is less than

or equal to 0.81.

6 If x8 is greater than or equal to 13.79.

7 If x8 is between 5.49 and 8.54, and x11 is between
0.81 and 4.08.

8 If x6 is less than or equal to 0.27, x11 is less than
or equal to 0.81, and x8 is between 2.7 and 5.49.

9 If x8 is between 5.49 and 8.54, x11 is between 4.08
and 9.42, and x6 is less than or equal to 0.27.

10 If x8 is between 2.7 and 5.49, x6 is between 0.27

and 1.8, and x11 is less than or equal to 0.81.

obtained from the obtained complex-valued feature vector.
The extracted features are then fed into a Complex-Valued
Artificial Neural Network (CVANN) to produce the final
classification. During their experimentation, their proposed
DTCWT+CVANN-2 achieved the best performance concern-
ing binary seizure classification, achieving an accuracy of
99.15%, sensitivity of 100%, and specificity of 97.89%.

In the next year, Wan et al. [29] proposed performing
seizure detection from extracted time, frequency, time-
frequency, and non-linear analysis features. Multiple clas-
sifiers performed the classification task. Their technique
extracted frequency domain (FFT) and Non-linear analysis
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(IMF) features from denoised signals. Additionally, they
used wavelet decomposition and reconstruction to extract the
time domain, time-frequency domain, and non-linear analysis
features (Entropy) from the sub-bands of the EEG signal.
Then, using a combination of component analysis (PCA)
and analysis of variance (ANOVA) to eliminate non-useful
features, the resulting features were then passed to multiple
different classifiers to detect seizures. The best-performing
classifier was the Support Vector Machine (SVM), with an
accuracy of 99.25%, sensitivity of 97.98%, and specificity of
99.56%.

In 2018, Hussain et al. [30] proposed extracting statistical
and morphological features from the raw EEG signals before
being classified by either a Logistic Regressive (LR) or
Decision Tree (DT) classifier. Logistic Regressive achieved
an accuracy of 99.48%, a sensitivity of 99.38%, and a
specificity of 99.58%, while the DT attained an accuracy of
99.12%, sensitivity of 99.12%, and specificity of 99.12%.
In the same year, Mursalin et al. [31] proposed extracting time
and frequency domain features and Entropy-base features
before being passed to a Random Forrest (RF) classifier.
They used DWT from the EEG signal and time-domain
and entropy features from the raw signal; they combined
these and selected features based on their novel approach,
Improved Correlation-based Feature Selection (ICFS). The
RF produced the final seizure classification task, achieving an
accuracy of 97.4%, a sensitivity of 97.4%, and a specificity
of 97.5%. Also, in the same year, Acharya et al. [32]
proposed using a 13-layer deep convolutional neural network
for seizure detection. The idea is to use the original EEG
signal only using Z-score normalization with a mean of zero
and a standard deviation of 1. They achieved an accuracy of
88.67%, sensitivity of 95.00%, and specificity of 90.00%.

In 2019, Sriraam et al. [33] proposed using discrete
wavelet transformation on the raw EEG signal, extracting
11 features from the wavelet coefficients in each level.
Classifying seizures is then performed by a support vector
machine. The best results were achieved using a quadratic
kernel, achieving an accuracy of 99.18%, sensitivity of
98.73%, and specificity of 99.62%. During the same calendar
year, Zeng et al. [34] proposed classifying seizures by
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TABLE 6. Comparative analysis of proposed technique with state-of-the-art techniques for UCI ML.

Technique Accuracy [%]|  Sensitivity [%]  Specificity [%)]
DTCWT | CVANN-2 [28] 99.15% 100% 97.89%
DWT, multi-domain feature extraction, and nonlinear 99.25% 97.98% 99.56%
analysis [29]

Stat and morph features + DT [30] 99.12% 99.12 99.12%
Stat and morph features + LR [30] 99.48% 99.38% 99.58%
Time, Freq, and Entropy features + ICFS + RF [31] 97.40% 97.4% 97.5%
13-layer deep CNN [32] 88.67% 95.00% 90.00%
DWT + quadratic kernel SVM [33] 99.18% 98.90% 99.62
PRC + ITD + DWT + PSR + NN [34] 98.00% 94.00% 99.00%
3100 Extracted Features from CNN -+ Stat Properties 98.17% 96.29% 98.49%
+ DT [§]

ART-Explain 99.30 97.84 99.67

deconstructing raw EEG into multiple Proper Rotation
Components (PRCs) using time-scale decomposition (ITD).
Different frequency bands of the PRCs are then extracted
using discrete wavelet transform (DWT). Euclidean distances
and non-linear dynamics are then computed using Phase
Space Reconstruction (PSR). The final feature vectors are
then used within a neural network (NN) to classify seizures,
achieving an accuracy of 98%, a sensitivity of 94.00%, and a
specificity of 99.00%.

In 2021, in our previous work by Woodbright, Verma, and
Haidar, we proposed using a feature extraction rule-based
seizure detection technique. The technique extracts 3200 fea-
tures from within one of the hidden layers of a custom-
made one-dimensional neural network. Then using carefully
chosen statistical properties of the extracted features, we use
a decision tree classifier to generate the rules used for
seizure classification. This technique achieved an accuracy of
98.65%, a sensitivity of 96.29%, and a specificity of 99.25%.

The results of our proposed ART-Explain and the compar-
ative techniques are presented in Table 6. Notably, as can
be observed from our results, ART-Explain reaches a high
level of performance while providing a higher accuracy
overall comparative methods except for [30]. However, Hus-
sain et al. [30]’s technique only outperforms our technique by
a small margin; however, their technique requires the careful
selection of statistical or morphological features that require
expert knowledge. The results indicate that ART-Explain is a
highly suitable replacement for the comparative methods and
achieves state-of-the-art performance in seizure detection.

2) BRAIN TUMOR COMPARATIVE ANALYSIS

In this comparative analysis, we assess the performance of
the proposed ART-Explain by evaluating its performance
against well-known state-of-the-art deep learning techniques.
The selected comparative techniques include VGG-16 [35],
VGG-19 [35], ResNet-50 [36], DenseNet121 [37], and
Xception [38]. Note, that the comparative techniques were
trained in the same manner as ART-Explain except for using
a single hidden layer with 1024 neurons. Each of the deep
learning techniques was selected as they have demonstrated
exceptional results for various applications in research.
Additionally, these techniques are widely recognized and
respected in deep learning.
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TABLE 7. Comparative analysis of proposed technique with
state-of-the-art techniques for the brain tumor dataset.

Technique Accuracy [%]  Sensitivity Specificity
(%] (%]

VGG16 [35] 97.18% 95.92% 100.0%
VGG19 [35] 98.09% 99.12% 95.80%
ResNet50 [36]  97.48% 99.78% 92.35%
DenseNet121 97.48% 96.69% 99.26%
[37]

Xception [38] 97.18% 98.90% 93.34%
ART-Explain 98.32% 98.34% 98.27%

TABLE 8. Comparative analysis of proposed technique with
state-of-the-art techniques for the Alzheimer dataset.

Technique Accuracy [%]  Sensitivity Specificity
(7] (%]
VGG16 81.48% 64.30% 98.30%
VGG19 88.05% 89.57% 86.55%
ResNet50 85.94% 89.26% 82.69%
DenseNet121 73.67% 48.50% 98.30%
Xception 65.16% 44.24% 85.63%
ART-Explain 94.61% 92.42% 96.75%

The results of our comparative analysis can be observed in
Table 7. Notably, despite a slight margin, ART-Explain out-
performs all comparative methods in terms of accuracy. These
results indicate that ART-Explain is a suitable technique for
brain tumor classification as it outperforms the state-of-the-
art deep learning approaches at the same task.

3) ALZHEIMER'S COMPARATIVE ANALYSIS

In this comparative analysis, we assess the performance of
the proposed ART-Explain by evaluating its performance
against well-known state-of-the-art deep learning techniques.
The selected relative techniques are the same in the brain
tumour comparative analysis in Section IV-B2, trained
similarly. Each of the deep learning techniques was selected
as they have demonstrated exceptional results for various
applications in research. Additionally, these techniques are
widely recognised and respected in deep learning.

The results of our comparative analysis can be observed
in Table 8. Notably, ART-Explain outperforms all techniques
by a decent margin in accuracy. These results indicate
that ART-Explain is a suitable technique for Alzheimer’s
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disease classification as it outperforms the state-of-the-art
deep learning approaches at the same task.

V. CONCLUSION AND FUTURE DIRECTION

This paper presented the proposed novel Autonomous
Relevance Technique for an Explainable neurological disease
prediction framework, ART-Explain. The proposed technique
was benchmarked against state-of-the-art and well-respected
deep learning techniques on diverse categories of neuro-
logical data and conditions, attaining exceptional results.
The results of extensive experimentations indicate that
ART-Explain could enhance end-user trust and enable a better
understanding of the classification outcomes in neurological
condition detection.

In the future, we would like to explore the production
of a novel XAI heatmapping technique to improve the
spatial and temporal resolution of the resulting explainable
heatmap. Furthermore, we would like to adapt the technique
for multi-modal deep learning tasks involving Parkinson’s
Disease.
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