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ABSTRACT Modern networks are crucial for seamless connectivity but face various threats, including
disruptive network attacks, which can result in significant financial and reputational risks. To counter these
challenges, AI-based techniques are being explored for network protection, requiring high-quality datasets
for training. In this study, we present a novel methodology utilizing a Ubuntu Base Server to simulate a
virtual network environment for real-time collection of network attack datasets. By employing Kali Linux
as the attacker machine andWireshark for data capture, we compile the Server-based Network Attack (SNA)
dataset, showcasing UDP, SYN, and HTTP flood network attacks. Our primary goal is to provide a publicly
accessible, server-focused dataset tailored for network attack research. Additionally, we leverage advanced
AImethods for real-time detection of network attacks. Our proposedmeta-RF-GNB (MRG)model combines
Gaussian Naive Bayes and Random Forest techniques for predictions, achieving an impressive accuracy
score of 99.99%. We validate the efficiency of MRG using cross-validation, obtaining a notable mean
accuracy of 99.94% with a minimal standard deviation of 0.00002. Furthermore, we conducted a statistical
t-test to evaluate the significance of MRG compared to other top-performing models.

INDEX TERMS Network security, Wireshark, machine learning, network dataset, intrusion detection.

I. INTRODUCTION
Networking has become an integral part of modern society,
enabling seamless communication and interaction between
individuals, organizations, and systems. It plays a pivotal role
in diverse aspects of life, including personal, professional,
and social domains, fostering collaboration, knowledge
exchange, and resource-sharing opportunities [1], [2], [3].
However, this pervasive connectivity also exposes networks
to a myriad of malicious threats, leading to network attacks
that can compromise the confidentiality, integrity, and
availability of sensitive information [4].
The growing sophistication of network attacks, such

as denial-of-service (DoS), distributed denial-of-service
(DDoS), and various intrusion attempts, poses significant
challenges for maintaining the security and stability of
network infrastructures [4], [5]. These attacks can result
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in severe consequences, ranging from financial losses
and service disruptions to data breaches and reputational
damage [6]. According to a report [7], only in June 2023,
there were 79 reported security incidents, compromising
14,353,113 records. The total number of data breaches in
2023 reached 607, with 466,078,044 records breached so
far. In another report [8], in 2022, the average cost of a
data breach rose to a record high of US$4.35 million, with
experts predicting potential costs of $5 million in 2023.
These statistics emphasize the urgent need for robust security
systems to protect network systems from malicious actors
and hackers. Securing networks against cyber threats is
becoming increasingly urgent to protect sensitive information
and prevent financial and reputational damage.

Various types of network attacks target different aspects
of network communication and infrastructure. Prominent
attack types include file transfer (FTP) attacks [9], [10],
[11], [12], remote administration (SSH) attacks [13], web
hosting (HTTP) attacks [14], and domain name resolution
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(DNS) attacks [15]. These attacks exploit vulnerabilities in
protocols like FTP, SSH, and HTTP, as well as target the
DNS infrastructure, leading to unauthorized access, data
manipulation, and service disruption. Many researchers are
working on these kinds of attacks by proposing AI-based
approaches to protect network systems such as study [16]
utilized machine learning algorithms to detect man-in-the-
middle (MTM) and DoS attacks on physically connected
devices. The study [17], works on detecting SSH and FTP
brute force attacks in large-scale datasets using machine
learning techniques. Another study [18], works on a machine
learning-based framework to detect DDoS/DoS attacks by
combining principal component analysis (PCA) and singular
value decomposition (SVD) features.

In comparison to recent studies on these attacks, our
research stands out from existing studies as it focuses
on recent and real-time server-based network traffic by
generating a new dataset for detecting attacks. Unlike
previous research that relies on benchmark datasets, our
approach utilizes up-to-date data, making it more relevant
and effective in identifying and mitigating modern network
threats. By employing machine learning techniques on this
novel dataset, we aim to provide more accurate and timely
detection of attacks, enhancing network security in the face
of evolving cyber threats. The primary contribution of our
proposed research study is followed as:

• Conducted a thorough comparative analysis of existing
network intrusion datasets to identify their limitations
and shortcomings.

• Developed a virtual network infrastructure using Ubuntu
Base Server to create a real-time network attack dataset.
The attacks were initiated from a Kali Linux attacker
machine and directed towards the Ubuntu network.
Network traffic during each attack was meticulously
recorded using the Wireshark tool.

• Generated a novel dataset featuring UDP, SYN, and
HTTP flood network attacks based on the captured
network attack traffic. The ZUI tool was utilized to
convert the pcapng network traffic files into Comma
Separated Values (CSV) format for further analysis.

• Employed a machine learning methodology to validate
the dataset’s patterns and assess its suitability for
training machine learning models, ensuring the dataset’s
effectiveness in model development.

• Introduced an innovative approach in the form of meta-
RF-GNB (MRG), a meta-learning-based framework
designed for efficient network attack detection. The
MRG combines Gaussian Naive Bayes and Random
Forest techniques to make accurate predictions, further
enhancing the predictions’ accuracy by feeding them
into a Random Forest-based meta-learner.

The rest of the study is divided into the following sections:
Section II provides a comparative analysis of state-of-the-art
studies on network attack datasets. Section III-A presents the
methodology for generating the novel dataset proposed in this
research. Section IV, presents the results of machine learning

models on the generated dataset, and Section V presents the
research conclusions and outlines future directions.

II. LITERATURE REVIEW
In this section, we conduct analysis to identify trends,
methodologies, and advancements in network security with a
focus on detecting and mitigating network attacks. We assess
various network datasets, evaluate approaches, and perform a
comparative literature review of Network Intrusion datasets,
comparing them with our generated dataset, as summarized
in Table 1.

A. STATE OF THE ART INTRUSION DATASETS
There are many datasets available publically to proposed
intrusion detection systems and have their strength and
limitations. The KDD’99 dataset [19], widely used for
intrusion system evaluation, consists of 41 traffic features
categorized into basic, traffic, and content. It contains normal
data and four attack types: DoS, R2L, U2R, and probe attacks.
However, a major limitation is the high redundancy, with
about 78% duplication in the training set and roughly 75% in
the testing file. This redundancy negatively impacts detection
accuracy, particularly for low-attack categories like R2L and
U2R. Similarly, NSL-KDD [20] is an improved version of
the KDD’99 dataset, addressing issues like duplicate records.
It comprises two subsets: training and testing sets, with the
testing set featuring 17 additional attack types not present
in the training set. Both KDD’99 and NSL-KDD, despite
their wide use in intrusion detection studies, do not accurately
represent current network traffic trends due to their age,
having been generated over two decades ago.

The Kyoto 2006+ dataset [21] is derived from Kyoto
University’s honeypot servers, capturing real-time network
traffic between November 2006 and August 2009. It features
24 statistical attributes, with 14 overlapping the KDD dataset.
However, it suffers from an imbalanced class distribution,
primarily comprising malicious data. Furthermore, it lacks
specific information about the types of attacks present,
limiting its utility for comprehensive intrusion detection
evaluation. Despite its real traffic data source, Kyoto 2006+
does not specify the attack types within the dataset. The
ISCX2012 dataset [22] was created in a simulated network
environment, featuring Alpha profiles for attack traffic and
Beta profiles for normal traffic. It primarily focuses on
DoS attacks and brute force attacks, including 20 packet
features. However, its limitation lies in the limited diversity
of DoS attacks, which may not cover vulnerabilities across
different OSI layers. The dataset exclusively contains HTTP
traffic, potentially not representing modern network traffic
patterns. These characteristics align with those observed in
the KDD’99 and NSL-KDD datasets.

The UNSW-NB15 dataset [23] is a valuable resource for
intrusion detection research. It includes real-world network
traffic, encompassing both normal and attack traffic, with
various attack scenarios like DoS, DDoS, and exploitation
attacks. Researchers and practitioners commonly use it to
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TABLE 1. The comparison of existing testbeds with the proposed study for network intrusion detection.

develop and evaluate intrusion detection systems and network
security algorithms. However, it lacks encrypted traffic (e.g.,
HTTPS), potentially limiting its representation of modern
network traffic patterns.

CICIDS 2017 [24] broadens attack scenario coverage, but
has limitations. It’s an extension of ISCX2012, resulting
in a notable disparity in feature count, as it includes over
80 flow-based features compared to ISCX2012’s 20 packet
features. Additionally, the dataset integrates the HTTPS
Beta profile to reflect increasing HTTPS use. Normal traffic
generation relies on profile scripts, potentially lacking real-
world complexity. It also contains numerous redundant
records, potentially irrelevant for intrusion detection training.

The CSE-CIC-IDS2018 dataset [25] is a collaborative
effort between the Communications Security Establishment
(CSE) and the Canadian Institute for Cybersecurity (CIC).
It shares similarities with the CICIDS 2017 dataset but
is implemented on the Amazon Web Services (AWS)
computing platform. Profiles were used to systematically
create the dataset, including B-profiles for normal traffic
generation andM-profiles to simulate attack scenarios.While
it encompasses the same attack scenarios as CICIDS 2017,
it may also face similar inherent issues encountered in that
dataset.

B. MACHINE LEARNING FOR INTRUSION DETECTION
Intrusion detection using machine learning has garnered
significant attention from researchers, with many utilizing

the aforementioned dataset and even collecting their own
data for experimentation. For example, in a study by Rustam
and Jurcut [26], they focus on multi-environment malicious
traffic detection using ensemble models and particle swarm
optimization (PSO). Their experiments involve the use of
datasets such as UNSW-NB15, IoTID-20, and an SDN-based
dataset. Through the combination of these datasets, they
successfully generate novel multi-environment traffic and
achieve a remarkable 0.989 accuracy using ensemble models.
Similarly, in another study by Sharma et al. [27], a novel
intrusion detection system is introduced for IoT networks,
employing deep learning techniques, specifically utilizing a
filter-based feature selection Deep Neural Network (DNN)
model. Their approach, evaluated on the UNSW-NB15
dataset, attains an impressive 84% accuracy in identifying
network intrusions.

The study by Kilichev and Kim [28] investigates hyper-
parameter optimization in one-dimensional convolutional
neural networks (1D-CNNs) for network intrusion detection.
They utilize genetic algorithm (GA) and particle swarm
optimization (PSO) on three prominent datasets, evaluating
performance metrics such as accuracy, loss, precision, recall,
and F1-score. Their results reveal significant enhancements in
all metrics, with GA and PSO achieving notable accuracies
of 99.31% and 99.28% on the UNSW-NB15 dataset.
Another study [29] focuses on a multi-environment dataset
for detecting malicious traffic in networks. This research
combines IoT-ID20 and UNSW-NB15 datasets to create a
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multi-environment dataset. They employ an extra trees classi-
fier (ETC) along with a novel data balancing technique called
Synthetic Data Augment Technique (S-DATE), achieving an
accuracy of 0.983 using S-DATE and ETC.

In a similar vein, another study [30] introduces a deep
learning-based Intrusion Detection System (DL-IDS). Many
existing Intrusion Detection Systems in the literature often
lack optimal feature learning and data set management,
which can substantially affect attack detection accuracy. The
proposed approach combines the spider monkey optimization
(SMO) algorithm for feature selection and the stacked-
deep polynomial network (SDPN) for classification. SMO
identifies optimal features in the datasets, while SDPN
categorizes data as either normal or anomalies. The DL-IDS
excels in detecting various anomalies, including denial of
service (DoS), user-to-root (U2R) attacks, probe attacks, and
remote-to-local (R2L) attacks.

1) GAPS AND LIMITATIONS
Throughout our analysis of the benchmarks dataset, we find
some common limitations such as High Redundancy, Out-
dated Data, Limited Diversity of Attacks, Imbalanced Class
Distribution, Lack of Real-Time Data, Limited Coverage
of Modern Protocols, Limited Features. To address these
limitations, this study focuses on creating a novel dataset
based on real-world network scenarios and recent attack
patterns. Our generated SNA dataset is enriched with diverse
and up-to-date attack traffic samples, ensuring a balanced
class distribution and including modern network protocols.
Additionally, our research focuses on server-based dataset
and capture real-time data to reflect the latest network traffic
trends and include a comprehensive set of features to enhance
the dataset’s representation. In the realm of machine learning,
researchers have employed a variety of approaches; however,
they often don’t strike a balance between computational cost
and accuracy. In our study, we prioritize both accuracy and
computational efficiency by introducing ensemble models.

III. PROPOSED METHODOLOGY
This study conducts experiments for server-based attack
detection using machine learning. We implemented our
experiments on a 12th-generation Intel Core i7 machine
with 64 GB RAM, a 1TB SSD, and the Windows operating
system. We utilized several other tools, including virtual
machines (VMs), Kali Linux, and Wireshark for dataset
collection. Furthermore, for attack detection, we deployed
machine learning techniques using various libraries, such as
Pandas, Scikit-learn, Keras, and TensorFlow.

Figure 1 illustrates the attack detection methodology.
Initially, we collect a server-based attack dataset by setting
up a network, as described in Section III-A. This dataset
comprises three types of attacks: HTTP, SYN, and UDP.
To prepare the data for machine learning models, we apply
LabelEncoder to handle categorical features, converting them
into numeric form.

Subsequently, we split the data into training and testing sets
using an 80:20 ratio, with 80% allocated for model training
and the remaining 20% for testing. We then introduce a novel
stacked ensemble model, incorporating both base and meta-
learners. To assess the performance of the proposed models,
we evaluate them using the test set, measuring accuracy,
precision, recall, and F1 score.

FIGURE 1. Proposed methodology implementation diagram.

A. NOVEL SNA DATASET COLLECTION METHODS
Our proposed methodology for creating a novel dataset for
server-based network attacks is shown in Figure 2. We have
established a virtual network using an Ubuntu Base Server,
which hosts multiple services on virtual machines, such as
FTP, SSH, HTTP, and DNS. To generate network attacks,
we employ an attacker machine running Kali Linux. The
attacker machine sends attack packets to the network hosted
on the Ubuntu Base Server. The virtual network adapter
within the network handles the reception and interaction
of these attack packets. Each generated network attack
traffic is captured using Wireshark, and the captured data
is exported as pcapng files for further analysis. Pcapng
files contain detailed information about network packets,
including their source and destination addresses, timestamps,
packet lengths, and protocol-specific data. Subsequently, the
captured pcapng files are processed using ZUI software,
converting them into Comma Separated Values (CSV) format
files. Ultimately, we create a novel dataset based on network
attack traffic, which can be utilized for subsequent predictive
analysis.

The process of collecting our dataset involves the utiliza-
tion of various techniques, tools, and methods. We outline
each step involved in detail below:

• Network Environment: In this study, we established
a virtual network on an Ubuntu-based server to cap-
ture attack traffic. Simulation technology enabled the
hosting of multiple services on virtual machines (VMs),
simulating real-world network scenarios. Wireshark,
a widely-used network protocol analyzer, was employed
for comprehensive monitoring and analysis of network
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FIGURE 2. The novel dataset generation methodology.

traffic [31]. This configuration allowed for capturing
and inspecting network packets across various protocols,
providing valuable insights into potential vulnerabilities
and security breaches.
This study generates network attacks using an attacker
machine running Kali Linux. The attacker machine
sends attack packets to a network of an Ubuntu Base
Server. The study aimed to simulate real-world network
attack scenarios by employing Kali Linux. The Ubuntu
Base Server, serving as the target within the network,
played a critical role in evaluating the impact of
the generated network attacks. Using Kali Linux as
the attacker machine and the Ubuntu Base Server
as the target system ensured a controlled and reliable
environment for conducting comprehensive network
attack simulations.

• Attacker Network:Our research approach utilized Kali
Linux, a powerful penetration testing platform known
for its extensive array of security tools, to create an
attack network. By employing the MHDDoS tool attack
script [32], we simulated various DDoS attacks using
an attacker machine Kali Linux, thereby generating our
real-time network attack dataset. The MHDDoS tool
attack script enables the generation of high-volume traf-
fic to overwhelm target systems, effectively mimicking
real-world attack scenarios. Additionally, incorporating
the hping tool further enriched our dataset generation
process [33], allowing for the customization of network
packet characteristics and facilitating the emulation of
sophisticated attack patterns. Below, we provide the
commands utilized on the attacker’s machine to generate
attack network traffic:

– hping -i u5000 -p 22 -S –rand-source 192.168.122.
169

– hping -S -p 4444 192.168.122.169
– hping -S –flood -p 192.168.122.169
– hping -2 u5000 -p 22 -S –rand-source 192.168.122.

169

• Virtual Network Adapter: The virtual network adapter
is responsible for receiving the attack packets and
facilitating their interaction within the network [34].
Acting as a bridge between the physical network
interface and the virtual network, the virtual network

adapter receives incoming attack packets. It forwards
them to the appropriate destinations within the network
infrastructure. This vital component acts as a gateway,
allowing the attack packets to traverse the network
and interact with the various network devices, such as
routers, switches, and servers.

• Wireshark: Our proposed research used Wireshark,
a powerful open-source network protocol analyzer that
enables network administrators and security profession-
als to capture and analyze network traffic [35]. Designed
explicitly for Ubuntu-based servers, Wireshark provides
comprehensive visibility into network activities, allow-
ing users to monitor and troubleshoot network issues
effectively by capturing and dissecting packets at various
network stack layers. Each generated network attack
traffic is captured by Wireshark and exported as pcapng
file for further analysis, as illustrated in Figure 3.

FIGURE 3. The Wireshark-based network traffic capture view.

• Ubuntu Base Server: We have used a Ubuntu Base
Server, a popular choice for hosting various services on
virtual machines, including file transfer (FTP), remote
administration (SSH), web hosting (HTTP), and domain
name resolution (DNS) [36]. These services serve
essential functions in network environments. During
network attacks by the attacker, services running on
the Ubuntu Base Server, such as FTP, SSH, HTTP, and
DNS, are susceptible to various security vulnerabilities.
However, their widespread usage also makes them
prime targets for malicious actors seeking to exploit
vulnerabilities, gain unauthorized access, or disrupt
system operations. The Ubuntu Base Server has a
regularly monitored system log that can help detect and
mitigate potential attacks targeting FTP, SSH, HTTP,
and DNS services.

• Dataset Formation: our proposed research uses the
Wireshark tool for network capturing, a popular network
protocol analyzer tool that captures and stores network
traffic in pcapng (Packet Capture Next Generation)
files. Pcapng files contain detailed information about
network packets, including their source and destination
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addresses, timestamps, packet lengths, and protocol-
specific data. The network traffic during attacks cap-
tured by the Wireshark tool is stored in pcapang
files. The captured pcapng files are then input to the
ZUI software for converting into Comma Separated
Values(CSV) format files. During conversion, we also
applied a data filter on extracted pcapng files, which
includes the removal of ‘‘capture loss’’, ‘‘stats’’, and
‘‘reporter’’ variables. These filtered variables contain
general information that may not be helpful for network
attack detection. The formatted CSV files are captured
related to each attack in our proposed research method-
ology. Table 2 describes the feature names in the dataset.

TABLE 2. The generated SNA dataset features description.

Figure 4 illustrates the distribution of collected dataset
samples for each attack. There are a total of 225,398
collected network traffic samples. The histogram chart
shows that the dataset includes 125,959 UDP attack
samples, 63,814 SYN attack samples, and 35,625 HTTP
attack samples.

FIGURE 4. The target class distributions analysis.

B. AI-BASED ATTACK DETECTION MODELS
In our research, we utilized a diverse range of machine
learning and deep learning models, each meticulously fine-
tuned with its optimal hyperparameter configurations. The
architecture details of the deep learning model are shown
in Table 3. In our study, we explored three sequential
models, namely CNN [37], GRU [38], and LSTM [39],
for a multi-class classification task using Keras. The CNN
model involves a Conv1D layer with 16 filters of size 3 and
ReLU activation, followed by a MaxPooling1D layer with

pool size 4. A flattened layer converts the output into a
one-dimensional vector [40], and a Dropout layer with a
rate of 0.6 mitigates overfitting [41]. The model concludes
with a Dense layer with softmax activation for classification.
The GRU model comprises 16 GRU units, a Dropout layer
with a rate of 0.6, and a Dense output layer with softmax
activation. Similarly, the LSTM model consists of 16 LSTM
units, a Dropout layer with a rate of 0.6, and a Dense output
layer with softmax activation. All models are compiled with
categorical cross-entropy loss and optimized using the Adam
optimizer [42], [43]. During training, a validation split of
0.1 is employed, and the models are trained for 15 epochs.
The objective is to minimize the categorical cross-entropy
loss and enable accurate multi-class classification for the
network attack detection task.

TABLE 3. Deep learning models architectures.

Additionally, we employ four machine learning models—
LR, SVM, RF, and GNB—utilizing the optimal hyper-
parameter settings outlined in Table 4. These parame-
ter configurations play a pivotal role in fine-tuning the
models for substantial performance gains while preventing
overfitting on the training data. The selection of these
hyperparameter settings involves a meticulous grid-search
method to ensure an effective balance. Through careful
selection and optimization of these hyperparameters, our goal
is to improve the accuracy and generalization capabilities of
our models. This enhancement enables them to effectively
detect network attacks and provide robust security measures.

TABLE 4. Machine learning models hyperparameter settings.

1) META-RF-GNB (MRG) MODEL FOR NETWORK ATTACK
DETECTION
In comparison with state-of-the-art models, we propose a
novel model named the MRG for network attack detection,
harnessing the potential of ensemble learning through model
stacking [44]. MRG combines two distinct base models:
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GNB and RF, to enhance the accuracy and robustness
of network security systems. Additionally, it introduces a
meta-learner, another RF, that significantly amalgamates
the outputs of these base-level models to make a final
prediction as illustrated in Figure 5. We selected these two
models for our MRG approach because of their significant
performance at the individual level. The synergy of these
components not only improves detection accuracy but also
enhances the robustness of network security systems in
the face of evolving threats. Further, we provide an in-
depth understanding of MRG, including the mathematical
foundations of its constituent models and the mechanisms
through which they collaborate.

FIGURE 5. The architecture of the novel proposed MRG approach.

We use GNB as a base learner which is a probabilistic
classification algorithm that makes predictions based on
Bayes’ theorem. It assumes that the features are conditionally
independent, given the class label. Mathematically, GNB
computes the class probability P(Ck |x) for a data instance x
belonging to class Ck as:

P(Ck |x) =
P(Ck ) · P(x|Ck )

P(x)
where:

• P(Ck ) is the prior probability of class Ck .
• P(x|Ck ) is the likelihood of the data given the class.
• P(x) is the probability of observing data x.
While RF is also used as a base learner and meta-learner,

it is an ensemble learning technique that combines multiple
decision trees to make predictions. The prediction of an
RF model for a given instance x is an aggregation of the
predictions from its decision trees. Mathematically, the RF
prediction can be represented as:

ŷRF =
1
N

N∑
i=1

hi(x)

where
• ŷRF is the RF prediction.
• N is the number of decision trees in the RF.
• hi(x) is the prediction of the i-th decision tree for
instance x.

The key contribution of MRG lies in its model stacking
approach. For each network traffic instance, both GNB and
RF generate predictions (ŷGNB and ŷRF). These predictions
are then stacked into a vector Xstacked. The meta-learner,
typically another RF, takes Xstacked as input and learns how
to make the final prediction ŷMRG. This process can be
mathematically represented as:

Xstacked = [ŷGNB, ŷRF]

By stacking models at the base level, MRG harnesses the
unique strengths of both GNB and RF. GNB, known for
its simplicity and ability to handle continuous and discrete
data, complements RF’s prowess in capturing complex
relationships and feature importance. This duality enables
MRG to adapt to a wide range of network traffic scenarios
effectively. Algorithm 1, shows the steps for MGR. For each
instance in the test dataset, MRG first obtains GNB and RF
predictions, represented as ˆyGNB and ˆyRF, respectively. These
predictions are stacked together and provided as input to the
meta-learner, which is another RF model. The meta-learner,
denoted as Meta-Learner, combines the base models’ outputs
to produce a final prediction, ˆyMRG, indicating whether the
network traffic instance contains an attack.

Algorithm 1 Meta-RF-GNB (MRG) for Network Attack
Detection
1: Input: Training data D, Test data Dtest
2: Train Gaussian Naive Bayes (GNB) model on D
3: Train Random Forest (RF) model on D
4: Initialize Meta-Learner model
5: for each instance x in Dtest do
6: ŷGNB = GNB(x) {Make a GNB prediction}
7: ŷRF = RF(x) {Make an RF prediction}
8: Xstacked = [ŷGNB, ŷRF] {Combine GNB and RF

predictions}
9: ŷMRG = Meta-Learner(Xstacked) {Use the meta-

learner to make the final prediction}
10: Store ŷMRG as the final prediction for x {Final

prediction for the current instance}
11: end for
12: Output: Final predictions for all instances in Dtest

IV. RESULTS
In this section, we provide an analysis of themachine learning
and deep learning models’ performance on our collected
SNA dataset. The evaluation metrics used to measure the
effectiveness of these models include precision, recall,
and F1 score [18]. These performance parameters can be
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defined as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

Here, TP stands for True Positives (correctly identified
positive instances), TN stands for True Negatives (correctly
identified negative instances), FP stands for False Posi-
tives (incorrectly identified as positive instances), and FN
stands for False Negatives (incorrectly identified as negative
instances).

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

F1 Score =
2 · Precision · Recall
Precision + Recall

(4)

A. RESULTS USING MACHINE LEARNING MODELS
Table 5 displays the comparative performance outcomes
of various applied machine learning techniques. Our study
incorporates advanced state-of-the-art models, including RF,
LR, SVM, and GNB. The analysis reveals that LR and SVM
achieved relatively lower performance scores in comparison.
In contrast, RF and GNB demonstrated commendable
performance scores, both achieving an accuracy of 0.9890,
although not the highest among the evaluated models.
RF displayed exceptional precision, recall, and F1 scores
for all target classes, resulting in an overall average of
0.99. On the other hand, LR and SVM exhibited lower
performance scores with an accuracy of 0.9032 for LR and
0.8966 for SVM. LR showed varied precision, recall, and
F1 scores for different target classes, resulting in an average
of 0.90. Similarly, SVM demonstrated varying performance
for different target classes. Both RF and GNB exhibited
better robustness to noisy data, effectively handling data
imperfections and variations, which is advantageous in real-
world scenarios where data may not be perfectly clean. RF’s
feature selection capability improved model performance by
focusing on themost informative features, while GNB’s prob-
abilistic approach, assuming that features are conditionally
independent, simplified themodeling process and contributed
to accurate predictions.

The confusion matrix analysis of machine learning models
is visualized in Figure 6. The findings reveal that the SVM
model exhibits a relatively high ratio of incorrect predictions
in network attack classifications, while the GNB model
provides a high correct prediction ratio. GNB gives us 44,592
correct predictions and 488 wrong predictions out of a total
of 45,080.

The results of our meta-learning MRG approach, shown in
Table 6, highlight its outstanding performance. We achieved
a remarkable accuracy of 0.9999 in network attack detection,
with perfect precision, recall, and F1 scores for each attack
category, such as HTTP, SYN, and UDP. The significant
performance is attributed to the two-level architecture in the
stack, leveraging the synergy of two individual models. GNB

TABLE 5. Performance analysis of machine learning models for testing
data.

FIGURE 6. Confusion matrix for machine learning models.

excels with its probabilistic power, while RF demonstrates
its tree-based prediction capabilities. Combining both models
allows us to harness the full power of their strengths, resulting
in significant improvements across all evaluation metrics.

TABLE 6. Performance analysis of novel meta-learning-based MRG
model for testing data.

Our MRG approach’s confusion matrix, as shown in
Figure 7, illustrates the significant performance and reliabil-
ity of our model in real-world network security applications.
Notably, our proposed models exhibit an exceptionally low
wrong prediction ratio, with only one incorrect prediction out
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of 45,080 total predictions. There are no false negatives for
any class (1, 2, and 3), resulting in a false negative rate of
0 for our proposed MRG. However, the false positive rate
for Class 1 is 1, indicating that the model falsely identified
instances as Class 1. Despite this, the overall low rates of
false positives and negatives underscore the significance of
our proposed models.

FIGURE 7. Confusion matrix for novel meta-learning-based MRG model.

The machine learning methods have been assessed using a
10-fold cross-validation approach, as shown in Table 7. In this
k-fold validation process, we have divided the novel dataset
into ten equal parts, allowing for comprehensive validation.
The results indicate that RF and GNB have achieved a
strong mean accuracy of 0.9812 and 0.9867, respectively,
confirming the effectiveness and generalizability of these
methods. In contrast, LR and SVM have demonstrated lower
performance with accuracy values of 0.9001 and 0.9238,
respectively, and have exhibited relatively higher standard
deviations (SD), indicating variations in performance across
the folds. Comparing our approach, MRG has outperformed
other models with a mean accuracy score of 0.9994 and
a minimal SD of 0.0002. These results underscore the
significance of our proposed approach and demonstrate its
resistance to overfitting.

TABLE 7. Machine learning results using k-fold cross validation.

B. RESULTS USING DEEP LEARNING MODELS
In comparison to machine learning models, we also evaluated
deep learning models. Table 8 presents the performance
analysis of deep learning models on the testing data.
Each model, including CNN, LSTM, and GRU, achieved
exceptionally high accuracy, precision, recall, and F1 scores
across different attack categories (HTTP, SYN, and UDP).
The ‘‘Average’’ row underscores the consistent and strong

performance of all models, with perfect scores of 1.00,
highlighting their reliability in network attack classification.
Notably, the GRUmodel stands out with the highest accuracy
of 0.9998, affirming its effectiveness in real-world network
security applications. This outstanding performance of the
GRU model can be attributed to its recurrent architecture,
which is more adept at capturing sequential patterns. GRUs
excel in capturing long-range dependencies in the data,
making them particularly effective for tasks involving time
series or sequential data, such as network traffic behavior.
The performance of the deep learning models is significant
when compared to individual machine learning models, but
our proposed MRGmodel also demonstrates its significance,
especially in terms of accuracy scores.

TABLE 8. Performance analysis of deep learning models for testing data.

Table 9 presents the performance analysis of deep learning
models over different epochs during training. For the CNN,
we observed a gradual improvement in performance from
epoch 1 to epoch 5. The training accuracy increased from
0.7624 to 0.9586, while the validation accuracy reached
0.9988. Similarly, the GRU and LSTM models also demon-
strated significant enhancements in performance with each
epoch. For GRU, the training accuracy improved from
0.8568 to 0.9607, and the validation accuracy reached 0.9999.
The LSTM model exhibited similar trends, with the training
accuracy increasing from 0.9622 to 0.9958, and the validation
accuracy reaching 0.9998. The performance improvements
across epochs showcase the ability of these deep learning
models to learn and adapt to the dataset, resulting in high
accuracy for network attack detection.

Table 10 presents the performance validation analysis
of deep learning methods using the k-fold approach. The
analysis was conducted with ten folds of data for k-fold
cross-validation. The results indicate that the CNN method
achieved an average performance score of 0.9660 with a
relatively high SD of 0.0649. In contrast, the LSTM and GRU
methods demonstrated excellent k-fold scores, indicating
their ability to generalize well for network attack detection
across different data portions. These findings highlight the
effectiveness of LSTM and GRU in handling variations and
complexities in the dataset, making them promising choices
for network intrusion detection.
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TABLE 9. Per epochs performance analysis of deep learning models.

TABLE 10. Performance validation analysis of applied deep learning
approaches.

The confusion matrices of deep learning techniques
are shown in Figure 8. The results highlight the deep
learning approach exhibits a lower rate of wrong predictions,
indicative of its superior performance. Notably, the proposed
GRU model stands out with remarkable accuracy, making
only 8 incorrect predictions out of 45,080 test predictions,
while correctly classifying 45,072 instances in unseen testing
data.

FIGURE 8. Confusion matrices for deep learning models.

The violin plot visualizes the distribution of accuracy
scores for various machine learning and deep learning
models, such as RF, LR, SVM, GNB, MRG, CNN, LSTM,
and GRU. The plot reveals subtle differences in their
performance as shown in Figure 9. RF, GNB, and MRG
exhibit comparable accuracy scores, with RF at 0.9890 and
GNB at 0.9890, indicating good performance. LR and SVM
show slightly lower accuracy, scoring 0.9032 and 0.8966,
respectively. MRG stands out with the highest accuracy
of 0.9999, significantly narrower distribution, and superior
performance. CNN and LSTM also performed well, scoring

0.9987 and 0.9997, respectively. GRU performs closely to
MRG with an accuracy of 0.9998 but has a slightly broader
distribution, suggesting a minor difference in performance.

FIGURE 9. Accuracy comparison using violin plot.

For computational complexity analysis of both deep learn-
ing andmachine learningmethods, wemeasured computation
time in seconds (S), which is presented in Figure 10. The
results reveal insights into the computational demands of
these models for network attack detection.

FIGURE 10. Computational complexity analysis.

The deep learning models, including CNN, GRU, and
LSTM, exhibit varying levels of computational complexity.
Among them, LSTM stands out with the highest computa-
tional demand, while both CNN and GRU demonstrate lower
computational complexity in comparison, though they are
still considered relatively high. On the other hand, machine
learning models, such as RF, LR, SVM, and GNB, also
show differences in computational complexity. SVM exhibits
the highest computational complexity, followed by LR.
In contrast, RF and GNB are notably more efficient in terms
of runtime execution, requiring significantly less time for
computation. These computational insights provide valuable
considerations when selecting models for network attack
detection based on the available computational resources.

C. EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI)
ANALYSIS
The Shapley Additive Explanations (SHAP) chart-based
Explainable AI (XAI) analysis of the Meta-learner Random
Forest method is illustrated in Figure 11. For the XAI
analysis, we have selected the top 7 network dataset features.
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This research involves dissecting the meta-learner Random
Forest to reveal the features and patterns influencing its
decisions, shedding light on the factors contributing to
detecting or misclassifying network attacks. This analysis
concludes that the network features id.resp_p, resp_bytes,
proto, ts, id.orig_p, id.orig_h, and resp_ip_bytes have a high
involvement during network attack detection.

D. PERFORMANCE COMPARISON WITH OTHER
METHODS
In this section, we conducted a comparative analysis of our
approach alongside other methodologies employed in related
studies. To ensure fair performance evaluation, we imple-
mented thesemethods using our novel dataset within the same
experimental environment. We selected recent studies in the
field of intrusion detection and applied their architectures to
our dataset. The results are presented in Table 11. The study
by [45] utilizes BayseNet for intrusion detection in SDN
networks. In a similar vein, [46] deploys Artificial Neural
Networks (ANN) for DDoS attack detection. Likewise, [47]
focuses on DDoS attack detection in Internet service provider
networks. The study presented by [48] proposes a cluster-
based semi-supervised approach for DDoS attack prediction
using RF. The analysis demonstrates that our proposed
approach outperformed state-of-the-art methods in network
attack detection, achieving higher performance scores. The
significant advantage of our proposed approach lies in its
simplicity for decision-making in attacks. In contrast to
previous studies, where researchers often employed complex
neural networks, such as in [46], or utilized optimizers that
could escalate computational costs [26], our approach stands
out. We leverage state-of-the-art, low computational cost
algorithms arranged in a hierarchical manner, achieving both
significant accuracy and efficiency.

TABLE 11. Performance comparisons of our proposed approach with
state-of-the-art studies.

E. VALIDATION OF PROPOSED MRG USING BENCHMARK
DATASETS
To validate the generalization of the novel proposed MRG
approach, we have implemented it on benchmark datasets
such as CICIDS2017 [49] and CSECICIDS2018 [50]. The
CICIDS2017 dataset characterized the abstract behavior
of 25 users by examining their activities across protocols
such as HTTP, SSH, FTP, HTTPS, and email. Similarly,
it was constructed by analyzing protocols like HTTPS,

POP3, IMAP, HTTP, SSH, SMTP, and FTP. We deploy the
MRG approach on these datasets and the results are shown
in Table 12. The analysis shows that our proposed MRG
approach achieved high-performance accuracy scores for
both datasets, highlighting its significance in network attack
detection.

TABLE 12. The performance validation of proposed MRG model using
benchmark datasets.

F. DISCUSSION
In this research, we introduce the SNA dataset, a novel and
valuable resource for network intrusion detection. Unlike
many existing benchmark datasets, SNA is generated from
real-world server-based networks, reflecting current traffic
patterns and modern protocols. The dataset’s significance lies
in its real-world relevance, uniqueness, customization, impact
assessment, and contribution to research.

SNA’s real-world relevance is pivotal for understanding
contemporary network threats. Its unique generation process
introduces novel traffic patterns and scenarios, fostering
innovative research in intrusion detection and network
security.With Kali Linux as the attacker machine and specific
attack types targeting an Ubuntu Base Server, SNA enables
tailored attack scenarios, offering insights into security
vulnerabilities. By targeting critical services like FTP, SSH,
HTTP, and DNS, SNA facilitates the evaluation of real-
world attack impact on vital network services. It augments
the research landscape by serving as a resource to assess
and benchmark intrusion detection systems and security
algorithms, advancing the development of effective security
solutions.

In regards to the machine learning approach, we work
on accuracy and as well as efficient models in terms of
computational cost. In our comparative analysis of various
models, we found that MRG stands out as a promising
approach. It not only achieved a remarkable accuracy of
99.999%, indicating its effectiveness in accurately detecting
network attacks but also demonstrated efficiency in terms
of computational cost as shown in Figure 12. This combi-
nation of high accuracy and low computational cost makes
MRG a compelling choice for network intrusion detection
tasks.

Furthermore, the deep learning model GRU and machine
learning model MRG perform very closely, with the primary
difference lying in their computational cost. To investigate
the significance of the proposed MRG model over the GRU
model, we conducted a statistical t-test [51]. We combined all
the results of MRG, including computational cost, into one
sample, and did the same for GRU. The t-test results indicate
that there is no significant difference between the twomodels.
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FIGURE 11. The SHAP chart-based XAI analysis of Meta learner Random Forest method using top 7 network features.

FIGURE 12. Computational Cost vs Accuracy.

However, at a significance level (α = 0.05), MRG shows
statistical significance over GRU, with a t-statistic score of
0.96 and a p-value of 0.34. This difference could be attributed
to the substantial variation in computational cost.

V. CONCLUSION AND FUTURE WORK
This research introduced a novel methodology for generating
the SNA dataset, a unique network intrusion dataset. By uti-
lizing simulation technology on an Ubuntu Base Server and
Kali Linux as the attacker machine, we replicated real-world
network scenarios, capturing attack traffic. Our collected
SNA dataset represents a significant improvement over
existing benchmark datasets due to its specification in HTTP,
UDP, and SYN attacks on the server. It incorporates real-time
traffic with the latest protocols and leverages state-of-the-art
machine learning models, resulting in remarkable accuracy
scores. Notably, GRU outperformed other machine learning
models with an accuracy score of 0.9998, while LSTM and
CNN also achieved high accuracy at 0.9997. Importantly,
our proposed models achieved results comparable to deep
learning models but with lower computational costs. Our
MRG model achieved a remarkable accuracy score of
0.9999 with only 7.349 seconds of computation time. All
these findings emphasize the significance of stacked and
meta-learning architecture over others in terms of both
computational cost and accuracy.

A. LIMITATIONS AND FUTURE WORK
Despite its significance, our study has limitations. SNA’s
data collection is confined to local area networks, potentially
restricting its representation of diverse and larger-scale
network environments. The dataset’s specificity to Ubuntu-
based systems may limit its generalizability to other server
platforms or operating systems. Additionally, SNA’s size may
be constrained for handling extensive network traffic scenar-
ios. Future work will focus on enhancing dataset scalability
for larger-scale scenarios and exploring its adaptability to
different server platforms and operating systems. Ongoing
research will delve into novel attack vectors and scenarios to
advance our understanding of network security.
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