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ABSTRACT With the increase of organic matter content in global water bodies, timely and accurate
identification of algae objects in water bodies is of great significance for rapid treatment of water eutroph-
ication. To improve the performance of seaweed microscopic image recognition model, an improved
concave matching algorithm was designed and applied to the segmentation of original microscopic images.
In addition, an IResNet algorithm with self-adjusting pooling layer is designed. In this study, an improved
concave matching algorithm and an improved ResNet algorithm were used to construct a microscopic algae
image recognition model. The average Accuracy and Precision of the proposed algorithm in the data set are
88.6% and 90.3%, which is significantly higher than all tr4aditional and mainstream image segmentation
algorithms. Among the five modified ResNet algorithms with self-adjusting pooling layers designed in this
study, the fifth modified scheme has the best performance on the training set. The model’s recognition
accuracy and accuracy corresponding to the improved ResNet algorithm on the whole test set are 84.1%
and 82.8%, respectively. The experimental data on the real data set show that the algae microscopic image
recognition model has certain practical potential.

INDEX TERMS Concave point matching algorithm, neural network, ResNet, algae microscopic image.

I. INTRODUCTION
Recently, Image Recognition (IR) technology has achieved
unprecedented development [1]. However, despite significant
progress, the IR still face many challenges [2]. At present,
the main technical routes of IR include template-based mod-
els, feature-based models and Deep Learning (DL)-based
models [3], [4]. Template-based models are simple and intu-
itive, but error-prone when dealing with complex images.
Feature-based methods perform well in processing complex
images, but the feature extraction process is complex and
susceptible to noise. The model with DL can automatically
learn the deep features of images, but it needs a quantity
of annotation data and computational resources. The issues
addressed in this study are as follows: due to the small
recognition objects, small pixel differences between algae
and the environment, and tight contour of multi algae, precise
identification of algae objects in algae images is difficult,
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which is not conducive to the development of related work
such as algae management. So the purpose of this study
is to design a method that can more accurately recognize
microscopic images of seaweed. The key limitation in this
issue lies in how to effectively segment algae pixels from
non-algae pixels in the image. ResNet is a IR model with DL,
which solves the problem of gradient disappearance in deep
networks by introducing residual structure and improves the
accuracy of IR [5]. However, the computational complexity
of ResNet is high and requires a lot of computing resources.
Concave point matching algorithm is a feature based image
segmentation method, which identifies and segments images
by finding concave points in images and matching similar
concave points. Concave point matching algorithm has low
computational complexity, but it is easy to make mistakes
when processing complex images. To take into account the
accuracy and efficiency of IR, a hybrid improved concave
matching algorithm and ResNetIR model are proposed in this
study. This model combines the low computational complex-
ity of concave matching algorithm with the high recognition
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accuracy of ResNet, aiming to enhance the algorithm’s effi-
ciency and accuracy, thus achieving the goal of effectively
identifying algae in water bodies.

This study combines the improved concave point matching
algorithmwith the ResNet algorithm to develop a new type of
algae microscopic image recognition model, effectively solv-
ing the difficulties encountered in the recognition of small and
tightly arranged water algae images. This not only improves
the technical level of accurate segmentation and identifica-
tion of algae, but also contributes a scientific methodology
with practical application potential to fields such as water
monitoring and eutrophication treatment. In addition, our
research findings have expanded the theoretical framework of
combining feature-based image processing algorithms with
deep learning models, providing new directions for future
research in related fields.

The structure of the study is as follows: The first part
describes the basic concepts and main technical routes of
IR; In the second part, the improved ResNetIR model, which
combines the improved concave matching algorithm and five
self-adjusting pooling layer schemes, is established minutely.
Thirdly, the model is verified by experiments and compared
with other models. In the last part, the thesis is summarized
and the future research direction is prospected.

II. RELATED WORKS
IR technology is popular in security protection, the Inter-
net of things and other fields, can save a lot of human
labor, and promote productivity. Gao P et al. constructed a
multi-dimensional data model for video IR and motion cap-
ture with DL framework to improve the accuracy of human
motion recognition in small and medium-sized video. First,
the model extracted the moving foreground of the target and
used the gradient histogram to identify human body. The
proposed model fused dense trajectory features and DL fea-
tures. In DL features, the model took the fusion of deep video
features and video primary color features as the features of
DL. Finally, the algorithmwas verified that it possessed better
recognition performance for both large and small-scale ges-
ture. Aside from that, the experimental data were classified
using the Imperial Computer Vision and Learning Labora-
tory Human Behavior dataset. The connection between this
model and previous similar studies is that they all use a deep
learning framework, but the disadvantage is that the model
has high computational complexity and is not suitable for
real-time computing tasks [6]. Liang J et al. pointed out
that although the mark-semantic features in GCN showed
better performance in the overall visual representation of
images, they were rarely applied to local areas of images.
Therefore, this paper attempted to use the GCN to learn the
global and local features of the image, and to balance the
two features. In this study, a multi-scale attention model was
constructed, which used feature mappings of various sizes to
achieve the extraction of global features. Semantic oriented
attention module enabled semantic association between tags
in the network. This model achieved classification accuracy

of 83.4% and 94.2% respectively on two common IR datasets,
which is a good recognition method [7].

Singh G believed that in some cases, DL models could
also be applied to identify viruses from medical images. This
was especially true in cases where patients were tested with
X-rays and or nuclear magnetic scans. However, how this
DL model works was crucial. In this study, a DL model
with a forward reasoning process was proposed. After being
trained and tested, the model gave an accuracy of more than
99% [8]. Zhang H et al. found that attention mechanisms
performed well in many computer vision tasks. Therefore,
an effective multi-path attention mechanism was proposed.
Compared with other attentionmechanisms that utilize global
pooling, the main advantage of multi-path attention mech-
anism was that it took into account both the correlation
of feature graphs and the structure information of different
scales. The backbone representation was enhanced by adding
a multi-path attention mechanism horizontally across two
separate and separate dimensions, channel and space. Since
only one simple and uniform computational block was gen-
erated, the multi-path attention mechanism could be flexibly
integrated into various CNNS. With few parameters, end-to-
end training could be performed together. This model was
superior to various existing models [9]. HuW J et al proposed
a generative data enhancement model. Whether in agriculture
or healthcare, the model outperformed the baseline model in
image generation and data enhancement. The identification
error rates were reduced by 4.73% and 19.59%, respectively.
Meanwhile, using this model for data enhancement could
significantly improve the image classification ability of the
specified industry. The average accuracy of classification
results on agricultural and medical images were improved by
0.96% and 1.27% over baseline [10]. Sun C et al. found that
by recognizing sonar images of Marine sediments, textures
in the images can be classified. The author constructed an
improved CNN algorithm by combining K-means algorithm
and transfer learning idea. The average accuracy of the
model based on transfer learning achieved 84.39%, which
was 0.97% higher than the original mode [11].

Y. J. Choi et al. designed an artificial intelligence based
recognition algorithm to address the low efficiency of arti-
ficial orthodontic diagnosis. The special contribution of this
algorithm compared to similar algorithms in the past lies in its
integration of semi-automatic 3D visualization therapy target
technology, which effectively improved the recognition accu-
racy in application scenarios. However, the design method
also had the disadvantage of narrow applicability [12].
X. Gou et al. were influenced by the biological heuris-
tic model developed by previous scholars and designed a
new universal distributed biological heuristic model. The
test results showed that the recognition accuracy of this
model on iris image datasetreached95.87%,whichwas higher
than the algorithm before improvement. However, there-
was still a disadvantage of slow computation speed [13].
G. H. Lan et al. used augmented reality technology to adjust
the input data of the image recognition model to reduce
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image distortion and pixel loss. In the evaluation testing of
multiple product datasets, it was found that the comprehen-
sive image recognition model designed in this study had
better recognition ability for low-quality images than tradi-
tional models [14]. Y. Liu et al. found that dimensionality
reduction of high-dimensional nonlinear structural images as
the key to improving recognition rate. To achieve the ideal
effect of high-dimensional nonlinear image recognition, the
author team analyzed traditional dimensionality reduction
algorithms and refined their advantages, and proposed an
image recognition technology based on nonlinear dimen-
sionality reduction methods. The test results showed that
the image recognition technology proposed by the author
had a recognition recall rate of 98.24% in product image
recognition, which washigher than traditional recognition
technologies [15]. K. Ohri and M. Kumar believed that
self supervised learning could effectively reduce the costs
associated with obtaining labeled datasets. Therefore, they
compared various self supervised image recognition tech-
nologies and summarized their applicability, advantages, and
disadvantages, providing a reference for future researchers
to choose self supervised learning methods [16]. M. Li et
al. found that the task of recognizing few shot images still
has shortcomings such as insufficient recognition accuracy
and insufficient training data. Therefore, the author used a
weighted imprinting strategy to design an improved method
for recognizing few shot images. The test results showed
that the designed method has significantly higher recognition
accuracy than traditional methods in small shot image recog-
nition tasks [17].
In the above studies, researchers have designed targeted

image recognition models based on their own research prob-
lems. However, none of the 12 studies in the field of image
recognition mentioned above mentioned image segmentation
processing. Image segmentation is of great significance for
recognizing complex scenes and multi object images, as it
can enhance the application range of image recognition algo-
rithms and expand application scenarios. Moreover, research
specifically for precise recognition of microscopic images of
seaweed is still quite scarce. The above two points are also
the key knowledge gaps between previous research and this
study. At the same time, conducting precise identification
research on seaweed microscopic images also has certain ref-
erence value for improving the efficiency of human treatment
of eutrophication problems in water bodies.

III. ALGAL IR MODEL DESIGN BASED ON MIXED
CONCAVE MATCHING AND ResNet ALGORITHM
At present, most algae detection tasks in water are carried out
by manual observation through microscopes, which is time-
consuming, inefficient and heavily dependent on the personal
experience of observers. Although the neural network has a
good performance in the IR task, the recognition effect of the
neural network algorithm is poor in the algae recognition task
in the water microscopic image because of the special shape

of the recognition object. Thus, an enhanced algal IR model
is constructed.

A. DESIGN OF IMAGE SEGMENTATION MODEL BASED ON
IMPROVED CONCAVE MATCHING ALGORITHM
After analyzing the research background and previous lit-
erature results, beginning to design the algae microscopic
image recognition model proposed in this study. Before algae
IR, it is necessary to segment the local image containing
algae in the image to decline the interference of non-core ele-
ments in the image. Considering the characteristics of algae
IR, the image segmentation task is split into the following
three steps. Firstly, use the erosion and dilation techniques
common in morphological operations to initially segment the
slightly adherent algal cells, which can effectively reduce the
number of adherent algal cells that need to be treated later.
Next, the improved concave matching algorithm is used for
image segmentation. The improvement of the algorithm has
two aspects: First, the matching strategy is changed from
the global matching of the original algorithm to the nearest
neighbor satisfying concave matching with greedy strategy,
so as to achieve almost no impact on the matching accuracy
and greatly reduce the complexity of the model, so as to
significantly enhance the operation efficiency. Second, when
three adherent algal cells remain within a certain range and
have three concave points, the central point of the three
concave points is found and segmented as the segmentation
center, so as to reduce the segmentation defect of round algal
cells and improve the segmentation quality [18]. Finally, the
method of distance transformation function is introduced to
solve the problem of isolated pits, and the adherent algae
cells are separated by the shortest distance [19], [20]. For
these three tasks, an image segmentation model based on the
improved concave matching algorithm is designed, and its
calculation flow is shown in Figure 1.
It is required to obtain the concave data of the adhered

region on the image. However, the edge information of algal
cells must be extracted before the concave data can be
obtained [21], [22]. In this study, three kinds of operators,
namely first-order differential operator Sobel, second-order
differential operator Laplacian and non-differential edge
detection operator Canny, are used to extract the contour
information [23].
Sobel operator performs well in processing images with

gradually changing gray level and more noise, and is also
very accurate in edge location. The calculation method of the
horizontal edge detection image amplitude Ga is shown in
Equation (1).

Ga =

 −1 0 1
−2 0 2
−1 0 1

 ∗ f (a, b) (1)

In Equation (1), f (a, b) is the data expression of the image.
Generally, to reduce the calculation burden, the operation
method of edge detection image amplitude Gb in the vertical
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FIGURE 1. Calculation process of image segmentation model based on
improved concave point matching algorithm.

direction is shown in Equation (2).

Gb =

 1 2 1
0 0 0

−1 −2 −1

 ∗ f (a, b) (2)

Then the edge amplitude G is calculated according to
Equation (3).

G =

√
G2
a + G2

b (3)

However, to reduce the computational complexity, this
study chooses to replace Equation (3) with a more concise
approximation, as shown in Equation (4), this is also one
of the improvement points of the segmentation algorithm
proposed in this study.

G = |Ga| + |Gb| (4)

Or calculate G as in Equation (5):

G = max (Ga,Gb) (5)

In order to simultaneously consider Ga and Gb,
equation (4) was chosen for calculating the edge amplitude
in this study. After using the Sobel operator, Laplace oper-
ator, and Canny operator to extract the edge information of
algae cells, as the concave points are the points where the
contours of different individual algae cells intersect, it is also
necessary to extract the concave point information from the
contour information in order to perform the concave point
matching algorithm required for subsequent adhesive algae

FIGURE 2. Demonstration of the computational principle of grid search
method for finding the optimal parameters.

segmentation. Considering the small amount of computation,
the circular template was used to detect the concave points of
algal cell contour. Meanwhile, to filter out the possible small
impurity profile, the circular template is described according
to Equation (6). This is also a separate addition to the image
segmentation model designed this time.

Ci = |Ai| /NR (6)

In equation (6), Ci represents the ratio of the internal arc
length pixels of a circular template centered on point i to the
total number of pixels in the circular template. Where, |Ai|
indicates that point i is the center of the circle on the outline;
The number of pixels in the part of the arc of the circular tem-
plate with radius R located inside the algae; NR is the number
of pixels formingA circle with a radius ofR pixels; According
to the grid search method, the corresponding R value of the
optimal result is calculated as 6px. The specific calculation
process is as follows: Since the unit of radius R here is pixels,
the spacing of the grid is taken as 1. Since the concave
points to be searched exist in the algae microscopic image,
the optimization range is set to 2px∼75px according to the
size of the algae microscopic image in the dataset. Calculate
in sequence when R takes values of 2, 3 At 75 o’clock, the
ResNet algorithm has an accuracy in identifying microscopic
images of algae in the dataset. Finally, the corresponding
parameter value with the highest accuracy is the set value of
parameter R, which is 6px. The calculation principle of the
grid search method can be described in Figure 2. In Figure 2,
I and s respectively represent the allowed minimum values
with solving parameters and grid spacing.
Ci represents the ratio of the inner arc length pixels of the

circular template with point i as the center of the circle to the
total pixels of the circular template. According to the results
of multiple tests, the value of parameter α is selected as 0.55.
If Ci is greater than α, Ci is a suspected concave point.
After successfully extracting the contour concave informa-

tion, it is necessary to accurately match the corresponding
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FIGURE 3. Flow chart of segmentation method for slightly adhered algae.

concave point of each concave point, so as to realize the
correct segmentation of algal cells. For the slightly adher-
ing areas in algae images, the morphological operations of
erosion and expansion in image processing are used as the
segmentation method for slightly adhered algae cells. The
specific application steps and segmentation process of these
two methods are shown in Figure 3.

Segmentation of slightly adhering algal cells is achieved
by detecting whether the number of concave points in the
profile is reduced. Multiple experiments have found that less
than seven erosion operations are enough to separate slightly
adhered algal cells. After the single algal cells were extracted,
the morphology of algal cells was reduced to the greatest
extent by the same number of expansion operations. The
improved global concave matching algorithm is redesigned.
The calculation flow of traditional global concave matching
algorithm in segmentation task is shown in Figure 4.
In Figure 4, in an algal image containing N pits to be

matched, the distance of N (N − 1) sub-pits needs to be
calculated. However, through analyzing a large number of
microscopic images of the adherent algae, it is found that the
distance of the concave pairs that can be correctly matched
is generally within the diameter of the circular algae or the
length of the strip algae of the adherent algae. This finding
was confirmed in the second judgment. Therefore, global
concave matching can be changed to local concave matching,
thus eliminating the judgment of the second step and reducing
the number of initial distance calculation. In an algal image
containing N concave points to be matched, if M points
meet the local range requirements (M ≤ N ), then only
the distance of M (M − 1) sub-concave points needs to be
calculated. Further, it is not actually necessary to calculate
the distance between each concave point and the others at
the beginning. If you can calculate the distance dynamically,
you can further reduce the number of calculations. In an
algal image containing N concave points to be matched, M
points meet the local range requirement (M ≤ N ). In the
optimal case, only the M (M − 1) /2sub-concave distance
needs to be calculated. In summary, Figure 5 illustrates the

FIGURE 4. Image segmentation process using traditional global concave
point matching algorithm.

image segmentation process of the improved concave point
matching algorithm.

As shown in Figure 5, in the improved concave point
matching algorithm, the first step is to select an unmatched
concave point A and calculate the distance between the
unmatched concave points in a certain range around the point.
The second step is to select the nearest point B and perform
the steps performed at point A in the previous step. The third
step is to determine whether the shortest distance between
A and B is the same. If they are the same, go to the next
step. If the result is different, define B as A new point A and
repeat this step. The fourth step is to determine whether the
connection between two points A and B is inside the algal
cell and whether the connection is within the Angle between
two concave points. If either is judged to be negative, return
to the previous step. If the result of both questions is ‘‘yes’’,
proceed to the next step. The fifth step is to match point A to
point B. The sixth step is to judge whether all concave points
have been matched. If the result is no, return to the first step.
Otherwise, the algorithm is finished.
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FIGURE 5. Improved concave point matching algorithm image
segmentation process.

Then, an image segmentation method based on distance
technology content is selected to deal with the problem of
isolated concave points. In the traditional processing method,
the mapping transformation is processed according to the
euclidean distance, see Equation (7).

Disto (i, j) =

((
xi − xj

)2
+

(
yi − yj

)2)1/2 (7)

In Equation (7), Disto (i, j) represents the euclidean dis-
tance of two points i and j, whose coordinates are (xi, yi) and
(xj, yj).

Although the euclidean distance mapping is more accurate,
due to its high calculation cost, the Manhattan distance trans-
formation with lower calculation cost is chosen here. The
calculation method is shown in Equation (8), the change in
this calculation method also helps to improve the accuracy of
image segmentation.

Dist (i, j) =
∣∣xi − xj

∣∣ +
∣∣yi − yj

∣∣ (8)

In Equation (8), Distc (i, j) represents the Manhattan dis-
tance from which two points i and j are processed.

B. DESIGN OF IR MODEL BASED ON IMPROVED
ResNet ALGORITHM
The seaweed microscopic image recognition model designed
in this study is divided into two parts: image segmentation
and image recognition. The content designed above focuses
on image segmentation, and the image recognition module
is designed below. Traditional neural network algorithms
such as Visual Geometry Group (VGG) convolutional neu-
ral network algorithm are commonly used for microscopic
IR by predecessors. Although the accuracy of the typical
VGG-19 network model for algae microscopic image classi-
fication is not ideal, the classification accuracy can be further
improved by deepening the depth of the network. The depth
of the network is a key factor in achieving efficient networks.
From AlexNet’s 7 layers to VGG’s 16 or even 19 layers
to GoogleNet’s 22 layers, the depth of the Convolutional
neural network (CNN) classification network has improved
significantly. However, deepening the depth of CNN network
and building a deeper model will bring about the gradient
dispersion problem, which will make the network more and
more difficult to converge. Although this problem can be
avoided by some complex methods, such as network ini-
tialization standardization, data standardization, and middle
layer standardization. However, the increasing network layers
also lead to the decrease of the accuracy of the training set.
Given the limitations of these problems, the depth of VGG
models can only reach a maximum of 19 layers, and the
classification performance of VGG models beyond 19 lay-
ers has begun to decline. To further improve classification
accuracy, it is necessary to choose a model that can solve
the problem of classification accuracy decline caused by too
deep network depth. ResNet achieves deeper network depth
through the ‘‘block’’ convolutional structure, and ResNet50 is
such a ResNet network model with 50 layers, which is more
widely used. Compared with the subsequent improved CNN
neural network, its structure is not too complicated to affect
the training speed, so ResNet50 is chosen as the basic method
to build the algal IR model in this study.

In ResNet50, if the input and output dimensions of the
block are consistent, the calculation process of the identity
mapping part will become quite simple, and the output can
be obtained by directly adding the input and the output of the
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convolutional layer, as shown in Equation (9).

Y = F (x) + x (9)

In Equation (9), Y represents the output of the block; x
represent input information; F (x) denotes the result after
intra-block convolution. The identity mapping of bottleneck
blocks with different input and output dimensions requires
1×1 convolution to adjust the dimension of the feature graph
so that they can be added.

Y = F (x) +W (x) (10)

In Equation (10), W (x) represents the result after
1 × 1 convolution. Next, the rest of the main components of
ResNet50 are redesigned. First, the output calculation process
of neurons is shown in Equation (11) and Equation (12).

z(l+1)
i = w(l+1)

i ỹ(l) + b(l+1)
i (11)

In Equation (11), z(l+1)
i denotes the total input correspond-

ing to the i neuron in layer l + 1; w(l+1)
i denotes the weight

coefficient of neurons;Where ỹ(l) denotes the neuron after the
random discard of layer l; b(l+1)

i denotes the bias coefficient
of the corresponding neuron. The result activation process is
also required before output, as shown in Equation (12).

y(l+1)
i = f

(
z(l+1)
i

)
(12)

In Equation (12), y(l+1)
i denotes the corresponding predic-

tion result of the neuron; f (·) denotes the activation function.
To prevent over-fitting of the neural network, it is also
required to add regularization terms. Common regularization
methods include one-norm regularization Lre1 and two-norm
regularization, and the calculation method of one-norm regu-
larization is shown in Equation (13).

Lre1 = L + λ ∥θ∥ (13)

In Equation (13), θ denotes the parameter; λ denotes the
weight attenuation coefficient; L denotes the loss function.
The calculation method of bi-norm regularization is shown
in Equation (14).

Lre2 = L + λ ∥θ∥
2 (14)

In Equation (14), since binomial regular terms can sup-
press parameter sizes, model sparsity can also be avoided.
Therefore, this paper chooses this method to design the neural
network. Let the optimal network parameter found be θ∗,
so that equation (15) exists.

θ∗
= arg min

θ
L (15)

In this paper, gradient descent method is applied. The
derivative of L is needed first to obtain the gradient. The
model is then updated using gradients until the model has
completed convergence.

θj+1 = θj +
lr · ∂L

∂θj
(16)

In Equation (16), θj denotes the model parameter when
iteration to j; ∂L

∂θj
denotes the calculated gradient; lr denotes

the learning rate of the neural network. Although the classi-
fication performance of ResNet50 exceeds that of the VGG
family of algorithms. However, in the actual application sce-
nario of algae microscopic IR model, the zoom ratio of each
image is different, which has little effect on algae whose
length and width are nearly equal. However, for the large
gap between the length and width of the strip algae, the
algorithm’s recognition ability will cause obvious negative
effects. Therefore, it is necessary to design an improved
ResNet50 algorithm which can deal with different algae
image sizes adaptively.

For the convolutional portion of the CNN network, enter
a picture of size (w, h). Using a convolution kernel with
size (a, b) and default step size 1, a feature map of size
(w− a+ 1, h− b+ 1) is obtained. It can be seen that the
convolution layer has no requirement on the image size,
and can generate feature maps of any size without fixing
the input image size. Fully connected layer neurons can set
input and output parameters at will before the network is
determined, but once the network structure is determined,
fully connected layer neurons are fixed, each corresponding
to a feature. Thus, the limitation of fixed input size comes
entirely from the fully connected layer at the end of the
network. To realize the network that can adapt to the image
input of different sizes, it is necessary to maintain the same
feature map parameters to the full connection layer when
the input image size is different. The corresponding portion
to be improved is located at the last pooling layer, between
the last ResNet50 bottleneck block and the fully connected
layer. The goal of the improvement is to output fixed-length
features to fully connected layers that require fixed inputs.
As long as a structure is designed so that no matter what the
size of the input feature map is, a fixed number of parameters
can be output to match the subsequent fully connected layer
network, the function of automatically adapting to different
size image input can be realized. From the position point of
view, the corresponding position of this layer is the pooling
layer. From a functional point of view, this layer requires
dimensionality reduction of input features, so this structure
is named self-adjusting pooling layer in this study.

Here, the research team first consider three relatively sim-
ple self-adjusting pooling layer structure schemes, as shown
in Figure 6. Figures 6 (a), 6 (b), and 6 (c) represent the
unified average pooling layer structure scheme, classification
pooling structure scheme, and circular ring structure pooling
scheme, respectively. Assume that the input is 2048 X x Y
size image data. Scheme 1 is the simplest, regardless of the
size of the input feature map of the adaptive pooling layer,
it will uniformly adopt the average pooling mode to pool the
corresponding size, so that the output is a parameter.

Compared with scheme 1, which simply averages the fea-
ture maps into one parameter, scheme 2 further considers to
extract features from the feature maps of the input adaptive
pooling layer more comprehensively. The adaptive pooling
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FIGURE 6. Three structural schemes of self Retention basin.

layer in scheme 2 is composed of three pooling structures:
1×1, 2×2 and 4×4. The input 2048 X×Y size feature maps
are pooled; The output features are concatenated together,
and there are (1+4+16)×256 parameters. Due to the pool-
ing approach of this scheme with high-dimensional output
vectors, the inputs of the original ResNet FC-1000 fully con-
nected layer need to be modified accordingly, changing the
original 2048-dimensional input to 21× 2048-dimensional
input. The pooling structure in Option 2 May ‘‘fragment’’
the overall structure of the feature map. Although mitigated
by the pooling structure of 1 × 1, it may have less impact
on multi-target IR. However, considering that this chapter
needs to identify the category of a single algae microscopic
image, the whole image is a complete algae, which may
have a greater adverse impact on algae feature recogni-
tion extraction. Therefore, modify the pooling structure in
scheme 2, change it from ‘‘block’’ -shaped pooling structure
to ‘‘ring’’ -shaped pooling structure, and form scheme 3. Due
to the pooling approach of this schemewith high-dimensional
output vectors, the original ResNet’s fully connected
layer input needed to be modified to accommodate this
scheme, changing the original 2048-dimensional input to a
7× 2048-dimensional input.

FIGURE 7. Structure comparison of scheme IV and scheme V of self
retention basin chemical layer.

Based on Plan 2 and Plan 3, Plan 4 and Plan 5 are formed
respectively, which are similar in structure.

Figures 7 (a) and 7 (b) are both modified pooling layer
structures based on Figure 6. ObservingFigure 7, the adaptive
pooling layer of Scheme 4 is exactly the same as that of
scheme 2. The reason for adding this scheme is to consider
that in Scheme 2, the output of the adaptive pooling layer is
21 × 2048 parameters. If only one fully connected layer is
used, its ability to learn features may be weak, for the same
reason that Scheme 5 is designed.

Thus, the entire algae microscopic IR model can be
obtained, and its overall operation process is shown in
Figure 8. The core part of the whole model is algae image
extraction and algae recognition, which are completed by
using improved concave matching algorithm and improved
ResNet50 algorithm respectively. The improved concave
matching algorithm and the improved ResNet50 algorithm
designed in this study are both supervised learning algo-
rithms, and subsequent performance tests are also conducted
on supervised data sets.

IV. PERFORMANCE TEST OF IR MODEL BASED ON
HYBRID CONCAVE MATCHING AND ResNet ALGORITHM
Two experiments need to be designed and carried out to test
the performance of the algae microscopic IR model designed
by the hybrid concave matching and ResNet algorithm. One
is the performance verification experiment of the image seg-
mentation model based on the improved concave matching
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FIGURE 8. Operation process of improved algae microscopic IR model.

algorithm, and the other is the verification experiment of the
whole IR model. Both experiments were conducted using
Algae micro-image dataset Alalgae 6 established by previous
researchers. The dataset contained six algae species and one
impurity, with 14,000 images for each category. The data set
was split into the training set and the test set in a 7:3 ratio.

A. PERFORMANCE TEST OF CONCAVE MATCHING IMAGE
SEGMENTATION MODEL
Now choose morphology algorithm, watershed algorithm,
classical Concave point matching (CPM) algorithm, Concave
point matching for improving matching methods, CPM-
IMM) algorithm, Concave point matching for improving
distance calculation (CPM-IDC) algorithm, Meanwhile, the
concave point matching (CPM-IMM-IDC) algorithm of
matching method and distance transformmethod is improved
to carry out image segmentation experiments. The reason
for choosing the watershed algorithm as one of the com-
parative algorithms is that it is a commonly used image
segmentation method that divides image regions based on
features such as grayscale values, edge information, and gra-
dients between regions. However, the watershed algorithm
also has drawbacks such as high requirements for foreground
pre-processing and insufficient universality for image shape
and structure. Choosing it as a comparison method can
improve the scientificnature of the comparison results. F-test
was used to verify differences between data groups.

Here, segmentation integrity rate, segmentation Accuracy,
segmentation Precision and calculation time are selected as
performance evaluation indexes.

Here, segmentation integrity rate, segmentation Accuracy,
segmentation Precision and calculation time are selected
as performance evaluation indexes. After the experiment

is completed, firstly, the segmentation quality of the seg-
mentation algorithm is tested based on the supervised
data set. Specifically, the accuracy and precision rate of
each algorithm on the data set are counted, as shown in
Figure 9. Figures 9 (a) and 9 (b) represent the accuracy and
segmentation accuracy statistics of each algorithm after
calculation on the test set, respectively. In Figure 9, the
horizontal axis represents the images of different algae
types; Different ICONS represent different image segmen-
tation algorithms. It can be seen from FIG. 8 that the
recognition accuracy of different models on different types
of algae images is different. However, on the whole, the
CPM-IMM-IDC algorithm has the highest value in the
two indexes; Secondly, two CPM algorithms are partially
improved. The traditional CPM algorithm has a lower value,
and the morphological algorithm has the smallest value.
The mean Accuracy and Precision values of various algae
image based on Watershed, Morphology, CPM, CPM-IMM,
CPM-IDC, CPM-IMM-IDC algorithms were 52.2%, 26.5%,
69.5%, 79.6%, 81.6%,88.6, respectively % and 44.8%,
28.5%, 64.2%, 76.0%, 83.8%, 90.3%. From the perspective
of factors affecting model performance, the data shown in
Figure 9 also belongs to the results of ablation experiments.
And the recognition accuracy of the concave point match-
ing algorithm, which improves the matching method and
distance change method separately, is higher than that of
the original concave point matching algorithm in various
types of micro-algae microscopic images, while the concave
point matching algorithm with both improved points has the
highest recognition progress. In CPM, the matching method
and distance change method are both factors that affect the
performance of the model. The former can more accurately
filter out useless features, while the latter can distinguish the
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FIGURE 9. Accuracy and precision of each algorithm on the dataset.

recognition object from the environmental pixels in a clearer
way. In addition, the CPM-IMM-IDC algorithm requires
parameter training to be tested, so parameter settings and
training iterations are also the main factors affecting model
performance. From the above analysis, it can be seen that
the CPM-IMM-IDC image segmentation algorithm proposed
in this study has excellent segmentation quality, and the
accuracy of seaweed recognition in the segmented images is
significantly higher than other algorithms.

Then, the segmentation effects of each algal image seg-
mentation algorithm on the overall data set are compared,
and the comparison results are shown in Table 1. Morpho-
logical algorithm has the worst performance in segmentation
accuracy and the longest computation time. Compared with
traditional concave matching algorithms, the accuracy of
the three improved concave matching algorithms has been
significantly improved, and the overall accuracy of the
improved concave matching algorithm designed in this study
is the highest. The Accuracy and Precision of CPM, CPM-
IMM, CPM-IDC, CPM-IMM-IDC algorithms are 72.4%,
76.5%, 81.6%, 90.3% and 73.8%, 75.7%, 79.4%, 88.2%,

respectively. However, the calculation time of CPM-IMM-
IDC algorithm is also higher than the other three CPM
algorithms. The rationality of the experimental scheme pro-
posed in this study is mainly reflected in the following
aspects: First, in the comprehensiveness of comparative
analysis, the experimental design demonstrates the perfor-
mance improvement of the proposed method compared with
traditional methods through comparison with various exist-
ing algorithms (such as morphology algorithm, watershed
algorithm, Faster-RCNN and AlexNet). Such multi-model
comparison can show the performance and reliability of the
new model in different aspects, especially in the accuracy,
accuracy and calculation efficiency and other important indi-
cators. Second, in terms of the representativeness of the data
set, Algae 6 data set used in this study and a large-scale data
set containing 964,100 algae microscopic images contained a
variety of algae. Such diversity ensured that the model gener-
alization ability test was representative, which also increased
the credibility and practicality of the research results. Thirdly,
in terms of performance evaluation, multiple performance
indicators, including Accuracy, precision, recall rate and F1
score, were used in this study to comprehensively evaluate
the performance of the proposed method. The stability of the
model was also evaluated by the method of 10-fold cross-
validation, and the comparison of ROC curve and AUC value
further confirmed the effectiveness of the new model in the
recognition task. In short, this study designed an advanced
computational model, provided sufficient data support and
comprehensive evaluation test to ensure the technical ratio-
nality of the experiment.

B. PERFORMANCE TEST OF IR MODEL
In the experiment of IR performance, traditional ResNet,
improved ResNet (IResNet), Faster-RCNN and AlexNet
algorithms were used to construct recognition models respec-
tively. All recognition models are arranged according to the
frame in Figure 8, except that the IR algorithms are dif-
ferent. Using Python programming language to implement
each IR model, and let the model run in the DL framework
Tensor-flow. The operating environment of each model in the
experiment is completely consistent, as shown below: The
operating system is Windows8 Professional Edition; MySql
is used as the database. Host processor Intel Core i7; Random
access memory size 6GB; The size of the ROM is 1024 GB.
The neural network algorithm parameters of each model are
determined according to the optimal results obtained through
multiple debugging. The final parameter setting scheme of
the IResNet model is shown in Table 2.

Firstly, compare the accuracy numerical changes of IRes-
Net during the training process under different pooling layer
schemes, as shown in Figure 10. In Figure 10, the horizontal
axis denotes the number of iterations, and the vertical axis
denotes the accuracy of each scheme in the training process.
Use the graph style to distinguish between different schemes.
The convergent accuracy of all the improved schemes is
superior to original ResNet algorithm, and the calculation

39856 VOLUME 12, 2024



W. Zheng et al.: Hybrid Improved Concave Matching Algorithm and ResNet IR Model

TABLE 1. Overall performance of each algorithm on the dataset.

TABLE 2. Parameter scheme of IResNetIR model.

FIGURE 10. Comparison of accuracy of IResNet in training sets for
different pooling layer schemes.

accuracy of schemes 4 and 5 based on schemes 2 and 3 is
higher than that of the basic improved schemes. However,
the recognition accuracy of scheme 5 was the highest after
the final convergence, and subsequent studies were conducted
according to Scheme 5 to form IResNet.

Figure 11 shows the change of the loss function of each
algorithm in the training process. The horizontal axis denotes
the number of iterations, and the vertical axis denotes the loss
function value of each algorithm in the training process. The
graph line style is used to distinguish different algorithms.
When iteration increases, the loss function of each algorithm
decreases and converges gradually. From the point of view of
convergence speed, the IResNet of the fusion self-adjusting
pooling layer designed in this study has the fastest conver-
gence speed. From the perspective of training effect, the loss

FIGURE 11. Change of loss function of each algorithm during training.

function values after convergence of IResNet, ResNet, Faster-
RCNN and AlexNet algorithms are 0.75, 4.26, 1.39 and 5.07,
respectively.

After the completion of training, the numerical changes
of accuracy and precision rates of each model on the
test set with different sample numbers are shown in
Figure 12. Figures 12 (a) and 12 (b) represent the classifica-
tion accuracy and segmentation accuracy statistical results
of each algorithm under different test set calculation sam-
ple conditions, respectively. However, the horizontal axis
of Figures 12 (a) and 12 (b) shows the number of seaweed
images in the test set that participated in the calculation. The
recognition accuracy rate and accuracy rate of each model are
generally consistent with the change law of the test sample
growth, and the fluctuation range is gradually reduced. When
the test sample is the entire test set, that is, 25,200 images, The
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FIGURE 12. Comparison of accuracy and precision of various models on
the test set.

accuracy and precision of IResNet, ResNet, Father-RCNN
and AlexNet algorithm models are 84.1%, 67.5%, 80.3%,
62.9% and 82.8%, 63.7%, 75.8%, 57.4%, respectively.

Then, the Area Under Curve (AUC) of the Receiver oper-
ating characteristic curve (ROC) of each seaweed IR model
was compared, and the statistical results were shown in
Figure 13. Figure 13 (a) shows the ROC curves of the
improved algorithm designed in this study and the naive
algorithm before improvement, while Figure 13 (b) shows the
ROC curves of other comparative algorithms. The horizontal
axis represents the false positive rate and the vertical axis rep-
resents the true positive rate. The ROC curve of the IResNet
question answering model designed in this study is always
above the ROC curve of other models, and the AUC area
is the largest. Specifically, the ROC curves corresponding to
AUC values of IResNet, ResNet, Faster-RCNN and AlexNet
seaweed IRmodels are 0.68, 0.54, 0.57 and 0.51, respectively.

To test the performance of the recognition model designed
for this study on a large sample dataset, 964100 microscopic
images of algae from developing countries were collected and
image recognition tests were conducted. These images are all
from research structures and academic organizations in the

FIGURE 13. Comparison of AUC values of ROC among different models
on the test set.

real world, and some of the images in the datasetare shown in
Figure 14.

Select green algae, diatoms, blue-green algae, dinoflag-
ellates, golden algae, and Chlorella for analysis from this
microscopic image dataset. Their microscopic images are
shown in Figure 15 (a), Figure 15 (b), Figure 15 (c),
Figure 15 (d), Figure 15 (e), and Figure 15 (d), respectively.
Figure 15 is used to visually display the contents of different
algae microscopic images in the data set used in this study,
and to assist in explaining the calculation process of the
improved concave matching algorithm.

Green algae are a large and diverse group of aquatic plants
that generally contain chlorophyll, making them principally
green. They are similar to higher plants on land in terms of
photosynthesis. Green algae can survive in freshwater and
marine environments, as well as grow under humid land
conditions. The morphology is diverse, with both single-cell
and multicellular chain or sheet-like structures. Diatoms are
a type of single-cell algae that contain a siliceous cell wall
(called a silica shell). Silicone shells often exhibit complex
porous structures, often with unique and beautiful geometric
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FIGURE 14. Partial image display of a large sample seaweed dataset.

FIGURE 15. Microscopic image display of six common algae.

patterns, to distinguish different types of diatoms. They are
the main primary producers in aquatic ecosystems, widely
distributed in oceans and freshwater. Blue algae, also known
as blue-green algae, are a group of photosynthetic bacte-
ria. Although they are physiologically different from true
green algae, they are capable of photosynthesis and releas-
ing oxygen. Blue algae are diverse in morphology, ranging
from single cells to complex multicellular structures, and can
survive in extreme environments such as hot springs, saline
alkali soils, and desert surfaces. Dinoflagellates are mostly
single celled natural plankton, and their chloroplasts contain
carotenoids, making some dinoflagellates brown or red in
color. They have two unequal flagella to aid in movement
and are particularly common in the ocean, with some species
experiencing deadly red tide under certain conditions. Golden
algae usually have golden chloroplasts and are important
members of freshwater ecosystems. They can be single-celled
or form filamentous structures. Gold algae are highly com-
plex in biological classification, with some species exhibiting
photosynthetic behavior closer to that of plants, while others
resemble that of animals. Chlorella vulgaris is a green single
celled micro-algae known for photosynthesis, with a simple
spherical or elliptical cell structure. In a well lit environment,
they can reproduce in large numbers and are a food source
for many aquatic organisms. Chlorella vulgaris is also widely
used in biotechnology research, including the development of
bio-energy.

It is extremely difficult to identify artificial algae species
through microscopic images, and the main difficulties are
reflected in the following aspects:

Morphological diversity: There are significant differences
in the morphology of different types of algae, and even
within the same type of algae, their different life stages
may lead to morphological differences, increasing the dif-
ficulty of identification; Morphological similarity: Although
there are many types of algae, different types of algae often
have similar morphological characteristics, such as cell size,
shape, and chloroplast configuration. Especially in micro-
scopic images, there may be a lack of sufficient resolution
details, making distinguishing different types a challenge;
Species variation: Even within the same species of algae,
there may be morphological variations among individuals
due to environmental factors such as light, nutrients, and
temperature, resulting in uncertainty in identification. Stain-
ing and imaging quality: The quality of microscopic images
directly affects recognition accuracy. The preparation of sam-
ples, staining techniques, and microscopic imaging settings
(such as light sources, objective lenses, cameras, etc.) may all
affect recognition. Uneven staining or unclear imaging may
mask important recognition features. Human factors: require
recognizers to have rich professional knowledge and prac-
tical experience. Artificial recognition requires long-term
alignment with the microscope and continuous concentra-
tion, which can lead to visual fatigue and affect recognition
efficiency and accuracy. These difficulties indicate that even
for experienced algae experts, manual identification of algae
species through microscopic images is a time-consuming,
complex, and challenging task. Therefore, researchers and
practitioners often turn to automation tools and computer
vision technology to improve recognition speed and accuracy,
especially for large-scale water quality monitoring projects.

Now, taking Figure 15 (a) as an example, we will demon-
strate the matching process of the improved concave point
matching algorithm. Firstly, the algorithm extracts the edge
information of algae cells through Sobel operator, Laplace
operator, and Canny operator, and obtains the concave points
of the image. The concave points in the images of differ-
ent algae represent the local concave points formed on the
boundary of multiple algae individuals after multiple algae
individuals squeeze and close to each other in themicroscopic
images of algae. The next step is to calculate the center point
of the image with concave points. Finally, concavity and
center point information are used for concavity matching,
and different algae individuals are segmented based on the
matching results.

The test results show that the recognition accuracy of IRes-
Net, ResNet, Faster RCNN, and AlexNet models is 87.59%,
83.25%, 81.66%, and 79.18%, respectively. This indicates
that the model designed in this study performs better than
traditional models on large datasets. Finally, the performance
of all the main evaluation indicators of each model in each
part of the test set is compared.

Finally, compare the performance of all main evaluation
indicators of each model on each part of the test set, and the
statistical results are shown in Table 3. In the experimental
results of Table 3, a significant difference test was also added.
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TABLE 3. Comparison of main evaluation indicators of each model on the
overall test Set.

The test method is as follows: after the operation of each
algorithm test set is completed and the indicator data is
counted, multiple sets of F difference tests are conducted on
the data of each indicator in each recognition algorithm, and
‘‘∗’’ is used as a marker to indicate significant differences
between the data of this group and other groups of data of
the same indicator. Observing Table 3, it can be seen that
the improved ResNet algorithm based on Scheme 5’s self-
adjusting pooling layer designed in this study is significantly
superior to other comparative recognition algorithms in terms
of accuracy, Precision, Recall, and F1, and there is a signif-
icant difference in F-test data between the former and other
algorithms. However, the IR speed of this algorithm is slightly
slower than that of ResNet and AlexNet, and almost the same
as that of Faster-RCNN algorithm. From the calculation time
and number of iterations completed in Table 3, it can be
seen that the IResNet algorithm designed in this study has
the highest computational complexity. However, considering
that the image segmentation and recognition module of this
model did not make targeted improvements based on the
pixel characteristics of the research object, but only improved
from the perspective of distinguishing the image recognition
object from the environment and the performance of the
feature extraction structure itself, it can be considered that
the designed algorithm has good scalability in the field of
microscopic image recognition.

V. CONCLUSION
In view of the poor performance of the current mainstream
seaweed microscopic IR, this study designed an improved
ResNet neural network algorithm and an improved concave
point matching algorithm, and will use both to build a sea-
weed microscopic IR model. Validation experiments based

on real seaweed microscopic image data sets show that
The mean Accuracy and Precision values of various algae
image based on Watershed, Morphology, CPM, CPM-IMM,
CPM-IDC, CPM-IMM-IDC algorithms were 52.2%, 26.5%,
69.5%, 79.6%, 81.6% and 88.6, respectively, 44.8%, 28.5%,
64.2%, 76.0%, 83.8%, 90.3%. The convergent accuracy of all
self-adjusting pooling layer improvement schemes is supe-
rior to the original ResNet, and the calculation accuracy of
schemes 4 and 5 based on schemes 2 and 3 is higher than that
of the basic improvement schemes. However, scheme 5 has
the highest recognition accuracy after final convergence.
From the point of view of convergence speed, the IResNet of
the fusion self-adjusting pooling layer designed in this study
has the fastest convergence speed. From the perspective of
training effect, the loss function values after convergence of
IResNet, ResNet, Faster-RCNN and AlexNet algorithms are
0.75, 4.26, 1.39 and 5.07, respectively. The improved concave
matching algorithm owns the highest overall accuracy. The
Accuracy and Precision of CPM, CPM-IMM, CPM-IDC and
CPM-IMM-IDC algorithms are 72.4%, 76.5%, 81.6%, 90.3%
and 73.8%, 75.7%, 79.4%, 88.2%, respectively. However,
the calculation time of CPM-IMM-IDC algorithm is also
higher than the other three CPM algorithms. When the test
sample is the whole test set, the accuracy and accuracy of
IResNet, ResNet, father-RCNN and AlexNet algorithm mod-
els are 84.1%, 67.5%, 80.3%, 62.9% and 82.8%, 63.7%,
75.8%, 57.4%, respectively. The corresponding AUC values
of ROC curve were 0.68, 0.54, 0.57 and 0.51, respectively.
The improved concave matching algorithm designed in this
study has obvious advantages over the traditional algorithm in
segmentation accuracy, and its seaweed microscopic IR accu-
racy is also higher than that of common recognition models.
However, due to the limitations of research conditions, the
designed model could not be applied to market products for
testing in this study. Future studies will improve this aspect.
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