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ABSTRACT In the context of automated testing in the automotive industry, the accurate and effective
detection of target icons on vehicle-machine interfaces is crucial for ensuring the efficiency and precision
of automated testing processes. This paper addressed the challenge of effectively detecting vehicle-machine
interface icons by proposing a three-stage verification detection algorithm based on machine vision. This
paper employed an enhanced template matching technique to achieve precise positioning and initial veri-
fication of car and machine icons. Subsequently, a two-stage verification process was implemented, which
focuses on detecting local changes using pixel blocks. The three-stage verification was accomplished through
a three-channel separation detection of characteristic pixel points based on RGB values. Additionally, this
paper utilized the collaborative capabilities of LabVIEW and OpenCV to overcome integration challenges.
This joint programming approach bridged the gap between LabVIEW and OpenCV. Experimental results
unequivocally underscored the paramount significance of the three-stage verification detection algorithm,
rooted in the realm of machine vision. The algorithm’s novel three-stage approach, intricately designed
to combat background interference, not only elevated the precision of icon detection but also introduced an
ingenious mechanism for classifying detection results. In this regard, it successfully overcome the limitations
that have historically hindered traditional machine vision algorithms, ultimately demonstrating its paramount

importance in the field of computer vision.

INDEX TERMS Vehicle-machine interface, machine vision, three-stage verification, pixel block.

I. INTRODUCTION

Template matching is recognized as one of the prominent
methods in the field of image recognition. The process
involves extracting multiple vectors from the target image
and comparing these vectors with corresponding vectors in
the template image, ultimately calculating their similarity [1].

The associate editor coordinating the review of this manuscript and

approving it for publication was Abdel-Hamid Soliman

This method has gained acclaim and recognition in both the
industrial and academic sectors for its swift detection speed
and relatively modest requirements for extensive training
data.

However, traditional template matching encounters inher-
ent limitations. Firstly, its detection accuracy is lower when
dealing with highly similar images, especially in distinguish-
ing subtle changes in the scale and brightness of target
objects. Secondly, the effectiveness of template matching is
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significantly influenced by various factors, such as changes
in the background. The consistency between the template
image and the image to be detected relies heavily on it, and
in industrial applications, frequent variations in background
color due to data transmission can result in matching failures
[2]. Template matching for target recognition had been the
subject of extensive research and improvement by numerous
scholars. Cheng and Lu [3] proposed a machine vision-based
approach using LabVIEW Vision Assistant 2018 software
for the precise localization of circular discs. The method
employed template matching with vision processing algo-
rithms to outline the shape of the discs and accurately
determine their positions. However, the lack of secondary
development for the LabVIEW matching algorithm had
resulted in defects such as damage and deformation of the
workpiece’s outer contour, impacting the quality of local-
ization and reducing the success rate and efficiency in
practical applications.Addressing the issue of critical com-
ponents missing in the automotive painting production field,
Tao et al. [4] introduced and developed a template matching
algorithm-based defect detection system for missing compo-
nents. This system utilized a shape-based template matching
algorithm and an image pyramid search algorithm, effectively
reducing the impact of lighting and noise while ensuring
real-time operation on-site. Nevertheless, the reliance on a
purely shape-based template matching algorithm may limit
its ability to capture detailed feature information, poten-
tially affecting the accuracy and discriminative capability of
the algorithm’s detection results. Peixin et al. [S] achieved
defect detection through Blob analysis, affine transforma-
tion, and NCC (Normalized Cross-Correlation) algorithm
accelerated via a pyramid. This approach performed well
in detecting defects in aluminum-plastic blister packaging
sheets but exhibited shortcomings in detecting minor defects,
indicating a need for further improvement in accuracy. Sem-
biring et al. [6] had used template matching in conjunction
with fuzzy associative memory (FAM) to achieve real-time
detection of young and old faces. This method had improved
detection accuracy by 10% compared to traditional template
matching. However, it had not addressed the influence of
lighting and other factors on accuracy. Sriyanto et al. [7] had
combined morphological processing and template matching
to significantly enhance the recognition rate of Malaysian
license plates. Nevertheless, this approach had struggled to
effectively detect moving cars, incomplete license plates,
and unclearly photographed license plates. Real-Moreno,
Oscar et al. [8] introduced a novel template matching
algorithm named SoRA, emphasizing faster runtime and
lower computational overhead. However, there was limited
attention given to the validation of false matches that may
arise during the template matching process.

In this paper, the enhanced template matching method was
employed to achieve precise localization and initial validation
of the detection target area. Once the target area is success-
fully localized, the regions with overall similarity changes
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are divided into blocks to undergo a dual verification pro-
cess based on non-zero pixels. Additionally, RGB channel
triple verification detection was applied to illuminated and off
icons. Experimental results demonstrated that the improved
triple verification detection algorithm, utilizing machine
vision, effectively detects changes in vehicle-machine inter-
face icons.

The integration of this series of steps enables our algorithm
to dynamically and accurately select the Region of Inter-
est (ROI), referring to the automotive interface icons to be
detected, in an automated process. Subsequently, thorough
validation of the selected ROI was conducted. This not only
enhanced the accuracy of icon detection but also strength-
ened the algorithm’s robustness to various environmental and
image conditions. Therefore, our research had not only made
theoretical advancements but has also provided a practical
and reliable solution for the detection of automotive interface
icons in real-world applications.

Il. VEHICLE-MACHINE INTERFACE DETECTION
ALGORITHM BASED ON MACHINE VISION

A. DETECTION ALGORITHM BASED ON PIXEL VALUE
TEMPLATE MATCHING

Template matching, as a classic pattern recognition
algorithm, has found extensive applications in various
industries. This algorithm employs a statistical recognition
approach to achieve target detection by defining the similar-
ity between a template and the sample to be detected [9],
[10]. During the matching process, the template image is
treated as an input image block, sliding from left to right
and from top to bottom on the sample image for detection.
At each sliding position, the matching degree is assessed by
computing the similarity, often represented using correlation
coefficients [11], [12], [13], [14].In practical industrial appli-
cations, the number of target templates is often limited, and
the availability of a small data sample may not justify deep
learning development. In such cases, template matching is a
highly suitable method for target detection. The normalized
correlation matching method is frequently used to calculate
the correlation coefficient.

In this paper, the detection algorithm is developed using
the OpenCV library. There are six commonly used algorithms
to assess the quality of matching in template matching. Let
the matrix of the template image be denoted as T(x’, y’), the
corresponding matrix of the source image as I(x’, y’), and
R(x, y) as the matching metric value corresponding to each
position (X, y).

1) TM_SQDIFF

This method employs the squared difference for matching,
as depicted in formula (1). The best matching outcome is
when the matching value is the smallest, with larger values
indicating a poorer matching result.

Ry =D (T(.Y)—I(x+xy+Y))” (D

/oy
x5y
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2) TM_SQDIFF_NORMED

This method utilizes the normalized squared difference for
matching, as illustrated in formula (2). The optimal match-
ing outcome is achieved when the matching value is at its
smallest, and a larger matching value signifies a less favorable
matching result.

2
2oy (TELY)—Tx+xy4+Y))
\/Zx,,y, T (x',y) * Zx/’y/ I(x+x,y —i—y)2
Method 1) and method 2) are matching methods based on
squared differences, and they are typically suitable for sce-
narios in which the template image and the image to be

tested share similar external conditions and exhibit minimal
grayscale variations.

R(x,y) = @

3) TM_CCORR

This method utilizes the correlation matching method,
as depicted in formula (3). The optimal matching outcome
occurs when the matching value is at its largest, while a
smaller matching value indicates a less favorable matching
result.

Re,y)=> (T.¥)*I(x+x.y+))) 3

X'y

4) TM_CCORR_NORMED

This method employs the normalized correlation matching
method, as described in formula (4). The most favorable
matching result is achieved when the matching value is at its
largest, and a smaller matching value indicates a less desirable
matching outcome.

Dy (T (", y)*I(x+x',y+Y))
\/Zx’,y’ T (x/’ y/)2 * Zx’,y’ I (x +x/vy +y/)2
)

Method 3) and method 4) are both correlation-based match-
ing algorithms, and they are well-suited for scenarios with
significant grayscale variations.

R(x,y) =

5) TM_CCOEFF

This method employs a correlation coefficient matching
approach, which utilizes the correlation between the dif-
ference of the source image from its mean value and the
difference of the template from its mean value for matching.
As depicted in formula (5), the optimal matching result is
achieved when the matching value is at its maximum, while
the least favorable matching result occurs when the matching
value is at its minimum.

R(x,y) = Z(T (YY) *I (x +x',y+Y)) = 1/(wxh)

x'y
*ZT(x/,y/)*ZI(x+x/,y+y/) (®)]
x/y/

’
XLy
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6) TM_ CCOEFF_ NORMALIZED

This method utilizes the normalized correlation coefficient
matching approach, as described in formula (6), as shown
at the bottom of the next page. A positive value signifies a
favorable matching result, while a negative value indicates
a less desirable matching outcome. The larger the value, the
better the matching effect.

Method 5) and method 6) are matching algorithms that
rely on correlation coefficients. They exhibit robust resistance
to interference and offer high accuracy when dealing with
scenarios featuring minimal grayscale changes and geometric
distortions. A series of test experiments have been conducted,
and in this paper, method 4 is utilized for initial detection.

Ill. FOUR-QUADRANT VERIFICATION DETECTION BASED
ON IMPROVED OTSU-TEMPLATE MATCHING

Template matching not only offers efficient computational
speed but also does not require a large amount of training
data. However, it carries the risk of misjudgment, often incor-
rectly categorizing partially similar images as consistent,
resulting in highly unstable detection results [15], [16], [17],
[18]. In real-world industrial applications, there is a need for
enhancements to template matching.

In this paper, template matching is employed to initially
identify similar areas and acquire preliminary scores. The
template matching score, processed using the Otsu method,
is compared with the preliminary score from the template
matching, and the higher value is designated as P1. The
template image and pixel area are binarized into four quad-
rants using the Otsu method. Non-zero pixel values and RGB
values in each quadrant of the two images are individually
compared to obtain scores P2 and P3. By setting thresh-
olds for P1, P2, and P3, multiple verification detections are
achieved using machine vision. This approach effectively
enables the detection of similar icons, as well as distinguish-
ing between on and off states and other potentially confusing
icons on the vehicle-machine interface.

A. OTSU METHOD TO EXTRACT IMAGE FEATURES

The Otsu method segments an image into two distinct types
of regions based on a threshold [19], [20], [21]. Based on
histogram data, it is possible to calculate the area ratios of
the foreground and background regions, which are divided
by the threshold and occupy the entire image area. These
area ratios are denoted as and. Additionally, the average gray
levels corresponding to the entire image, foreground, and
background are represented as u, i1, and po.The relationship
between the overall average gray level of the image and
the average gray levels of the two regions after division is
expressed in formula (7):

W= 1161 + 262 @)

Grayscale features within the foreground or the background
are often quite similar, but the disparities in grayscale
between the foreground and background are typically quite
noticeable. In such cases, when there is a significant grayscale
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difference between the foreground and background, the cor-
responding average grayscales of the two regions, w; and
o,will also exhibit a considerable difference compared to the
overall average grayscale x.

These differences can be effectively characterized by uti-
lizing inter-regional variance, as expressed in formula (8):

op (1) = 61 (1 — 1) + 62 (n2 — p)? ®)

In the formula, og(t) represents the variance between
the foreground and the background regions obtained
after the image is segmented by the threshold. Consequently,
the choice of the threshold value differs, leading to distinct
parameter description values for the variance between the
foreground and background regions.

Expanding the formula further, the overall average
grayscale, the average grayscales (1 and w, corresponding to
the foreground and background parts, and their corresponding
area ratios are all functions of the threshold t, so the above
formula can be extended as shown in formula (9):

op (1) = 01 (1) (11 (1) — > + 602 (1) (2 (1) — > (9)

After derivation and expansion, the inter-regional variance is
shown in formula (10):

op (1) = 01 (1) 62 (1) (1 (1) — pa (1))?

When the variance between the foreground and background
regions reaches its maximum value, the difference between
the two regions is the most significant, indicating the best sep-
aration state. In such cases, the threshold becomes the optimal
segmentation threshold, as illustrated in formula (11):

T = max [ag (r)] (11)

The Otsu method utilizes the maximum variance between
regions, determined from the image’s own informa-
tion, to automatically ascertain the threshold value. This
method is characterized by its convenience and efficiency,
requiring no manual parameter selection or experimenta-
tion. It can be viewed as a form of adaptive threshold
selection [22], [23], [24].

(10)

B. TEMPLATE MATCHING VERIFICATION AT PRIMARY
STAGE BASED ON OTSU METHOD

1) DETERMINE THE ROI AREA

Following binarization using the Otsu method, interference
from the background is effectively eliminated. Template
matching is then implemented based on OpenCV. The tem-
plate is slid across the target detection image, and the area
with the highest score is identified as the next detection target

Read template

data and data data OtSu_met}_lod

Ly » » to binarize

to be preprocessing Lo Datd
detected 2

Natch to find
the detection
area

]
Segment to
get ROI area

begmentanor‘lr in the

ROI area to obtain

three—channel data
tao be detected

A 4 h 4

match score match score

| update score |

Pl
score

FIGURE 1. Flowchart of the matching verification algorithm in the initial
stage.

area, commonly referred to as the ROI (region of interest)
area. The location information of the ROI area is recorded.

2) VERIFICATION AND COMPARISON

The original image is cropped at the detection position based
on the position information of the ROI area, and is then
compared with the template (which reduces the time required
to traverse the entire global image). The resulting score is
compared with the matching score obtained after binarization
using the Otsu method, and the higher score is designated
as the matching score P1. Binarization by the Otsu method
reduces interference information and enhances the speed of
matching detection.

After obtaining the location information of the ROI area,
the specific area that was not previously binarized is matched
again to validate and update the score. This approach serves
to shorten the detection time and bolster the detection robust-
ness. The flowchart of the matching verification algorithm in
the initial stage is illustrated in Figure 1.

C. THREE-STAGE DETECTION VERIFICATION BASED ON
OTSU METHOD-TEMPLATE-FOUR-QUADRANT

The ROI area of the target image to be tested is obtained
through the Otsu method-template matching verification.
In practical industrial applications, there are often images
with slight variations and changes in brightness when

ST, )« 'x+x",y+Y) =1/ wsh)ysx D T, Y) % > Ix+x",y+y)

RV
XLy

R(x,y) =

X'y X'y

(6)

\/z T2(x',y) — 1/(wxh)y s (3 T(x', y))? %

’ ’
5y X5y
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Vehicle-machine
interface three-stage
verification system
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the template and the
interface to be tested
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FIGURE 2. Algorithm flow of multi-level detection and verification based
on Otsu method-template-four-quadrant.

icons are turned on and off. Traditional template match-
ing algorithms may not be effectively suited for industrial
production. Therefore, additional detection and verifica-
tion of template images and the images to be tested are
necessary [25], [26], [27].

The flow of the multi-level detection and verification
algorithm based on the Otsu method-template-four quadrants,
as designed in this paper, is depicted in Figure 2. Through
multi-level verification and detection, it becomes possible
to effectively classify similar images, and the enhanced
algorithm can be reliably applied to the detection of vehicle-
machine interfaces.

1) SECOND-LEVEL FOUR-QUADRANT NON-ZERO PIXEL
VALUE SCORE

In this paper, the template image and the ROI area of the
image to be tested are evenly divided into four sub-regions,
each with a length of Xstep and a width of Ystep. Specifically,
Xstep is set to half of the image width, and Ystep is set to
half of the image height. This means that the image is divided
into four quadrants, with the image center point as the origin,
as depicted in Figure 3. Block detection and verification are
conducted on each quadrant image, ultimately leading to the
precise detection of the target area.
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FIGURE 3. Blocked image.

In this system, for the accurate detection of target part
changes, a second stage of precise detection is required,
achieved through four-quadrant non-zero pixel value detec-
tion. This process is divided into the following steps:

(1) Simultaneously traverse the non-zero pixels in the first
quadrant of the template image I’ after Otsu’s binarization
and the non-zero pixels in the first quadrant of the ROI region
K’ of the image to be tested after Otsu’s binarization. When
the pixel P(x, y) in the first quadrant of the I’ image is not
equal to O, it is counted at this point, and the sum x1 of
the non-zero values in the first quadrant of the I’ image is
calculated. Simultaneously, if the pixel P(x, y) in the first
quadrant of the K’ image is not equal to 0, it is counted at
this point, and the sum x2 of the non-zero values in the first
quadrant of the I’ image is calculated. The smaller of x1 and
x2 is taken as x, and the quadrant score p’ is calculated as
shown in formula (12):

. x2 —x1]
P=—- (12)
X
(2) Repeat step (1) in the other quadrants until all four quad-
rants have been traversed, obtaining four quadrant scores.

(3) The highest score among the four quadrant scores is the

four-quadrant non-zero pixel value score P2.

2) TWO-STAGE RGB CHANNEL PIXEL VALUE VERIFICATION
In this paper, the R (Red), G (Green), and B (Blue) channels
are separated between the template image and the ROI region
of the image to be tested. Each channel image is detected
and verified, ultimately leading to the precise detection of
the target area. Figure 4 illustrates the template data and
the original image of the region of interest, along with their
corresponding separated R, G, and B three-channel images.

In this system, for precise detection of changes in target
brightness, a third stage of accurate detection is necessary,
achieved through RBG (Red, Green, Blue) pixel value detec-
tion. This process is divided into the following steps:

(1) Simultaneously traverse the R channel pixel points in
the four quadrants of the original template image I and the R
channel pixel values in the four quadrants of the ROI area K in
the original image to be tested. Calculate the sums y1 and y2
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FIGURE 4. The template data and the original image of the region of
interest and their corresponding separated R, G, B three-channel images.

of their values. The R channel verification score is calculated
as shown in formula (13):

yl—y2

=|l— 13
R Xstep x Ystep x 4 13)

(2) Repeat step (1) in the G (Green) channel to obtain the G
channel verification score.

(3) Repeat step (1) in the B (Blue) channel to get the
verification score of the B channel.

(4) The highest score among the four-quadrant scores in the
RGB channels is the RGB channel pixel verification value P3.

D. CLASSIFICATION OF THREE-STAGE VERIFICATION TEST
RESULTS

In the processing process of this algorithm, three thresholds,
T1, T2, and T3, are employed for ROI area detection in
the initial stage, non-zero pixel value detection in the fourth
quadrant in the second stage, and RGB channel detection and
verification in the third stage. Based on the scores of P1, P2,
and P3, various situations can be detected:

(1) When P1 < T1, it indicates that the template image is
completely inconsistent with the region of interest in the data
to be detected.

(2) When P1 > TI, the template image is similar to the
region of interest in the data to be detected, and it can be
further classified as follows:

a. When P1 > TI1, P2 < T2, and P3 < T3, it means that
the template image and the region of interest in the data to be
detected are consistent.

b. When P1 > T1, P2 < T2, and P3 > T3, it suggests that
the template image and the region of interest in the data to be
detected differ in brightness (the icon is on and off).

c. When P1 > T1, P2 > T2, and P3 < T3, itimplies that the
template image is generally similar to the region of interest in
the data to be detected, but with some differences.

d. When P1 > T1, P2 > T2, and P3 > T3, it indicates
that the template image is generally similar to the region of
interest in the data to be detected as a whole, but some parts
differ, and there are variations in brightness (the icon is on
and off).

Figure 5 illustrates the flow chart of the multi-situation
determination system. In the experiments, the integrated
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FIGURE 6. Software interface based on labview.

system’s fault tolerance and the results from a substantial
amount of experimental data were set as follows: 0.95 for T1,
0.16 for T2, and 31 for T3.

IV. EXPERIMENTAL VERIFICATION

The experimental setup involves the use of a data acquisition
card to capture the vehicle-machine interface. The computer
platform for experimental data processing is Windows 10,
with an Intel HD Graphics 5200 core graphics card, a Core
i5 6200U CPU running at a frequency of 2.3GHz, and 8GB
of RAM. LabVIEW is used for joint programming with the
OpenCv library, creating the software interface and soft-
ware operation logic. The template matching algorithm is
improved using the C++ language package and is called by
LabVIEW as a dynamic link library (DLL) file. Image data
was collected and processed at an experimental temperature
of 20 °C. The software interface is depicted in Figure 6,
which highlights the matching results, and the program block
diagram corresponding to the joint programming is shown in
Figure 7.

In the automated testing process, the test data and results
for easily confused icons in the vehicle-machine interface
are presented in Table 1. This approach enables effective
detection even for distorted images resulting from the capture
card’s transmission process and for images that are prone to
misidentification using traditional template matching.

Table 1, we observed that icons displaying overall sim-
ilarity with some partial differences tend to be present on
the vehicle-mounted machine interface. During real-world
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TABLE 1. Main predefined styles in WORD template.

Data to be tested

"ERECAT Qe

87.50 mMHz >

Thresh-old | Thresh-old | Thresh-old

T1 T2 T3
0.95 0.16 31
template data Score P1 Score P2 Score P3 ROI data after initial judgement result
verification
1 0 40 P1>TI1, P2 <T2,P3>T3: In this case, the
template image differs from the region of interest in
the data to be detected, indicating a difference in
brightness (the icon is on and off).
0.995 0.007 29 P1>TI1, P2 <T2, P3 <T3: In this scenario, it can

be determined that the template image and the
region of interest in the data to be detected are
consistent.

0.961 : 44 -

IP1>T1, P2 > T2, P3 > T3: In this situation, it
indicates that the template image is generally
similar to the region of interest in the data to be
detected as a whole. However, there are some
differences, and variations in brightness are also
present, suggesting a scenario where the icon is on
land off.

i : 26 -

P1>TI1, P2 < T2, P3 <T3: In this scenario, it can
be determined that the template image and the
region of interest in the data to be detected are

consistent.

: : 54 —n

IP1>T1, P2 > T2, P3 > T3: In this case, it indicates
that the template image is generally similar to the
region of interest in the data to be detected as a
whole. However, there are some differences, and
[variations in brightness are also present, suggesting
la scenario where the icon is on and off.

) i 25 -

P1>TI1, P2 < T2, P3 < T3: In this situation, it can
be determined that the template image and the
region of interest in the data to be detected are

consistent.
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TABLE 1. (Continued.) Main predefined styles in WORD template.

P1>TI1, P2> T2, P3 <T3: In this case, it indicates
that the template image is generally similar to the
region of interest in the data to be detected as a
whole. However, there are some differences, and
variations in brightness are also present, suggesting
a scenario where the icon is on and off.

IP1>T1, P2 <2T, P3 < T3: In this case, it can be
determined that the template image and the region
of interest in the data to be detected are consistent.

P1>TI1, P2> T2, P3 <T3: In this case, it suggests
that the template image is generally similar to the
region of interest in the data to be detected as a
whole. However, there are some differences, and
variations in brightness are also present, indicating
a scenario where the icon is on and off.

P1>TI, P2 <T2, P3 <T3: In this scenario, it can
be determined that the template image and the
region of interest in the data to be detected are

consistent.

P1 <TI: In this case, the template image is entirely
inconsistent with the region of interest in the data to
be detected.

P1 < T1: In this situation, it indicates that the
template image is entirely inconsistent with the
region of interest in the data to be detected.

P1 <TI: In this case, it indicates that the template
image is entirely inconsistent with the region of
interest in the data to be detected.

. 0.956 0.352 6

MAX

Sy
0.995 0.028 22
0.961 0.351 6
0.997 0.029 22
0.691 0.420 101
0.714 0.429 148
0.668 0.599 99
0.775 0.614 111

P1 < T1: In this scenario, it indicates that the
template image is entirely inconsistent with the
region of interest in the data to be detected.

@

operation, the transmitted images could undergo alterations,
which must be distinguished from changes in icon brightness.
This necessitated a robust and accurate detection algorithm.
To address this challenge, the article introduced an enhanced
multi-level validation detection algorithm, which is capable
of effectively identifying these variations. Furthermore, this
algorithm excelled in discerning between on and off icons
with minimal data, particularly when dealing with images that
share a general similarity but exhibit differences, especially in
the context of similar shapes.

In this study, the algorithm was validated under small sam-
ple conditions by effectively detecting situations with high
similarity, slight brightness variations, and different scales of

43198

target objects on the automotive interface. The triple veri-
fication mechanism was considered as a synergistic whole,
with close interdependencies among its components. Results
indicated that, in comparison to potential issues observed
in current research (such as those with LabVIEW-based
methods, shape-based template matching algorithms, and
systems utilizing NCC algorithms), such as poor detection
performance for minor defects, sensitivity to lighting and
noise, and false matches, this comprehensive and flexible
three-stage mechanism ensured effective monitoring of icon
changes on the automotive interface in various real-world
scenarios. This enhanced the algorithm’s robustness and
reliability.
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FIGURE 7. The block diagram corresponding to the Labview call detection
algorithm.

V. CONCLUSION

This paper proposed a triple-verification detection method
based on the joint development of LabVIEW and OpenCYV,
comprising improved template matching, region of interest
extraction, pixel block determination, and RGB-based multi-
verification detection. Traditional template matching had
limitations when dealing with images exhibiting high similar-
ity and abnormal background changes, especially concerning
small-scale variations in target object size and brightness. The
algorithm presented in the paper overcome these limitations
through improved template matching, pixel block detection,
and other steps.

Several methods in previous research suffered from poor
detection performance, an inability to capture detailed feature
information, and a lack of effective validation after localiza-
tion. The method proposed in this paper effectively addressed
these shortcomings. It successfully tackled the challenges in
automotive interface detection, enhancing the accuracy of
localization and scoring. Experimental results demonstrated
its effectiveness in automatic visual direction detection. How-
ever, it is important to note that the threshold settings for the
three-stage verification in different application scenarios sig-
nificantly impact the final detection results. Further research
is needed to explore adaptive threshold generation techniques
for various scenarios. Additionally, the integration of OCR
technology and Large Language Modeling Techniques to
enhance system generalization by understanding and locating
icons in images is a key focus for future research.
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