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ABSTRACT In this paper, a new theory to train neural networks is presented which is called ‘‘Neural
Network Meaningful Learning’’ (NNMeL) theory. According to this theory, meaningful learning in an
artificial neural network occurs when concepts are learned separately but get related to each other. This
theory is theoretically supported by ‘‘Azobel’s cognitive theory of learning’’. According to Azobel’s theory,
the most important effective factor in learning is previous learning, and meaningful learning occurs when
a person consciously relates new knowledge to what they already knew. Also, a new model named ‘‘Deep
Clustering based on Sentence Similarity’’ (DCSS) is proposed for topic detection. This model proposes to
use similarity of sentences to produce sentence representation instead of using autoencoder and training
it based on denoising. Also, a trainable framework based on NNMeL is presented. Many experiments
conducted for evaluation. First of all, an experiment is arranged to check the correctness of the NNMeL
theory. The results confirm that training ANN according to this theory (training concepts one after another),
gets better results than training all concepts together. In the following experiments, the DCSS model,
which is based on sentence similarity, is compared with another autoencoder based method not only by
evaluation metrics but also by human evaluators. The results indicate a 6.6% improvement in accuracy
and better human-evaluators satisfaction. Finally, the proposed model is compared with ten other methods
in topic detection application. The results show that the proposed model is superior to the rest of the
methods.

INDEX TERMS Neural network meaningful learning theory, topic detection, sentence similarity, deep text
clustering.

I. INTRODUCTION
Topic detection is one of the most important issues in natural
language processing. The exponential growth in data produc-
tion due to the rapid expansion of social networks has made
automatic topic detection increasingly crucial. Text clustering
is one of the most important and effective ways to identify
the topic. Because it enables us to have a better analysis of
the high volume of posts by grouping them in small groups,
i.e. clusters. Text clustering can be divided into two parts,
short text clustering and long text clustering, according to
the volume of text data. Short texts may contain one or more
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lines, such as the textual content of social networks and news
headlines. Nowadays, a high proportion of the texts used in
daily life are short texts because communication formats in
social networks focus more on texts with one or a few lines.
Clustering short texts is much more challenging than long
texts because text clustering requires measuring the similarity
between texts, while many similarity measurement methods
for long texts are not effective for short texts. Because short
texts cannot fully explain concepts like long texts. Also, a few
words are used in short texts, so we cannot use methods such
as term frequency.

Deep clustering is a completely new solution that has
recently been proposed in the field of clustering. While deep
learning was introduced several years ago in AI research,
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deep clustering has only recently gained attention due to
the challenges in applying deep learning to clustering tasks.
Initially, deep clustering primarily focused on numerical data
and later expanded to include image data.More recently, deep
clustering has been applied to text data. According to [1],
researches on text clustering are focused on three main areas:
Deep learning-based feature extraction methods, BiLSTM-
based ELMO model and clustering algorithms based on
autoencoder.

Most deep clustering methods are based on an autoencoder
neural network, which is used to map input vectors to latent
space vectors. It can be said that these latent space vectors
are, somehow, features extracted from the input vectors. Most
existing methods directly use these feature vectors for clus-
tering, but there are other papers that apply another mapping
to them before clustering. How to train autoencoder is a
challenge in this field. Almost all existing methods, give the
sample xi as desired output and the noisy version of sample
xi as input to the autoencoder in the training phase. In this
way, the autoencoder network learns how to denoise and
produces the latent space vector during this operation. But
in our opinion, the production of latent space vectors during
denoising is not close to how human does. Therefore, in this
article, we will present a new method based on sentence
similarity for training the network and generating latent space
vectors. In our opinion, humans use the similarity of sen-
tences for clustering rather than generating concepts based
on denoising.

Our thesis in this paper is that during the language learning
process, from childhood to adulthood, humans first learn the
conceptual similarity of words and sentences, then clustering.
In other words, first the learning of ‘‘sentence similarity’’
occurs and then the learning of ‘‘clustering’’ takes place based
on the learned concept of ‘‘sentence similarity’’. The theoret-
ical support of our theory is ‘‘Azobel’s cognitive theory of
learning’’. According to Azobel’s theory, the most important
effective factor in learning is previous learning, and mean-
ingful learning occurs when a person consciously relates new
knowledge to what he/she already knew [1]. Therefore, in this
article, we have designed a framework in which the proposed
model first learns the concept of ‘‘sentence similarity’’ and
then, based on this concept, it learns ‘‘how to separate vec-
tors for clustering’’; i.e., it relates the new concept to the
previously learned concept. We call this theory as ‘‘Neural
Network Meaningful Learning’’ (NNMeL) theory.

As a summary, this paper proposes a new model based on
sentence similarity and deep clustering for topic detection.
This model is based on ‘‘Azobel’s cognitive theory of learn-
ing’’. Also, a model is presented for the first time, to make
deep neural network trainable for generating sentence repre-
sentation vectors based on sentence similarity. The general
idea of the proposed model is to map the input sentences to
a contextual latent space at the first step. The similarity of
the sentences is used for this manner. Then, another neural
network is used to create another map from contextual space
to another space in which the vector of input sentences are

more separable, so that clustering can be done better. This
idea is novel both in theory and in modeling. Theoretically,
the novelty of this approach lies in the construction of the
representation vector of the posts in a way that more attention
is paid to the keywords of the sentence, the sequence of
words is included in the representation vector of the sen-
tence, and importantly, the representation vector considers
both similarity of the sentences and separability of vectors.
In terms of modeling, its important novelty is to provide
a trainable model, i.e., one that automatically generates the
representation vector with the aforementioned features.

The main contributions of this article are:

• Providing a theory named ‘‘Neural NetworkMeaningful
Learning theory’’ which is based on ‘‘Azobel’s cognitive
theory of learning’’ to enhance training of deep neural
networks. This theory is a milestone in machine learning
because this leads us to train neural networks for more
complicated tasks than what we have currently.

• Presenting a new model based on ‘‘sentence similarity’’
to generate sentence representation vectors instead of
using ‘‘autoencoder’’. This is the first time that sentence
similarity is used to generate sentence representation
vectors and a trainable model is presented for it.

• Providing a framework to make trainable neural net-
work for ‘‘generating latent vectors based on sentence
similarity’’ rather than ‘‘generating latent vectors based
on denoising’’. Most of previous works generate latent
space vectors based on denoising but this paper gener-
ates them based on sentence similarity which is very
similar to what human do and is compatible with clus-
tering task.

• Separating roles (versus mixing all together in one vec-
tor). In the presented model, different vectors are used
for different roles i.e. ‘‘sentence representation vectors’’,
‘‘latent space vectors’’ and ‘‘vectors used for clustering’’
are separated from each other. Our experiments confirm
that better results are obtained by using separate vectors
for each role. This is an important result because it shows
that in order to achieve more complex roles, it is better
to break them into several simpler roles and train each
one separately, then combine them into a more complex
network. This result paves the way for constructingmore
complex networks to handle more complicated tasks.

II. RESEARCH BACKGROUND
As mentioned before, ‘‘Azobel’s cognitive theory of learn-
ing’’ is the theoretical basis of the model presented in this
article. In 1963 the first attempt was made in [2] to present
a cognitive theory of meaningful verbal learning as opposed
to rote verbal learning [3]. However, this theory is still a
popular theory in psychology and some attempts are done to
update it such as [4]. David Azobel is a psychologist who
distinguishes between rote learning and meaningful learning.
According to Azobel’s theory, the most important effective
factor in learning is previous learning. Meaningful learning
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occurs when a person consciously relates new knowledge to
what he/she already knew.When meaningful learning occurs,
some changes are made in entire cognitive structure of the
humanmind, which change both the existing concepts and the
existing relationships between them. This is why meaningful
learning possesses greater memorization and generalization
capabilities compared to non-meaningful or rote learning.
In non-meaningful learning, the information is simply stored
in the memory without any connection with the cognitive
structure. There are many research evidences that indicate the
superiority of using concept maps over the common meth-
ods of teaching and learning. (For example: [5], [6], [7].)
According to Azobel’s theory, learning is meaningful when
new subjects are related to previously learned subjects and
expand or change them. Therefore, in the proposed model
of this article, first ‘‘sentence similarity’’ is learned, then
‘‘clustering’’ is learned by relating it to ‘‘sentence similarity’’.

There are two different views in text processing: Classifi-
cation [8] vs. Clustering. Also, in the field of NLP, RNN and
LSTM neural networks were raised respectively [9].

‘‘Deep text clustering’’ is a new category in topic detection.
Various categorizations were previously presented in the lit-
erature for topic detection methods [10], [11], [12], [13]. One
of the most prominent categories in these categorizations was
‘‘clustering’’. In 2021 [14], a new category called ‘‘methods
based on deep learning’’ was added to the previous catego-
rizations. Combination of this category with ‘‘Clustering’’
category in the field of text, created a new category named
‘‘Deep Clustering of Texts’’. In recent years, the concept of
transfer learning in the field of text and consequently the
use of pre-trained language models and embedding methods
for text representation have been of great interest. Since the
input text cannot be directly used in clustering algorithms,
word embedding methods were used along with clustering
algorithms. Three components of embedding methods, dis-
tance metrics and clustering algorithms influence each other
in clustering. In [15], the effect of these three components
has been investigated simultaneously and the efficiency of
five new embedding methods, two distance metrics and five
clustering algorithms have been considered. In [16], four-
teen methods of text representation in Twitter data have
been empirically investigated, ten of which are unsupervised.
In [17], a framework called ‘‘STC2’’ is presented for the
first time for short text clustering, in which a self-learning
convolutional neural network is used.

The efficiency of the clustering algorithm is highly depen-
dent on the quality of the data representation. Deep clustering
methods try to map data by deep neural networks to a
space in which the data can be easily separated by clus-
tering algorithm. This type of data representation is called
clustering-friendly representation [18]. Another method used
for deep text clustering is the autoencoder neural net-
work [19], [20], which is one of the most prominent
unsupervised representation learning algorithms [21]. This
neural network creates a non-linear mapping from the data
space to a latent space in order to reduce the dimensions.

The latent space should have smaller dimensions than the
data space while containing the most salient features of the
data [22]. Most of up to date deep text clustering methods are
based on autoencoder neural network which is used to map
input vectors to latent space vectors. Many existing methods
directly use these feature vectors for clustering (e.g. [23],
[24]) and a limited number apply another mapping to them
before clustering (e.g. [25]). Most autoencoder networks pro-
vide the sample xi as the desired output and the noisy version
of the sample xi as the input to the autoencoder during the
training phase due to the lack of labeled data. By doing so,
the autoencoder network learns how to denoise and produces
the latent space vector during this operation. In [26], convo-
lutional autoencoder is used for deep representation learning
in clustering of health tweets. The only existing work on
Persian language is [27] which is done on ‘‘Barez’’ dataset.
This dataset includes the suggestions that have been given
to improve the quality of the ‘‘Barez’’ company products.
The ParsBert embedder is used for word embedding, stacked
autoencoder for feature extraction, and k-means algorithm for
clustering.

III. PROPOSED METHOD
In this paper, a new method based on ‘‘Azobel’s cognitive
theory of learning’’ named ‘‘Deep Clustering based on Sen-
tence Similarity’’ (DCSS) is proposed for topic detection.
The main idea of this method is inspired by the clustering
process in humans. For clustering, humans read individual
posts and, based on the similarity of the sentences, relate
them to one of the previous posts or a group of previous
posts, and thereby, divide the posts into categories. Therefore,
we present the idea of using sentence similarity to generate
latent space vectors in this article for the first time. That is,
we obtain the latent space vectors using sentence similarity
rather than denoising the input. Another novelty of this paper
is to provide a framework to make these vectors trainable,
because these vectors cannot be trained directly.

The model of the proposed method is shown in Figure 1.
This model consists of four components: Contextualized Sen-
tence Encoder (CSE), Sentence Similarity Classifier (SSC),
Vector Separator Network (VSN) and Clustering Algorithm
(CA). In the remaining of this section, wewill first explain the
details of each of these components and how to train them and
then, the novelty of the proposed model.

CSE’s duty is to provide a Contextualized Sentence
Representation (CSR). This representation should not only
represent the text and the context of the sentences andwords it
contains, but also should be in amanner that similar sentences
have close representation and sentences that are thematically
far from each other, obtain distant representation. Therefore,
it can be said that this component is a mapping from the space
of words and sentences to a contextual space which is, similar
to the embedding of words, indicating the meaning of sen-
tences and the similarity of sentences. In the CSE component,
the attentionmechanism has been used to givemore focus and
emphasis on important words and give less weight to other
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FIGURE 1. Proposed model. DCSS: Deep clustering based on sentence similarity.
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words. Also, LSTM is used to preserve the order of words
and to take into account the context in which the words are
located. Therefore, it can provide a contextualized sentence
embedding. Since the contextualized space resulting from
CSE is a latent space, it cannot be trained directly. There-
fore, in this article, we have presented the idea of using the
Sentence Similarity Classifier (SSC) component. According
to this idea, a pair of sentences are passed through the CSE
component and then are entered into the SSC component to
determine their similarity or dissimilarity. The combination
of these two components in such way makes it trainable,
because now it is possible to train these two components
together using a dataset that determines the similarity of the
sentences. Training these two components together results in
the creation of a contextualized latent space. Therefore, the
first duty of SSC is to make CSE trainable. The second duty
of the SSC component is to consider the similarity in the
generated u vectors. In other words, the attention of the SSC
component to the similarity of the sentences causes similar
sentences to have similar u vectors and dissimilar sentences
to have distant u vectors. Therefore, it can be said that the
SSC component has two duties: first, to make the CSE com-
ponent trainable, and second, to establish similarity between
the u vectors produced by the CSE component. It is worth
mentioning that the second duty is the most important duty
of this component and the proposed novelty of the present
article.

The third component is the vector separator network. The
duty of this component is to make the representation vectors
of the sentences separable. As mentioned above, the u vectors
resulting from the CSE component provide a representation
of the sentences which represents the similarity of the sen-
tences due to the effect of the SSC component. But these
vectors are not necessarily separable. The duty of VSN is
to create a mapping that converts u vectors into separable
vectors y, enabling the samples to be easily and effectively
separated by the clustering algorithm.

Finally, the fourth component is the clustering algorithm
component. The duty of this component is to cluster posts.
For this purpose, any of the available clustering algorithms
can be used.

One of the novelty of the proposed model lies in the idea
and theory of how to obtain the representation vectors of
the sentences. On the one hand, this idea focuses on the
construction of sentence vectors from words, while on the
other hand, it focuses on the separability of these vectors
based on the similarity of the sentences to improve the accu-
racy of clustering. The usual method in constructing the
vector of sentences from words is the averaging method. Our
experience in implementing different methods ([15]) showed
that this method is not highly efficient. This point is worth
mentioning to justify the reason for this result which is the
effective words in determining the topic are usually in the
minority compared to other words in the post. Since averag-
ing tends toward the majority, the resulting sentence vectors
are closer to the ineffective majority than to the effective

minority. This causes the post vectors to be close to each
other, making them difficult to cluster. Therefore, a neural
network is used in this article in which both the order of the
words and attention to the more important words are con-
sidered. The attention mechanism has been used in the CSE
component for this purpose. Using the attention mechanism
allows the network to assign more weight to more important
words. On the other hand, the proposed model constructs
sentence vectors based on the similarity of sentences, which is
not observed in other papers and is one of the main novelties
of this article. (Theway the components are combined and the
way the network is trained accomplish this.) Previous works
employ an encoder to map the input vector (x) to the latent
space (z). In order to make it trainable, they use a decoder to
reverse map from the latent space to the space of input vectors
(z space to x space) so that an autoencoder is formed and
can be trained. The pair <x′, x> is used as training sample,
where x’ is the noisy version of x. That is, the noisy vector is
given to the input of the autoencoder and the original vector
is requested as the output of the autoencoder. This training
method makes the network resistant to possible noises in
its input. Oppositely, proposed model employs two inputs
instead of single input, and the similarity of the input pair is
used to train it. This causes u-vectors to be close to each other
for similar inputs and far-apart for dissimilar inputs, resulting
is separable vectors based on similarity. This, in turn, helps to
cluster the input posts more effectively. Therefore, the main
idea of this paper is to make the model trainable and enable it
to generate sentence representations based on their similarity.
In the ‘‘experiments and results’’ section, wewill find that this
idea plays an effective role in increasing the accuracy of the
topic detection (clustering of posts).

IV. DATASET
The dataset used in this research is the Sep_TD_Tel01
dataset [28] in Persian. This dataset can be used for topic
detection. This dataset is collected from the Telegram social
network without any special restrictions such as keywords,
and therefore it truly has a data stream nature which is the
most important feature of this dataset. The dataset is not
biased because all the messages posted in public channels and
groups are collected.Whenmessages are collected using key-
words, the dataset is biased towards those keywords. We have
used this dataset not only as a golden standard for evaluating
topic detection, but also for preparing sentence similarity
dataset. The similarity dataset is prepared as follows: any pair
of posts in the dataset are taken. The similarity of these pair
of posts is considered as one if they are from the same topic
and their similarity is considered as zero if they come from
different topics.

V. TRAINING PROCESS
In the training process, three components must be trained,
and to train each component, a specific loss function must be
defined. Let X, U, Z, S, and Y denote the set of input vectors,
the set of sentence representation vectors, the set of latent
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space vectors, the set of similarities, and the set of output
vectors, respectively. V is similar to U. Let x1, x2, . . . , xn
are the set of training samples. The objective is to obtain a
loss function for each of the components which enable their
training and lead them to the goal which is considered for
each component.

The SSC component can be considered as a map from
the sentence representation space to the sentence similarity
space, denoted as g : U × U → S. For the SSC component,
mean squared error (MSE) between the actual similarity of
the sentences and the similarity obtained by the SSC compo-
nent is used. Having si ∈ S as the desired similarity between
the pair of input sentences, the loss function of the SSC
component is defined as follows:

LSSC =
1
n

∑n

i=1
(g(ui, vi) − si)2 (1)

The VSN component can be considered as a map from
the sentence representation space to the separable vectors
space as h : U → Y . Usually, criteria such as silhouette
are calculated on the output of the clustering algorithm to
measure the quality of clustering. The silhouette score is
better when the distance between within-cluster samples is
small and the distance between the clusters is large. But in
this case, the loss function cannot be defined on the output
of the clustering algorithm. The reason is if we want to train
the network by a loss function defined on the output of the
clustering algorithm, the derivation of the loss function with
respect to the clustering algorithm must be calculated to use
it to train the previous layers, which is impossible. Therefore,
the output of the VSN component should be the basis for error
calculation. Therefore, we use the following loss function to
train the VSN component:

LVSN = H (P) + KL(P||Q) (2)

where H (P) is the entropy function and KL(P||Q) is the
Kullback–Leibler divergence function, which are defined as
follows:

H (P) = −

∑
i

∑
j
pij log (pij) (3)

KL(P|Q = −

∑
i

∑
j
pij log (

qij
pij

) (4)

whereP andQ are probability distributions. In order to extract
the data structure, the distance between data pairs in both
the latent space and the output vector space are converted
into probabilities. The t-Student distribution is used for this
purpose as follows:

pij =
(1 +

∥∥ẑi − ẑj
∥∥2 /α)

−
α+1
2

∑
k ̸=l (1 +

∥∥ẑk − ẑl
∥∥2 /α)

−
α+1
2

(5)

qij =
(1 +

∥∥ŷi − ŷj
∥∥2)−1

∑
k ̸=l (1 +

∥∥ŷi − ŷj
∥∥2)−1 (6)

where ŷ and ẑ are the vectors obtained for y and z by the
proposed model (Figure 1) and α is the degree of freedom

of the t-Student distribution. α = 2d is considered in this
research, where d is the dimension of the latent space. The
use of the loss function defined in (2) has two effects on
the model: 1) Since P varies during the training process,
the use of entropy makes the network to generate latent
space vectors in a way that the dispersion of the generated
vectors decreases in order to reduce the entropy of P. Because
reducing the dispersion of generated vectors leads to reducing
the entropy of P. If the pij probabilities are approximately
equal, the entropy increases. Entropy decreases when some
pij probabilities are low and others are high. It means that
there is a big difference between the pij probabilities. Since
pij are obtained from distance of vectors ẑi and ẑj in Z space,
entropy decreases when the distance of some pairs of vectors
is small and the distance of others is high. This means that in
order to decrease the entropy, the intra-cluster distance should
be reduced and the inter-cluster distance should be increased.
2) Using the Kullback–Leibler divergence function as a part
of the loss function and its reduction causes the divergence of
Q distribution from P to be reduced to a minimum, i.e., to pre-
serve the statistical characteristics of the latent space vectors
(Z) in the output (Y). This avoids the distortion of the latent
feature space during the hmapping process. Therefore, using
the LVSN loss function as defined in (2) makes both the main
goals of clustering, i.e. reducing the intra-cluster distance and
increasing the inter-cluster distance, to be achieved. This is
the objective that the use of the silhouette loss function in
regular clustering leads us to.

Finally, we come to how to train the CSE component.
This component can be viewed as a mapping from the input
words’ vector space to the sentence representation space,
which can be expressed as f :X → U . Since the CSE is trained
through two components, VSN and SSC, its loss function is
considered as the sum of the loss functions of these two paths.
i.e.:

LCSE = LSSC + LVSN (7)

Now that the loss function for each component is deter-
mined, it is time to discuss how to train the network.
As mentioned, the DCSS model uses the SSC component
to train the CSE component in order to obtain sentence rep-
resentation vectors that represent their similarity. After that,
the VSN component can map these vectors into a separable
space by the clustering algorithm. Therefore, DCSS training
is also done in two phases. In the first phase, only the CSE
and SSC components are trained, and in the second phase, the
entire network. But during application, only CSE and VSN
components are used. The process is: The words of each input
sentence are given to CSE to generate the corresponding u
vector; then this vector is entered into VSN and the resulting
y vector is used for clustering.

In the first phase of training, the CSE and SSC components
are trained by the similarity dataset described in the previ-
ous section. The ith training sample in the similarity dataset
includes two sentences Snt1i and Snt2i as input and their
similarity (Simi) as output. These two sentences are mapped
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FIGURE 2. Improvement of the model during training in phase 1 based on
loss function defined for phase 1. (In the same scale of Figure 3,
to compare.)

FIGURE 3. Improvement of the model during training in phase 2 based on
loss function defined for phase 2. (In the same scale of Figure 2,
to compare.)

by the CSE component to their corresponding representation
vectors i.e. ui and vi. These two vectors are then fed into the
SSC component to determine their similarity or dissimilarity.
The value of Simi in the training sample is considered as the
expected value from the SSC network to calculate network
error, and CSE and SSC networks are trained together.

In the second phase of training, all three components of
CSE, SSC and VSN are trained by Sep_TD_Tel01 dataset.
At this stage, the weights obtained in phase 1 for CSE and
SSC networks are considered as initial value. Therefore,
phase 2 training is the main training for VSN network, but
it is considered as fine tune for CSE and SSC networks.

Three strategies for training the network in the second
phase can be envisioned. In the first strategy, both CSE and
SSC networks are trained together with VSN, i.e. both CSE
and SSC are involved in the fine tuning process. In the second

TABLE 1. Hyperparameter settings for DCSS.

strategy, fine tune is performed on CSE, but SSC is not
included in the training process and maintains the same initial
weights; i.e. it keeps its pretrained weights. In other words,
in this strategy, the SSC component remains the same as
phase 1 and does not receive new training. In the third strat-
egy, both CSE and SSC networks are used as pretrained and
fine tune is not performed on them. Therefore, in this case,
only theVSNnetworkwill be trained and the rest of themodel
will keep the training results of phase 1. Obviously, in all
three strategies, the VSN network will be trained in phase 2,
because the training of this network is only done in phase
2. It should be noted that a fourth strategy is also envisioned
here, where CSEmaintains its initial weights (pretrained), but
SSC is involved in training (fine-tuning). But this strategy is
practically useless, because VSN is independent from SSC,
and therefore, changing the weights of SSC and consequently
changing the output of SSC will not affect the performance
of VSN. Therefore, this strategy is abandoned.

VI. EXPERIMENTS AND RESULTS
The theory proposed in this article will be evaluated in this
section. First experiment checks correctness of the theory.
The proposed model is compared with other methods in the
second and fourth experiments from clustering and topic
detection point of view. The proposed model is evaluate by
human in the third experiment. The hyperparameter settings
used in the experiments for the DCSS model are provided in
Table 1.
Experiment 1: The objective of first experiment is to ascer-

tain the correctness of the idea presented in this article.
As previously mentioned, the main idea of this paper is to
generate a representation of sentences based on their simi-
larity and to make it trainable, and we have done this based
on ‘‘Neural Network Meaningful Learning’’ theory. Now we
want to answer the question whether this idea really leads to
the improvement of clustering in practice? In other words,
this experiment simultaneously measures the correctness of
‘‘meaningful neural network learning’’ theory and the cor-
rectness of the idea of representation generation based on
similarity. For this purpose, we trained the model with the
three strategies mentioned in the previous section. Figure 2
and Figure 3 show improvement of the model during the
training of the model in phase 1 and 2 respectively based
on loss functions define for each phase. After training the
model, the evaluation results of the DCSS method in all three
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TABLE 2. Examining the correctness of ‘‘Neural network meaningful learning’’ theory and, simultaneously, examining the impact of the idea of ‘‘training
the model through sentence similarity’’ on the quality of topic detection. ‘‘Pretrained’’ means the component (CSE or SSE) preserves the weights of phase
1 of training, and ‘‘Fine tune’’ means that the component undergoes training in phase 2 as well (according to the three strategies for model training in
phase 2). The results indicate the evaluation of the output of the DCSS method (topic detection quality) using accuracy and NMI criteria. Adam is used as
optimizer.

TABLE 3. Examining the idea of the article by topic detection. This table is similar to Table 2, except that SGD-MO Optimizer is used.

TABLE 4. Evaluation of the proposed method from clustering point of
view: Comparing the results of the proposed method (DCSS) with the
baseline deep clustering method (DAEC) on the Sep_TD_Tel01 dataset by
Accuracy and NMI metrics.

strategies by accuracy and NMI criteria using the golden
standard dataset are shown in Table 2 and Table 3. It is
clear that the third strategy achieves the best results in both
tables. In other words, the vector u obtained in phase 1 (i.e.
the vector resulting from the similarity of the sentences)
gets the best results, and any change in the CSE weights in
phase 2 (which leads to a change in the vector u) reduces
the efficiency. In other words, the best results are achieved
when the u vectors are obtained based on similarity, and any
change in them in the later phases leads to worse results.
Therefore, the hypothesis of this experiment is confirmed.
That is, the idea of generating a vector of sentences through
the similarity of sentences is a correct and effective idea.
In addition, the best results are achieved when the learning
of similarity is consolidated prior to learning separation and
remains unchanged.
Experiment 2: After confirming the efficiency of the main

idea of this research, it is time to measure the efficiency of
the whole model in comparison with other methods. For this
purpose, the proposed DCSS method was compared with the
DAEC method [24]. The DAEC method is a completely new
and up-to-date deep clustering method. For this purpose, the

FIGURE 4. Comparing the results of the proposed method (DCSS) with the
baseline deep clustering method (DAEC) by Accuracy and NMI metrics.

DEAC method was implemented and tested with the same
Persian dataset (Sep_TD_Tel01). The comparison results are
presented in Table 4 and Figure 4. According to this table, the
proposed DCSS method has improved the accuracy by 6.6%
and NMI by 6.3% compared to the DAEC method.
Experiment 3: Although the second experiment shows the

efficiency of the proposed model by accuracy and NMI crite-
ria, however, to ensure the efficiency of the proposed model,
we decided to evaluate the output of the proposed model
by human. Four human evaluators familiar with the topic
detection process were employed for this purpose. First, the
set of posts of each window from Sep_TD_Tel01 dataset was
provided to the evaluators to study. Then, the output of one of
these two methods (DAECmethod and the proposed method)
was selected randomly and was provided to them and they
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TABLE 5. Comparison of human evaluation results for the proposed method (DCSS) and the deep clustering baseline method (DAEC) on the Sep_TD_Tel01
dataset. Each window was evaluated qualitatively by four evaluators on a scale of 1 (poor) to 5 (excellent). The score of each method is the average of
scores given by all evaluators across all windows. The normalized score is obtained by dividing the score by 5, with a maximum value of 1.

FIGURE 5. Comparison of human evaluation results for the proposed method (DCSS) and the deep clustering
baseline method (DAEC).

were asked to evaluate and score the quality of the output.
Afterwards, the output of the other method was given to them
and they were asked to evaluate and rate its quality. The order
of output delivery for each evaluator was randomly deter-
mined to prevent bias towards one of themethods and to avoid
any mental pre-judgment among the evaluators, ensuring fair
results. The evaluation was conducted by assigning scores to
the quality of the output of each method in each window. The
assessment was conducted qualitatively, within a range of 1
(indicating poor) to 5 (indicating excellent). Averaging the
score of all evaluators over all windows determines the score
of each method. The results obtained from this experiment
are shown in Table 5 and Figure 5. We have also calculated
the normalized score to have a better understanding of the
scores. The normalized score is obtained by dividing the score
by 5, with a maximum value of 1. According to this table, the
proposed model has also been able to achieve a higher score
in terms of human evaluation.
Experiment 4: The purpose of the fourth experiment is

similar to the second experiment, to measure the efficiency
of the whole model compared to other methods. The primary
distinction between this experiment and the second one lies in
the case study of these two experiments. In the second exper-
iment, the proposed method was compared with a clustering
method, i.e. the comparison wasmade from the perspective of
clustering. However, in this experiment, the proposed method
is comparedwith topic detectionmethods, i.e. the comparison
is done from the perspective of topic detection. The second
distinction lies in the utilization of new criterion FS in this
experiment. The FS criterion focuses on posts in a particular
topic; hence, the quality of topic detection is assessed based

TABLE 6. Evaluation of the proposed method from topic detection point
of view: Comparing the results of the proposed method (DCSS) with ten
topic detection methods on the Sep_TD_Tel01 dataset by ClassFS,
ClusterFS, and MeanFS evaluation metrics.

on its relevant posts. In this experiment, the proposed DCSS
method is compared with ten topic detection methods [29].
The results are shown in Table 6. According to the results,
the proposed DCSS method also performs better than other
topic detection methods. Figure 6 demonstrate these results
too.

VII. DISCUSSION
As mentioned above, this paper proposes a new model based
on sentence similarity and deep clustering for topic detection
which is based on ‘‘Azobel’s cognitive theory of learning’’.
The theory we are following in this article is that if the neural
network first learns the concept of ‘‘sentence similarity’’, then
the concept of ‘‘separating data for clustering’’, better results
will be obtained. We named this theory as ‘‘Neural Network
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FIGURE 6. Comparing the results of the proposed method (DCSS) with ten topic detection methods.

Meaningful Learning’’ (NNMeL) theory. This theory is sim-
ilar to Azobel’s theory about human. The first experiment
attempts to test the correctness of this theory. The results of
the first experiment show that the third strategy has achieved
the best results in both tables. In the third strategy, the CSE
and SSC components (which are involved in determining
sentence similarity) are trained first. I.e. the network first
learns the concept of ‘‘sentence similarity’’. Then, without
changing the result of this training (i.e. without changing
Contextualized Sentence Representation (CSR)) the concept
of ‘‘separating data for clustering’’ is taught to the VSN part.
Meanwhile, the generation of separable vectors is performed
based on the CSR vectors i.e. the concept of ‘‘separation’’
is learned in connection with the concept of ‘‘sentence simi-
larity’’. Therefore, the results of the first experiment confirm
the concept of ‘‘Neural NetworkMeaningful Learning’’. This
implies that meaningful learning in artificial neural network
occurs when concepts are learned separately, but are related
to each other.

As mentioned above, another novelty of this article is the
generation of latent space vectors based on sentence sim-
ilarity. The question is: how effective is this method? The
second to fourth experiments aim to demonstrate the perfor-
mance of ‘‘Deep Clustering Based on Sentence Similarity’’
(DCSS) is better than the existing methods. Since the basis
of DCSS method is deep clustering, we first compared it
with a state-of-the-art deep clustering method. We not only
evaluated it using existing evaluation criteria (second test)
but also assessed it manually (third test). The results from
both experiments confirm that usingDCSS and training based
on sentence similarity is better than using autoencoder and

training based on denoising. The fourth experiment, however,
follows a different perspective. In this experiment, we eval-
uated the proposed model from the topic detection point of
view instead of clustering point of view. The results of this
experiment also confirm the performance of the proposed
model.

VIII. CONCLUSION
In this paper, a new theory for neural network training
named ‘‘Neural Network Meaningful Learning Theory’’ is
presented. According to this theory, meaningful learning in
an artificial neural network occurs when concepts are learned
separately but are also related to each other. The application
of this theory can be expressed as follows: if we want to train
an ANN for an application, we should divide it into several
concepts and assign a representation vector to each concept
separately. Subsequently, each concept should be trained
separately, one after the other, while making connections
between them using their corresponding representation vec-
tors. As a testbed for evaluating this theory, the DCSS model
is proposed. The model is intended to learn two concepts:
‘‘sentence similarity’’ and ‘‘data separation for clustering’’.
Therefore, in the proposed model, first the concept of ‘‘sen-
tence similarity’’ is taught to the network, then the concept
of ‘‘data separation for clustering’’. The connection between
these two concepts is established through the CSR (contex-
tualized sentence representation) vector. An experiment was
also conducted to evaluate this theory. The results of the
experiment confirmed that training according to this theory
yields better results in compare with training outside of it.
It also had another important conclusion for us: ‘‘it is better
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to separate role of the vectors in the learning’’. In the cur-
rent researches same vector plays different roles for example
presenting ‘‘latent space’’ and ‘‘separable vectors of cluster-
ing’’. The results of this study indicates that better results are
achieved when different vectors are used for each role and
trained through NNMeL theory.

In addition, a new model named ‘‘Deep Clustering Based
on Sentence Similarity’’ (DCSS) is proposed for topic
detection. Themain idea of this model is ‘‘to generate a repre-
sentation of sentences based on their similarity’’ as opposed
to other methods of generating representations regardless
of similarity. In addition, a framework is provided to make
the model trainable. The conducted tests show the better
performance of this model compared to the model that did
not use sentence similarity. These tests were performed not
only using NMI and Accuracy criteria, but also using human
evaluation from clustering perspective. The results indicated
a 6.6% improvement in accuracy. In addition, the proposed
model was compared with ten other methods from topic
detection point of view. The results of these tests also showed
the superiority of the proposed model.

DCSS utilizes ‘‘sentence similarity’’ module instead of
‘‘autoencoder’’ module used in current methods. The autoen-
coder is simpler to train because it doesn’t require any special
dataset for training. A noise is simply added to the input
vector and is used to train autoencoder. However, a similarity
dataset is needed to train DCSS, which is a drawback of
this model. In contrast, the results are superior and closely
resemble human nature. Additionally, the sentence similarity
module can be trained on a large dataset once and then used
as a pretrained module for other applications.

IX. FUTURE WORKS
The findings and models presented in this paper open sev-
eral avenues for future research and development. The most
important one is to conduct empirical studies to validate
the NNMeL theory by implementing it in various neural
network architectures and comparing their performance with
traditional training methods. This theory can undergo testing
in various research domains and practical applications. Here,
some examples of applications in which this theory can be
applied are provided along with their base papers for those
who want to work in this field: enhancing recommender
systems leveraging the principles of [30] and [31], image pro-
cessing [32], [33], question answering [34] and user reviews
for products [35], [36].
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