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ABSTRACT The proliferation of Internet of Things (IoT) devices and other IT forms in almost every
area of human existence has resulted in an enormous influx of data that must be managed and stored.
One viable solution to this issue is to store and handle massive amounts of data in cloud environments.
Real-time data analysis has always been critical. However, it becomes even more crucial as technology and
the IoT develop, and new applications emerge, such as autonomous cars, smart cities, and IoT devices for
healthcare, agriculture, and other industries. Given the massive volume of data, moving to a remote cloud
is time-consuming and produces severe network congestion, rendering cloud administration and rapid data
processing difficult. Fog computing provides close-to-device processing at the network’s periphery, and fog
computing can analyze data in near real-time. However, the increased amount of IoT gadgets and data they
produce is a formidable challenge for fog nodes. Task offloading may enhance fog computing by offloading
the excess data to other nodes for processing due to the restricted resources in the fog. Management of
tasks and resources must be optimized in fog devices. This review article overviews related works on task
offloading in IoT-Fog-Cloud Environment. In addition, we discuss about fog networks and Software-defined
network (SDN) applications and challenges in fog offloading.

INDEX TERMS Fog computing, cloud computing, task offloading, task management, fog offloading,
software defined network (SDN).

I. INTRODUCTION

The vast development of intelligent devices and the rise
of cloud computing have led to exponential growth in the
quantity of data generated by IoT gadgets. Furthermore,
cutting-edge IoT applications need ultra-low latency for
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data transmission and processing. These include augmented
reality (AR), virtual reality (VR), autonomous driving, and
intelligent manufacturing. A new computer paradigm, ‘‘fog
computing,” is designed to fulfil these needs. Rather than
transmitting large amounts of data to a centralized cloud
server, delay-sensitive apps like augmented reality (AR), vir-
tual reality (VR), and online games may do the necessary
processing at fog nodes. It would significantly lessen the
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latency of information processing and reduce the quantity of
data sent inside the primary networks. In fog computing, fog
nodes are located close to the [oT devices so that they may act
as a bridge between them and the public cloud. Depending
on the structure, a fog node might be a cloudlet, a micro-
data center, or an IoT gateway. The benefits of fog computing
have yet to be realized entirely despite many practical and
educational efforts [1], [2]. Since the IoT generates copious
amounts of data, cloud computing may be used to manage
and analyze this deluge of information. However, real-time
processing is essential for many IoT devices. Fog computing
provides a great answer to this problem. Offloading tasks
from one fog to another node is crucial for continuing pro-
cessing operations without interruption due to the limited
resources in fogs for heavy-duty processing, particularly for
procedures that need to be handled in real-time or quickly.

Fog offloading and SDN have been widely used across
several industries, showcasing their capacity to improve oper-
ational efficiency and decision-making. Fog computing is
employed in smart cities to decrease latency and power usage,
which is essential for IoT applications such as traffic man-
agement and public safety systems. Additionally, wireless fog
networks enabled by SDN offer reduced latency and effective
load balancing [3], [4], [5]. Within the healthcare sector,
it facilitates expedited processing of data at the periphery,
hence enhancing the promptness and dependability of patient
treatment [6], [7] Fog computing and SDN are advantageous
for industrial automation since they provide predictive main-
tenance and process optimization, particularly in industrial
Internet of Things (IIoT) systems, ensuring real-time perfor-
mance and high reliability [8], [9].

Vehicular ad-hoc networks (VANET) [10] and vehicular
networks [11] integrate SDN and fog computing, while [12]
employs a fusion of fog computing, SDN, and blockchain
to enhance IoT sensors in agriculture. Additionally, within
the domain of Intelligent Transportation Systems (ITS), [13]
highlights further innovative deployments and [14] focus on
prediction of forest fires via distributed machine learning
on a fog network. These examples highlight the extensive
influence of the technology across several industries.

An evaluation of existing research shows that several
frameworks and methods have been used to offload com-
putation from the fog onto other nodes in the computing
infrastructure. While algorithms provide many options for
dealing with this problem, including offloading to the cloud,
the most practical approach is to upload work to another fog
due to the high expense of cloud offloading. The challenge
now is picking the right node from all the available ones on
the network—one that has enough computing power, a fast
enough connection, enough bandwidth, and is not too far from
the original place.

Literature evaluation and research of various methods and
methodologies show that centralized and distributed architec-
tures have benefits and drawbacks. The fogs assemble their
data and the rest of the network’s nodes and linkages. In addi-
tion to placing a heavy computational burden on the fog and
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communication lines, this effort also needs to improve the
efficiency of the underlying network and computing fog. The
Centralized architecture has performance concerns since it
relies on a single device, making it vulnerable to outages in
case of a communication breakdown between the nodes.

In light of the numerous complexities surrounding offload-
ing in fog computing, with particular emphasis on the
intricate nature of network structures, this review paper
delves into a comprehensive analysis of the prevailing chal-
lenges and their corresponding solutions. Our objective is to
scrutinize the diverse aspects of network utilization in fog
offloading and explore the applications, benefits, and obsta-
cles associated with SDN technology within this domain.

The following are the primary contributions of this survey:

1. A thorough analysis of the fog offloading issue classifies
the most recent solutions and identifies the various aspects
impacting the offloading decision.

2. We discuss and explore diverse types of offloading
networks by focusing on SDN applications in this field.

3. We present a classification for the optimization method-
ologies to tackle the service placement issue for IoT applica-
tions deployed across fog nodes.

4. Finally, we explore future research directions in
fog-based systems and identify great difficulties.

We will go deeply into each issue in the following parts
of this review article. In the second part, we will review the
significant components, ideas, and aspects of fog computing.
In the third section, the related surveys are discussed. We will
then perform a detailed assessment and evaluation of fog
offloading related approaches and analyzing recent studies in
the fourth part. In the fifth part, we will assess and evaluate
the approaches and categorization of fog computing architec-
tures and SDN. In the sixth part, we will discuss the results,
emphasizing both the advantages and problems connected
with SDN in fog computing. Finally, in the last part, we will
make conclusions that will pave the way for future research
areas in fog computing.

Il. OVERVIEW OF FUNDAMENTAL CONCEPTS

A. loT

The term “‘Internet of Things” (IoT) refers to a network of
physical things, such as buildings, cars, and other objects, that
collect and distribute data using software, sensors, electron-
ics, and network connections. IoT devices have confronted
storage, communication, energy, and computing limits. Due
to these inefficiencies, IoT and cloud computing technologies
are combined [15].

Many IoT systems and information science addresses asso-
ciated with IoT devices are connected to the internet to
provide end users and businesses with regular services and
tasks. Applications for the IoT have exploded in recent years,
and predictions indicate that this trend will continue. More
than seven billion IoT devices were linked to the internet
in 2018; fourteen billion were anticipated to do so in 2019.
Among the IoT applications with the highest number of
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deployed devices is the home sector, with 663 million devices
in use in 2017. Some of the purposes for intelligent homes
include locks, freezers, stoves, refrigerators, and lighting.
Expanded IoT usage, or the ““smart city,” has been proposed
for many European nations. Automation, pricing potency, and
exactness have contributed most to the present trend in indus-
trial, agricultural, and health applications. Patient monitoring,
energy-saving, and imaging-related technologies are a few
examples of healthcare gadgets (X-ray machines) [16].

B. CLOUD COMPUTING

“IoT” and “cloud computing” are the foundation of a swift
and autonomous transformation. IoT technology’s process-
ing, storage, and communications constraints may initially
be made up for by the almost limitless cloud computing
resources and capabilities. Additionally, cloud computing
may be advantageous in many real-world situations by allow-
ing new services. IoT technology has extended its reach to
solve real-world issues in a more distributed and dynamic
fashion [17].

Connecting self-aware, intelligent nodes, or “things,” in a
dynamic, worldwide network architecture is the core concept
of the IoT. It supports ubiquitous and pervasive computing
potential and is one of the most problematic technologies.
Some define the IoT as a phrase for small, universal, global,
and responsible items with limited processing and storage
power and privacy, security, and accountability concerns.
On the other hand, cloud computing is a highly developed
technology that offers almost endless processing and storage
capacity and has addressed or substantially resolved most IoT
issues. As such, it is anticipated that a single IT paradigm—in
which Cloud and IoT are complementary technologies—will
disrupt the current and future internet [18]. The necessity for
an interface between cloud and fog infrastructures was seen
from the beginning of the fog concept [19]. Additionally, [18]
addresses the interaction between such entities; the standard-
ization of this interface is highlighted as one of the crucial
challenges [20].

C. EDGE COMPUTING

In order to improve reaction times and save bandwidth, edge
computing and fog computing—two essential elements of
distributed computing—seek to move processing and data
storage closer to the point of need. Even if their goals are
identical, their distinct qualities may either support or con-
tradict one another. Whereas fog computing makes use of
an intermediate layer, such as routers or gateway devices,
edge computing processes data on devices at the edge of
the network, such as smartphones and IoT sensors. Through
a layered computing architecture, the synergy of these two
enables a more effective allocation of computational activi-
ties, boosting efficiency, performance, scalability, and system
dependability. Edge computing requires the construction of
tiny, virtualized infrastructures between base stations, radio
network controllers, and other aggregation sites at the net-
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work edge. Although edge computing uses an architecture
and an operating system distinct from fog computing (one
operator maintains the infrastructure, excluding consumer
devices), it targets applications comparable to fog computing.
Edge computing also leverages telecom infrastructures to
provide mobile edge services, including location, information
measure management, and radio network information [21].

To prolong the battery life of edge devices, the applications
running on edge devices may be efficiently migrated to fog
devices that possess sufficient resources and battery capacity.
This approach has been demonstrated in research [22].

Nevertheless there are additional difficulties in combining
edge and fog computing. It is difficult to manage resources
between fog nodes and edge devices, and the increasing data
processing at the edge raises security and privacy issues.
Interoperability problems may arise from a lack of stan-
dardisation, and in certain situations, the interdependency
on network connection presents difficulties. Furthermore,
the deployment and maintenance of these integrated sys-
tems are very complicated, and the energy consumption and
sustainability of such a dispersed network need cautious man-
agement. All things considered, edge computing enhances
fog computing by improving processing power, but it also
brings new challenges that must be resolved in order to
maximise dispersed computing systems.

D. FOG COMPUTING

Fog computing has emerged as a feasible supplement to
cloud computing with the advent of real-time IoT devices,
bringing cloud computing to the edge of the network to
fulfill the stringent latency constraints and intense process-
ing needs of these applications [22], [23]. A typical fog
compute node comprises several geographically distributed
fog nodes positioned at the network’s edge with different
resource provisioning, such as storage, processing power, and
communication bandwidth [24]. Fog computing bridges edge
devices and the cloud, offering low-latency connections and
a dynamic environment. It is similar to the edge in architec-
ture and closer to the cloud regarding resources, capable of
performing computations and storing data fields [25].

A cloud extension known as fog computing occasion-
ally reduces latency and supports time-sensitive applications,
including online gaming, healthcare, and autonomous driv-
ing. Local devices execute simple activities, whereas large
cloud installations handle sophisticated procedures. Fog
computing collects virtual resources from several devices
scattered around the environment, each managed by a dif-
ferent entity [21]. The IoT enables connections between
objects and networks. Fog computing, an innovative con-
cept, provides computer, storage, and networking services to
IoT devices (such as sensors or embedded devices) at the
network’s edge. Fog computing benefits mobile computing
swiftly analyses massive amounts of data and manages bil-
lions of internet-connected devices.

Fog property, quality of service, interface and program-
ming model, machine offloading, scheduling, accounting
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and tracking, resource and repair management, and infor-
mation privacy are among the fundamental problems in fog
computing. Fog computing eliminates interruptions with an
economical cloud architecture. Positioning fog nodes adja-
cent to the information source provides cloud support options.
Instead of transferring IoT data to the cloud, fog evaluates
and stores it locally at IoT devices, enabling fog to offer
higher-quality services with quicker response times. Fog is
the ideal choice for allowing the IoT to provide a range of IoT
applications in an IoT system with practical and dependable
services [26].

The closeness of end users, regionally targeted allocation,
and quality allowance will distinguish fog from the cloud.
Fog substantially minimizes network information measure
utilization when compared to the cloud. In cloud based IoT
data processing, each unique piece of IoT data must be sent to
the cloud data center. Transferring data becomes increasingly
costly if the number of data to be reviewed rises fast as is
the situation with today’s IoT. Because of the fog, infor-
mation is kept and processed locally, reducing the utility of
sending such information. If processed data is required to
be retained for different analytical and historical reasons,
it is uploaded to the cloud. Consumers would benefit from
cheaper operational expenses as a consequence. Furthermore,
since the data is handled so close to the source, the end-user
application becomes very fast, which is crucial for maintain-
ing the quality of service for period and Mobile to Mobile
operations. As a result, fog management services improve
customer satisfaction while IoT information services become
more reliable, efficient, and consistent [26].

Even though fog networking seems to be a realistic solution
for overcoming the drawbacks of cloud computing and cur-
rent networks, some concerns must be addressed in the future.
The most critical need is a distributed intelligent platform for
managing computing, networking, and storage resources at
the edge. Given the wide variety of processing power capa-
bilities of nodes, the uncertainty surrounding task demands,
resources available at fog nodes, and distribution choices, it is
challenging to make an acceptable distribution decision in fog
networks [27]. Furthermore, communication delays between
nodes should be considered when selecting a distribution,
since this may lead to more extended processing times [28].
Consequently, the Fog computing paradigm confronts several
challenges [29].

A fog node’s response period is used to evaluate whether
it should handle the whole of a service request that has been
received, process just a part of it, or offload it to another fog.

Each fog’s reaction time will be determined regularly uti-
lizing the fog’s available capacity (i.e., waiting line volume)
and the service’s demand travel time (lower latency is always
desirable) [30].

Each fog in the network tries to gather data about other fogs
and nodes nearby. Whenever a fog has to offload its respon-
sibilities to other nodes, it stays connected to the surrounding
nodes, changes the value of the computational function and
the state of its connection connections, and decides about
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FIGURE 1. A three-layer fog computing architecture [22].
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which fog to offload based on an algorithm that analyses the
different fogs.

In contrast, the centralized architecture relies on a server
or other centralized device to gather data from distributed
fogs, analyze computing resources, and map out connections
between distributed fogs throughout a network. Send the
communication connections from the nodes constantly to the
device in the center. A node will communicate with this
centralized machine when it wants to submit its duties. Cen-
tral devices pick the target fog for offloading and introduce
the source node based on nodes and network connections
following the decision process for which the choice is
made. A three-layer fog computing architecture is shown in
Figure 1.

E. TASK OFFLOADING

IoT and mobile devices are not suited for running pro-
grams needing significant resources since they have limited
memory, computing power, battery life, and measurement of
communication data. Mobile cloud computing was developed
to solve the current problem and eliminate such challenges.
It is a paradigm for shifting heavy-lifting mobile device tasks
to the cloud or compute offloading, which frees up mobile
devices’ resource constraints. Several constraints, including
a sizeable average access latency between users and remote
clouds, high battery consumption, and a deficiency of local
user data, make offloading activities to the cloud possible
only for specific mobile applications. Novel approaches are
being presented to address these problems, including offload-
ing mobile network traffic to complementary networks like
Wi-Fi and satellite-terrestrial networks and edge cloud com-
puting [31].

Consider the case when a fog node first receives and
processes a request for data processing from a thing before
responding. When a fog node is overloaded with other
requests, it may only process a portion of the payload before
sending it to other fog nodes. There are two ways to simulate
fog node interactions: With the first approach, a central node
keeps up the fog node offload contact. Every fog node follows
a protocol to provide its most current status information to
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FIGURE 2. Task offloading scopes related to fog computing.

its neighbors. Second, every fog node maintains a frequently
updated list of the best nodes to manage the offloaded work-
loads [30].

Offloading must handle many challenges in fog computing,
including: How to construct the best offloading scheme, how
to partition an application for offloading, and what sort of data
is needed for offloading decisions are the first three questions
[24].

Offloading must handle many challenges in fog computing,
including: How to construct the best offloading scheme, how
to partition an application for offloading, and what sort of
data is needed for offloading decisions are the first three
questions [13], [32], [33].

According to [23], resource allocation and dynamic
offloading in fog computing present many vital challenges.
These challenges include the following:

1) The Power-Latency Tradeoff and System Dynamics: A
fog system often consists of several layers, intricate dynamic
interactions between fog tiers and the cloud, and dynamic
internal dynamics that are always changing.

2) Effective Decision-Making Process: Because of over-
heads, decision-making processes should be computationally
effective. The challenges are often brought on by the unpre-
dictable nature of the traffic data, the ongoing nature of task
delivery, and the intrinsic complexity of the issue.

3) Understanding the Benefits of Predictive Offloading: A
crucial aspect of online decision-making is using predictive
offloading to reduce delays and improve the quality of ser-
vice. Although fog computing prediction offloading has var-
ious applications, its primary constraints remain a mystery.

The key topic that will be explored is resource management
in terms of computing resources and data storage amongst
different fogs in the network. IoT devices may offload tasks
to fog nodes fog nodes to other fog nodes, and fog nodes to
clouds.

The tasks are re-offloaded to the surrounding fog nodes or
cloud due to the fog node’s low processing resources [34],
[35], [36], [37], that resulted in more transmission and pro-
cessing costs [37], [38]. Figure 2 depicts the scopes of task
offloading in fog computing.

Here, we will present and discuss related fog processing
and offloading efforts. Due to its relevance and significance,
the fog processing debate has garnered the attention of several
scholars.

F. SOFTWARE DEFINED NETWORK (SDN)

SDN is an advanced networking concept that divides the
control plane from the data plane [39]. This leads to increased
flexibility and agility as well as more straightforward network
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design and management. SDN’s main idea is to let a logically
centralized software-based controller, or control plane, take
care of network intelligence and decision-making, with the
data plane handling tasks like traffic forwarding. SDN has
many advantages, including network programmability, which
promotes network automation, and network management,
which lowers operating costs by streamlining administration
activities. And virtualization of networks [40].

Most device power consumption in IoT applications hap-
pens during packet forwarding on the network side [13],
[41]. Device life and offloading quality will suffer from
poor-quality offloading brought on by limited bandwidth and
excessive latency. SDN has evolved as an auxiliary technol-
ogy on the network side in offloading operations to alleviate
this issue [13], [42].

Centralized control, programmability, load balancing, and
management are just some of the problems that plague tradi-
tional Fog networks [43], [44], [45]. Fog nodes can efficiently
operate together using SDN [2], [45], [46]. By enhancing the
rules in its centralized SDN controller with a network-wide
perspective [47], SDN allows for more wiggle room in the
network’s programming. By gathering information from each
network device, adjusting the load-balancing plan, and keep-
ing an eye on network traffic, an SDN controller dynamically
manages the network [45], [48], [49].

Gathering network data, such as utilization of resources,
device positioning and mobility, load metrics, and network
information, is the primary duty of the SDN controller in
order to ensure the field of SDN-enabled networks provides a
high level of service [13], [50], [51], [52], [53]. The offload-
ing service with SDN can detect changes in the network since
it uses the SDN controller according to the compute demands
and network conditions, it may select the best offloading node
for an overloaded fog node.

Ill. RELATED SURVEYS

As pointed out earlier, merely transferring and offloading data
across Fogs won’t provide the perfect setup without consider-
ing task management and resource availability. Nevertheless,
the majority of prior review papers have addressed algorithms
from a broad perspective, failing to take into account the
specifics of the algorithm’s capacity for task and resource
management. This work makes a substantial addition to the
area of fog computing by analyzing fog analysis algorithms
based on the three primary capabilities of task management,
resource management, and task offloading.

This study diverges from recent surveys focused on fog
and Edge computing, mobile Edge computing, or machine
learning applications. Instead, it offers an in-depth analysis of
network concerns and SDN applications, specifically within
the framework of fog offloading. This extensive examination
of network and SDN issues fills a gap in previous research,
which either ignored or briefly addressed these aspects. As a
result, it makes a substantial addition to the subject. This
approach fills an essential need in existing literature, estab-
lishing our study as a crucial asset in comprehending and
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progressing network management tactics in these developing
computing paradigms.

Surveys [39], [40], and [44] mainly examined Edge com-
puting, mobile Edge computing, and general SDN usage.
However, they either neglected or just briefly addressed net-
work concerns. On the other hand, this study provides a
detailed analysis of these topics, addressing a significant
deficiency in the existing body of knowledge and offering
valuable perspectives for enhancing network management
tactics in Fog computing.

In [54], task offloading in edge computing and the 10T is
investigated. The study considers the benefits, factors that
impact the decision of offloading, and different offloading
techniques and algorithms. The algorithms are classified into
two categories, machine learning and non-machine learning,
and offloading strategies, such as total and partial offload-
ing, are discussed. Authors of [55] analyzed the role and
challenges of Artificial Intelligence and Machine Learning
algorithms for resource management in fog/edge computing
environments.

References [56] examined significant journal publications
on mobile computing and how the research route, challenges,
and methodologies have evolved. Also, the architecture
and essential components of edge computing are described.
Reference [57] overviews offloading strategies in a fog envi-
ronment. The contributions they cover are articles published
on or before November 2020 and do not contain the most
recent research in fog computing.

A general overview of the goals, optimization methods,
algorithms relevant to task offloading in fog computing, and
formulation of its mathematical issue is covered in [58].
The article [35] examines the factors influencing whether to
utilize the cloud or the fog for offloading while discussing
various offloading techniques in the cloud-IoT ecosystem.
The authors also discuss other offloading-supporting tech-
nologies, such as wireless connection, virtualization, and
Al Reference [59] reviews how Reinforcement Learning
(RL) and Deep Reinforcement Learning (DRL) algorithms
deal with offloading problems in fog computing. Value-
based, policy-based, and hybrid-based algorithms are the
three classes into which it divides the fog computing offload-
ing methods.

In contrast to prior review studies, we focused on task man-
agement from different perspectives in this study, including
network problems and SDN technologies. Table 1 compares
this study with other relevant studies in this field.

This review article focuses on the importance of networks
and SDN in fog computing, emphasizing how they improve
resource management, scalability, and compute efficiency in
centralized and distributed computing environments. As a
cloud computing extension, fog computing moves storage
and processing closer to the network’s edge, requiring reliable
and adaptable network management systems. In this context,
SDN’s function is essential since it offers dynamic network
design and optimization, which can adjust to fog computing
environments’ different and sometimes erratic requirements.
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The detailed examination of these issues by this study
not only offers a complete knowledge of the problems and
solutions in this field today but also opens the door for future
advancements in SDN application and network management,
both essential for developing fog computing technologies.

IV. FOG OFFLOADING RELATED APPROACHES
The paradigm for fog computing has extremely low latency.
Due to fog computing scalability and improved reactivity,
it has caught the interest of numerous academics [14], [35],
[46], [55], [99], [60]. Several publications in the fog com-
puting sector were investigated in the literature review. These
articles are classified and compared into the following areas
of fog offloading based on the kind of algorithms and system
architectures.

a) Resource management

b) Task management

¢) Task Offloading

The interconnected components comprising the fog com-
puting architecture are shown in Figure 3, and relevant
articles will be discussed in the following sections.

Before proceeding to the articles connected to the debate,
we evaluate the available surveys on this issue and emphasize
the significance of this study in this part.

A. RESOURCE MANAGEMENT

The fog network consists of various heterogeneous devices
that may perform computations, store data, and exchange
messages. Due to the ever-changing nature of fog net-
works and the mobility of their constituent devices, resource
management is a significant challenge. Considering the
importance of effectively managing resources, this might
enhance fog network performance and make the most of fog’s
processing capability. Since then, various attempts to improve
fog networks’ resource management have been assessed.

In [30], a fog-to-fog cooperation paradigm encourages
fog nodes to offload incoming requests based on their load
and processing capacity. The mathematical model of fog-to-
fog collaboration that achieves near-optimal task distribution

39063



IEEE Access

M. R. Rezaee et al.:

Fog Offloading and Task Management in loT-Fog-Cloud Environment

TABLE 1. Related works.
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[54] 2023 v v v v v v v Focus on Edge computing
[56] 2023 v v v v v v v Focus on mobile Edge computing
[55] 2023 v v v v v v v v Did not discuss network issues.
[57] 2022 v v v v Did not discuss network issues.
Just short refer to network
[58] 2022 v v v v v v v architecture and SDN application in
fog offloading
Focus on Machine learning usage and
[59] 2023 v v v v v v just generally mentioned which
articles use SDN or not.
[35] 2018 v v v v v v Didn’t discuss network issues.
Thissurvey 2023 v v v v v v v v v v Network and SDN discussion.

across cooperating fog nodes. The Fog Resource Manage-
ment Scheme (FRAMES) encourages load balancing to
address the latency issue with service requests received from
objects. It is built on the fog as a service concept, which
implies that each fog node is self-contained in processing,
networking, and storage. The study uses a formal mathemat-
ical model that underlies fog node load balancing.

The DLAEC algorithm, introduced in reference [61] aims
to enhance service quality through the utilization of deep
learning, taking into account the availability of human
resources and network capacity for each edge system. The
DLAEC method maximizes resource utilization at the edge
while guaranteeing the concurrent execution of the maxi-
mum number of deep learning tasks via a three-step decision
procedure. DLAEC independently evaluates edge access and
calculates the correct number of deep learning layers for
identification at both the edge and cloud nodes, in contrast
to previous models that allocate a set number of deep learn-
ing layers to edge systems. By assigning the majority of
deep learning tasks to edge nodes, this method lessens the
requirement for cloud transfers in an Edge Computing-based
intelligent city environment, reducing network congestion
and the load on the cloud. Nevertheless, instead of mini-
mizing processing time delays, its primary objective is to
maximize the capacity of the edge nodes. Consequently, the
maximization may result in delays, and additional tasks may
be accumulated on a single node before being redistributed to
other nodes.

Blaster is a federated structure for routing packets within a
dispersed edge network to improve application performance
and data-intensive application scalability [62]. It also includes
arevolutionary path selection algorithm that predicts the best
route using Long Short-Term Memory (LSTM). This method
employs a Federated Learning (FL) model to increase com-
munication across SDN controllers while retaining data flow
capacity. Choose the optimal route during system construc-
tion by using the results of an LSTM model, which is a kind
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of recurrent neural network that uses regression as a tunable
technique. It is common practice to use the LSTM approach to
deep learning-based time series forecasting problems. It pro-
vides a traffic matrix and a network graph to the LSTM.
In a peak load prediction, the SDN controller or application
may modify route selection based on the output, which is the
estimated future load on the input connections. As a conse-
quence, the state of the network influences route selection.

Reference [63] deal with implementing SDN to fog net-
works, namely P4/P4Runtime. According to the industry, P4
as a data plan programming language and P4Runtime as a
control-to-data plan interface may assist address the demands
of next-generation networks. It presents a unique technique
for deploying SDN control plans capable of handling fog net-
work SDN data plans and SDN data plans integrated near the
main network. In this manner, SDN controllers may handle
cross-layer SDN data plans, enabling certain operations to be
offloaded to the Edge.

Reference [64] creates Android applications that serve
as intermediaries between IoT devices and Edge/Fog/Cloud
Computing ecosystems is made more. These modules facili-
tate connectivity with numerous devices functioning as data
sources, and they can seamlessly integrate with various
Fog/Cloud frameworks, making them readily adaptable for
diverse applications. This concept is confined to one Android
application and face limitation to be implemented in any
system.

A mechanism for data allocation in IoT systems was pro-
posed in [65] using the Blockchain. A data controller based
on fuzzy logic aids in data allocation decisions. FogBus used
blockchain-based cloud and fog technologies to improve a
healthcare case study. The latency of data transfers, network
utilization, energy consumption, and blockchain storage have
all decreased, but security mechanism delays persist.

In [66], a paradigm based on Edge Affinity was proposed
and developed to manage applications in processioning fog
infrastructures. This paradigm organizes applications so that

VOLUME 12, 2024



M. R. Rezaee et al.: Fog Offloading and Task Management in loT-Fog-Cloud Environment

IEEE Access

its resource-aware approach employs a larger number of fog
processes to run applications with heavy data loads and rigor-
ous resource needs. It addresses difficulties with application
data flow and bandwidth. The drawback of this strategy is that
it is dependent on a static fog management server to perform.

In [67], a fog computing model be utilized to produce
mobility assistance advice for visually impaired people. This
device combines a mobile phone with a low-cost, low-power
embedded board and a neural computing stick, giving rise
to the acronym PEN (Phone + Embedded Board + Neu-
ral Computing Stick). These three devices work together to
provide numerous distributed capabilities by combining fog
computing with cloud computing. The model’s shortcoming
is that varied hardware devices impact the system’s mobility
and adaptability.

Reference [68] present SOSW in Mobile Edge Computing
(MEC) by leveraging the network traffic matrix. To deter-
mine the ideal placements for fog nodes, the SOSW model
combines column-pivoting linear algebra techniques with
singular-value decomposition (SVD) and QR factoring. With
the aid of ant colony optimization (ACO), SOSW pro-
vides the constraint-based shortest path algorithm (CSPA),
a heuristic-based traffic engineering solution that optimizes
route calculation for task offload. The architecture of fog and
its grid to its location within the network are the main topics of
this research. The placement of fog to IoT devices in offload-
ing data to fog in less time is also useful in decreasing energy
consumption. Selects the route by which the IoT device may
upload its data to the fog by collecting data through SDN and
the recommended method for transmission.

Research [69] measuring connection quality over time as
the average failure, downtime, or repair time. To evaluate
the reliability of connections, use a k-nearest (k-NNR) ML
approach based on regression trained on a 5-month real-life
network data set. The k-NNR considers connection param-
eters such as the rate of link utilization, link failure, and the
frequency of data set failures. Furthermore, calculate the con-
nection delay as the sum of the transfer delay package size.

Research [70] discusses the internet of vehicular in MEC
by utilizing SDN to propose a resource allocation and com-
munication enhancement technique. It leverages g-learning
to enhance the allocation of communication and computation
resources by anticipating offload choices. This design’s short-
coming is that it ignores a number of environmental factors
that are necessary for the proper functioning of the Internet
of Vehicles system. In order to determine the best offloading
choice, communication, computing resource allocation, and
privacy protection design, it applies a deep reinforcement
learning method in SDN networks with an emphasis on
edge computing-based computing offloading and resource
allocation. Real-time business from terminal vehicles is sent
straight into MEC’s processing equipment, and MEC and
SDN are integrated to provide centralized resource manage-
ment and flexible network control.

Study [9] has proposed an adaptive computing optimiza-
tion for resource management in industrial IoT using SDN
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and edge computing. It describes a strategy for effectively
calculating the resources of neighboring devices and edge
nodes for task processing: priority-based transmission with
the least energy.

In [71] a user revocation system with an efficient architec-
ture for a multi-user cloud environment that maintains data
integrity is provided. It is efficient at reducing overhead when
compared to current models in the cloud environment, but as
user numbers rise, it increases the duration it takes to create
signatures and proofs.

Using CCTV cameras for surveillance and event monitor-
ing or on-board cameras for traffic monitoring, an application
may produce enormous volumes of data, especially when
video stream processing is involved field [72]. The primary
contribution of [20] is the development of dynamic workload
placement methods for latency-constrained stream process-
ing requests. The primary concentration is on the arrangement
of operators and the allocation of resources in a distributed
environment that utilizes cloud and fog computing. When
there is a network capacity shortage, provisioning of com-
puting infrastructure uses the interaction between fog and
cloud. The algorithms’ goal is to optimize the proportion of
successfully handled requests while adhering to application
delay requirements by efficiently using the resources at hand.

To balance quality of service and energy consumption in
large-scale networks, [73] introduces the Set-based Differ-
ential Evolutionary algorithm for energy-efficient resource
management in loT-based smart cities, employing SDN and
fog computing.

In [74], each fog node in the resource allocation approach
for fog computing based on SDN is defined by its process-
ing capability and bandwidth (communication capacity). The
method begins with picking an admin node and then mapping
the nodes in the task graph to the fog node depending on
the capacity of the fog node. Following this mapping, the
allotted resources are taken from the fog node’s capacity,
which is maintained by a management module. However, this
approach begins by virtualizing all of the nodes and schedul-
ing them to one fog node. It then optimizes the schedule by
relocating the nodes to other fog nodes.

B. TASK MANAGEMENT

By leveraging fog in processing information related to IoT
devices in many sectors, such as health, agriculture, trans-
portation, media, and other sections of intelligent cities,
various tasks are assigned to the fog for analysis and pro-
cessing. Several tasks are available, ranging from little data
gathered by sensors to extensive data and films taken by
cameras, as well as location and navigation for analysis and
processing. Most of these data and devices need immediate
reactions and real-time data processing via fog. Conse-
quently, effectively managing diverse tasks is crucial for tasks
that must be completed before a deadline. Several studies
have developed approaches and algorithms for task manage-
ment in fog networks, some of which are addressed here.
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In order to improve quality in hybrid cloud settings for
data-intensive applications running in a centralized shared
file system, Tuli et al. suggested making use of dynamic
resources and task scheduling. For data-intensive applica-
tions, it assesses data file type, data transfer time, network
speed, and data proximity while planning and dynamically
supplying public cloud resources. By lowering the quantity
of shared file transfers across nodes, this technique may
improve service quality and decrease task placement in a
hybrid cloud environment. This approach was designed for
cloud computing and is currently incompatible with edge and
fog computing [75].

A lightweight distributed solution to self-organizing
surveillance and monitoring fog networks is offered by [76].
FogMon analyses the hardware resources (CPU, RAM,
HDD) of the access nodes, the end-to-end network quality
of service (latency and bandwidth) and detects available IoT
devices. It does not take storage or bandwidth into account
when selecting leader nodes.

Reference [77] propose a privacy-aware task schedul-
ing approach for a Blockchain-based fog network. The
Ant Colony Optimization (ACO) approach optimizes work
scheduling. It keeps end-user devices anonymous and reduces
work processing time on the cloud’s VRs.

To reduce application latency, consider demands from edge
scheduling [78]. Network latency and service time for live
video streaming services are significantly decreased by a
score-based edge service scheduling approach that examines
the network, computing, and reliability aspects of edge nodes.
The flaw is that it restricts the centralized optimization
process.

A fuzzy evolutionary organizer is provided for the
multi-target resource allocation in a fog environment [79].
Since task processing time, information about inter-task com-
munication, and task deadlines are all represented as fuzzy
values; the technique achieves both the agreement index and
robustness aims. The proposed approach has a significant
temporal complexity.

Machine learning is employed in the mobile edge pro-
cessing environment by [80] or distributed task scheduling
algorithms and distributed device coordination. This model
uses the Stackelberg game theory and the distributed ADMM
optimization approach. This approach can achieve quick and
ideal convergence regarding intelligent edge processing. The
design has a significant issue in that it only impacts one MEC
server, and the scheduling strategy may change when there
are several MEC servers.

In [81], a paradigm for safe data storage and processing
at the edge and in the cloud was presented. For privacy, this
approach encrypts data during transit. In this architecture,
tasks are broken into tiny portions and transmitted between
edge nodes for execution; if a node does not have adequate
processing capacity, the task migrates to its side nodes, and so
on, until a suitable node is identified and wholly performed.
In this system, the node is only dispatched for processing
based on its proximity, independent of its resources or capac-
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ity. It may fail and be compelled to move to other nodes. This
data transfer and undefined movement might cause substan-
tial data latency issues when system demands increase.

C. TASK OFFLOADING

Since there is a variety of fog in the network, it is vital to iden-
tify the destination fog for offloading when fog is overloaded,
or JoT devices demand an external processor. So, the desti-
nation selection choice influences the amount of processing
time, data delay, and deadline. Conversely, the destination
fog’s reliability in completing the requisite processing with
no errors is another priority offloading operation. Factors
like having adequate processing power in the destination fog,
enough memory, and a sufficient and acceptable connection
to send data may all be utilized to establish the fog’s com-
petence. The right strategy for gathering fog information in
the network and selecting the optimal fog is vital at this
stage. Several approaches have been developed to acquire fog
information in the network, which may be categorized into
two categories: centralized and distributed. Most centralized
algorithms have incorporated SDN technology because of the
advantages of SDN networks.

1) DECENTRALIZE TASK OFFLOADING

As discussed in last section, some fog offloading methods
are based on distributed architecture or created without SDN
technologies. The matching theory-based distributed comput-
ing offloading framework MATO, utilized for heterogeneous
fog nodes to minimize task execution latency, was introduced
in the research field [82]. Reference [14] enhanced the frame-
work for distributed processing on a fog network based on
Akka. The Akka toolkit is one of the most comprehensive and
well-liked actor modeling solutions for Java Virtual Machine
(JVM). In the Fog IoV network, [37] provide a task offloading
strategy employing the roadside parked cars as a computing
offload location.

The struggle between IoT devices for fog nodes is treated
as a game in Field [83]. The Weighted Potential Game’s finite
improvement characteristic demonstrates the Nash equilib-
rium.

DecChain is a secure edge computing solution based on
blockchain that removes the requirement for a trusted third
party on the network [84]. Concerns such as eliminating a
trusted network failure point when losing access to a third
party have been addressed. It faces challenges, such as inte-
grating blockchain into the processing environment at the
edge. Edge servers or service providers manage tasks in the
network. As can be seen, service providers handle tasks based
on a predefined structure, and the capacity of edge nodes to
split tasks is not considered.

Reference [85] concentrate on multi-hop vehicular systems
to have optimum options for performing activities locally or
remotely. For compute offloading, efficient route selection
and fog node assignment may reduce average service latency
and energy consumption. Its performance is inferior to other

VOLUME 12, 2024



M. R. Rezaee et al.: Fog Offloading and Task Management in loT-Fog-Cloud Environment

IEEE Access

frameworks when there are less than 50 automobiles, but
by increasing the numbers, performance is more outstanding
than others.

In 5G network technologies based on edge computing,
research [86] combines optimization techniques for task
offloading and resource allocation by controlling the energy
consumption of the system. The plan may provide even better
latency performance, which boosts the functionality of 5G
mobile communication networks and enhances end-user sat-
isfaction. The suggested approach ignores the order in which
computing tasks are completed and only considers the overall
processing time delay of all tasks inside the system.

An Optimal Stopping Theory (OST) inspired paradigm for
data quality-aware task offloading in mobile edge computing
is presented in [87]. The OST-based method is acceptable
when mobile nodes make small, independent choices inside
the MEC environment and do not need many resources. Each
offloading mobile node will run the models in a single con-
figuration without considering the context of other mobile
nodes.

The structure and task offloading based on neural network
service are illustrated using a GPU-based embedded edge
server [88]. An offloading mechanism is presented based on
the computing gap between the edge and the central cloud.
It is particularly costly to build since it depends on GPU
resources at the network’s edge.

In [22], when one node on the network becomes over-
burdened, it may upload all or part of its responsibilities to
other fogs through a cooperative mechanism. This algorithm
improves fog dispersal based on multipliers distributed alter-
nating direction approach. This model focuses on optimizing
the Quality of Experience (QoE) and increasing the power
efficiency of fog nodes and the tradeoff between these two
measures.

Reference [23] provides a multi-layered fog computing
system for dynamic resource allocation and offloading utiliz-
ing traffic prediction. It defined the problem as a stochastic
network optimization problem and offered a solution that
reduces power consumption while maintaining queue sta-
bility. The shortcoming of the concept is that power usage
and overall queue backlog sizes would become inefficient if
forecast mistakes happened.

For the concurrent task data offloading, [36] suggests col-
laborating horizontally with several fog nodes and vertically
with a faraway cloud. It took into account the latency in
communication between end users and the fog, as well as the
time it took to send data and provide services. It also factored
in local computation time and waiting times at the fog node
linked to queuing.

The authors [89] put their attention on offloading duties
from a device to fog and fog-to-fog. The ideal scheduling
approach for the two queues, such as low and high priority
in a fog node, is examined in this model. The stability of both
queues is concurrently maintained while more offloaded tasks
that are aware of deadlines may be finished. Two techniques
comprise the recommended approach: The Lyapunov drift-
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plus-penalty method and fog computing collaboration are
used to construct a priority-aware scheduling approach based
on the fog nodes’ queue status. According to the simulation
findings, with the same resource setup, this strategy may
ensure that more tasks are finished within the allotted time
limit.

2) CENTRALIZED TASK OFFLOADING
Centralized task offloading is split into two groups: those that
use a SDN and those that don’t.

a: SDN-BASED TASK OFFLOADING

In this part, we investigate and evaluate fog offloading strate-
gies based on SDN technology. Most of these techniques are
developed for data offloading from IoT or mobile devices to
fog.

For an SDN-based fog computing system, a dynamic
offloading service between fog nodes is suggested by [2].
Selecting the suitable offloading node and enabling the
offloading path by providing an end-to-end bandwidth guar-
antee are the goals of using SDN technology. To choose
an appropriate offloading node, the proposed method makes
use of fog node information and real-time network status.
Furthermore, a few network parameters may be used to ensure
bandwidth throughout the offloading path and create an opti-
mal end-to-end path selection route.

Q-learning offloading choice allows the controller to
choose appropriate actions depending on the reward function
[29]. In this strategy, the controller may customize their
incentive function based on the desired performance. Con-
sequently, the suggested Q-learning-based offloading choice
can estimate how good the current offloading will be in the
future, resulting in remarkable overall system performance.
Furthermore, the suggested solution is compatible with SDN
architecture as the reinforcement learning-based decision-
making process is on-demand, which allows the controller
to construct a reward function depending on the required
performance.

By using an integer linear programing (ILP), [90] resolves
the multi-hop task offloading issue. To solve the problem
effectively, use a greedy heuristic-based approach since the
viable set is non-convex. Latency, energy costs, multi-hop
routes, and fluctuating network factors like link utilization
and SDN rule capacity are all part of the greedy approach.
The contribution 1) the best decision is to compute a work
locally or remotely; 2) the best fog node selection; 3) the
best offloading route selection. With fewer fog devices, the
recommended technique can attain excellent performance.

In [31], SDN approaches are used to optimize resource
management and load balance across a network of Cloudlets.
To balance the distribution of different tasks offloaded from
mobile devices while optimizing resource utilization, it is
handled as a mixed-integer linear programming (MILP) opti-
mization model. Taking into account both communications
and computation delay, available resources, and a task with
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a restricted deadline, the issue of a balanced distribution
of incoming requests throughout the Cloudlet network is
outlined. To emulate the recommended architecture, experi-
ment with utilizing Mininet-WIFI and Floodlight as the SDN
controller. The limitations of this method are the available
resources and the demands of the consumers.

Reference [11] created a blend offloading structure to
improve the offloading choice selection process by selecting
the optimal offload node and assuring the infeasible request’s
needed deadline and the average processing cost of the fog
node. It employs a mathematical approach known as Binary
Linear Programming (BLP) to determine to offload desti-
nation fog. The fog node’s SDN controller will choose the
optimal offload target fog by comparing the needed deadline
of the infeasible request with the response time of each avail-
able parked and moving car.

Reference [91] suggests a four-layer network paradigm
based on SDN for the Industrial Internet of Things (IloT).
Depending on the requirements of different controllers, all
possible computation offloading locations indirectly man-
age the production equipment to tasks at the closest power
steering device. SDN controllers oversee data transmission
routing, while lightweight containers such as Docker and
Micro are utilized to offer computing.

Reference [92] provide algorithm in fog system resource
management to ensure each task’s specific service quality
and optimize resource consumption by collaborating amongst
fog computing nodes. Develop a common heterogeneous task
download and resource method with Deep Recurrent Rein-
forcement Learning to optimize tasks within time restrictions.
Depending on their buffer and resource state, the proposed
method may offload their tasks into nearby nodes. Prevent
unfairness in resource allocation slices with varied priorities,
resulting in a higher average success rate.

Which cloudlet should be utilized to offload a particular
task from mobile devices is determined by [93] based on
the load assessment of cloudlets in multi-cloudlet networks.
Furthermore, SDN is used by this system to load balance
between cloudlets in wireless mobile networks. Additionally,
it suggests an admission control mechanism to limit the
acceptance of task assignment requests made if there are more
requests than the network can handle.

Authors in [94] considered the multi-hop route and the
impact of vehicle mobility while proposing a software-defined
vehicle network offloading technique. It provided an
ILP-based optimization problem for determining the ideal
number of fog nodes for a given network in order to lower
operating and capital costs.

The dynamic offloading for soft real-time workloads in an
SDN-based fog architecture is investigated in research [95].
Preliminary results have emphasized the impact of intra-
and inter-fog cluster analysis on the expense of missing the
deadline.

Study [50] explores the offloading problem in IoV sys-
tems based on SDN and fog computing. It proposes an
energy-aware dynamic offloading technique to extend the
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battery life of the IoV system and run more apps. The system
model calculation and application transfer incur cost, and the
heuristic searching optimization technique sometimes need
assistance in order to find the best answer. However, testing
on a real IoV edge network was not done in the experiment
scenario.

The Programming Protocol-independent Packet Proces-
sors(P4) framework allows for the direct execution of
resource and system functions on the programmable data
plane, including in the newly introduced P4. This function-
ality enables the shifting of specific tasks from the controller
to specialized hardware, such as P4 switches. With P4, pro-
grammers can specify packet behavior in the data plane
[13]. To optimize the efficiency of task-offloading solutions
and reduce computational overhead and latency in IoT net-
works, [13] propose a P4-assisted task-offloading scheme for
fog-based IoT networks. However, if the fog server has the
necessary resources, the offloaded task from IoT device will
be executed immediately; otherwise, the task will wait in the
queue until those resources become available in the fog. As a
result, the system becomes less effective, and task processing
experiences slight delays.

b: CENTRALIZED TASK OFFLOADING (WITHOUT SDN)

Some research provides centralized architectures without
using SDN. Authors in [96] provide Fogbus, a blockchain-
based platform that integrates IoT, fog, edge, and cloud
communications via user identification and data encryp-
tion. Duties are controlled by a fog called master fog, who
distributes tasks to other fog nodes called workers. The
mechanism chooses master fog and worker fog nodes at
random. When confronted with enormous volumes of data
and activities, system flexibility is reduced, and modifying
and transmitting data from multiple nodes to identify the final
processing node delays and system performance. This com-
plex technique employs a rudimentary blockchain algorithm
that the system administrator may activate or stop. As the
blockchain is activated, the system latency rises immediately
compared to the inactive state.

Reference [97] provides a cost-effective compute offload-
ing architecture for use in industrial networks. It works based
on a fog federation in which a master fog controller man-
ages the flow of traffic and data from IIoT sensors to the
various fog nodes. Furthermore, it hired a policy-based rein-
forcement learning approach using a Q-learning algorithm
and a controller-based device adaption strategy to regulate
emergency-based service requests effectively and route them
toward the fog devices along the shortest path.

Reference [98] introduces a hierarchical paradigm for the
IoT, fog, and the cloud. Distributed task execution may
control global energy usage and enable highly scalable IoT
applications. As a proof of concept, analyze the efficacy of a
three-tier design by considering the processing needs of sev-
eral IoT applications in medicine, multimedia, geolocation,
and text. It evaluates three use cases employing real-world
datasets: fog-only, cloud-only, and fog-cloud cooperative.
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V. EVALUATION AND COMPARATIVE ANALYSIS

The research about the offloading fog given in the offloading
section were examined and compared in this part. Table 2
provides an overview of the studied algorithms, including
the technique employed, the usage of SDN and the kind of
protocol utilized, the metrics employed the type of simula-
tor used, area of algorithm, and their notable features and
constraints. As shown in the examination of the articles, the
majority of the papers and algorithms are concerned with IoT
to fog offloading, and a few methods have been described in
the offloading section from one fog to another fog.

Several things could be improved when looking at
fog-to-fog algorithms utilizing SDN. Fog selection is a
decision-making method with a high real-time process-
ing requirement and is one of the main obstacles in the
decision-making process and destination. On the other hand,
reducing system efficiency by increasing the amount of fog
and network traffic is a significant difficulty that most of these
algorithm’s face. In addition, the network data plan could be
more helpful in choosing the connection for offloading to the
destination. Additionally, connection traffic and data plans
must be appropriately considered when choosing a fog, which
might increase the latency in data transmission to the target
fog and cause the offloading process to halt and fail if the
link fails. The following is a summary of the comparative
evaluation and notable shortcomings in current approaches:

A. FOG OFFLOADING ALGORITHM TYPES

Based on the reviewed research, we can categorize task
offloading techniques as indicated in Figure 4 fog comput-
ing employs a variety of task-offloading strategies. Machine
learning uses data-driven judgements to adapt to changing
situations, but it may need much training data and comput-
ing power. When well-modelled, mathematical optimization
gives near-optimal solutions but is challenging and less adapt-
able. Heuristic approaches are simple and efficient, but they
are not ideal. Blockchain-based offloading improves trust
and decentralization while potentially adding overhead. The
technique of choosing is determined by application require-
ments and resource availability while balancing flexibility,
complexity, and trust factors. To summarize, fog computing
task offloading strategies each have their own benefits and
drawbacks that suit different application needs. To achieve a
balance between flexibility and cost, the decision should take
into account the unique demands of the application as well as
the available resources.

The combination of mathematical algorithms, Al algo-
rithms, and blockchain technology with fog computing has
resulted in varied and complex solutions for data and resource
management. Each of these approaches has distinct advan-
tages and constraints, making them crucial in the realm of
fog computing.

Mathematical techniques are often used in fog offloading
for various purposes, such as task offloading, load balancing,
energy optimization, and delay reduction. Their focused and
precise approach offers practical answers for optimization
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difficulties, such as minimizing energy consumption and
distributing computing workloads evenly. Nevertheless, they
only sometimes provide the most favorable outcomes and
may need significant processing resources since their effec-
tiveness relies greatly on the particularities of the situation
and the design of the algorithm.

Although optimization and game theory based solutions
are effective in some constrained contexts, matching-based
techniques provide potential benefits due to their distributed
nature and low computing cost methodology [82]. How-
ever, Al algorithms in fog computing are used for pre-
dictive analytics [97], dynamic decision-making [29], and
adaptive resource management [92]. They possess excep-
tional flexibility and aptitude for learning, making them
well-suited for dynamic and unexpected circumstances. The
primary advantage of Al is its capacity to automate intri-
cate decision-making procedures and predict forthcoming
requirements. However, it also presents problems such as
the need for extensive datasets, intricacy in training and
implementing models, and sometimes, the opaqueness of
decision-making processes.

Blockchain technology [30], a recent addition to the field
of fog computing, provides a clear benefit in terms of security
and the preservation of data integrity. Blockchain guaran-
tees a high degree of security by facilitating transparent
and distributed transactions and communications inside fog
networks, according to its distributed and tamper-evident
characteristics. This capability is essential in remote comput-
ing systems, where maintaining the accuracy and reliability of
data is of utmost importance. Nevertheless, blockchain faces
a lot of constraints. Scalability problems arise, especially
when dealing with higher transaction volumes, and the main-
tenance of a blockchain network needs significant resources.
Furthermore, the process of incorporating blockchain into
current systems has its own distinct set of difficulties.

Ultimately, the selection of mathematical algorithms, Al,
and blockchain in fog computing is determined by specific
criteria such as security, flexibility, utilization of resources,
and intricacy of the environment. Mathematical algorithms
give precise and efficient solutions in certain situations, while
Al brings flexibility and predictive capabilities. Addition-
ally, blockchain ensures unmatched security and integrity in
distributed systems. Frequently, using a hybrid strategy that
capitalizes on the advantages of these varied technologies
provides the most efficient answer in the complex realm of
fog computing.

Fog-to-fog offloading difficulties and challenges need
a study and enhancement of route selection and decision
selection algorithms and the successful use of SDN-based
network characteristics. Due to the advancement of artifi-
cial intelligence and machine learning in multiple sectors,
many of the approaches that have been seen have turned to
employ machine learning, deep learning, or Al algorithms
in fog computing algorithms. Although these algorithms
have significantly improved predictions for fog offloading,
employing them presents several difficulties owing to their

39069



IEEE Access

M. R. Rezaee et al.: Fog Offloading and Task Management in loT-Fog-Cloud Environment

TABLE 2. Summary of task offloading algorithms.

Article

Method

Deadline
Transmission
Processing cost
Number of

Remarks

Simulation

Environments

Linear algorithm for decision making and search hops in
controller. The number of recourses of nearest selected
[2] SDN based Algorithm for ranking hops Yes nodes are lower than previous framework. By increasing the Mininet Fog to fog No
number of Fogs, the delay time increased and throughput
came down
Establishing a neural network training Has relatively lower accuracy and lower latency compared to
[14] environment for a fog network on top of an No ) v ¥ ¥ P Real Testbed Fog to fog No
- ) centralized model.
Akka-based distributed processing platform.
The offloaded task be assigned to the best
e o o,a e tasis can .e assigned tothe pes Fog act as offload coordinator among loV and Roadside
[37] RSPVs using a mathematical model created by No . - Fog to fog Yes
P Parked Vehicles (RSPV)
the CPLEX optimization software.
To keep track of other neighbor fogs available resources, fog
82 Distributed task offloading architecture based No must regularly gather data from its surrounding Simulator not loT to fog and Yes
on matching theory neighborhoods. The expense of communicating through mentioned Fog to Fog
each fog is quite significant.
83] DISt.?’IbLI(Ed task ofﬂoadmg algorithm from loT No Have relatn./e\y higher average processing time compared to Python loTto fog Yes
devices to fogs using Game theory. other baselines.
Real-time tasks being dynamically offloaded in focus on the consequences of the proposed intra- and inter-
Y - Fog to f Ye
(95] an SDN-based fog architecture es fog cluster offloading g tolog es
When measured in accordance with various server load
Employing P4 to assist with task offloading in status control intervals, TOS-SDN performs better initially,
1 Y . ) Real Te loT to f N
(13] Fog-based loT networks. es but as the load status control interval grows, it eventually eal Testbed oT to fog °
equals TOS-P4 in terms of average waiting times.
Placing operators and allocating resources in a Resource needs and latency thresholds, which are aspects of
[20] distributed system employing cloud and fog Yes stream processing requests, are not taken into Mininet Fog to cloud Yes
computing consideration.
[50] Fog offloading using SDN in loV systems. Yes The ideal a‘nsyver. cannot a!ways be found using a heuristic Real Testbed loV to fog Yes
search optimization technique.
Use reinforcement learning technique that Q- Realistic
[29] learning was combined with the greedy Yes Limit number of fog node. network Fog to fog No
algorithm
[90] Greedy-heuristic-based strategy Yes Limitto loT to fog. and with fewer fog devices, the suggested Mininet loT to fog No
strategy can obtain good performance
Employ column pivoting linear algebra with 10T to for
[68] singular-value decomposition and QR Yes Limit to static loT device, Mininet (MEQ) 8 No
factorization.
U thematical model d Bi Li . .
[11] € mathematica’ modet named binary Linear Yes Don’t consider energy consumption MATLAB loT to fog Yes
Programming (BLP)
Use Q-learning for allocation of communication Yes The various environmental variables of the Internet of loT to Edge
[70] ; ) . ek - MATLAB No
and computing resources Vehicles system's real functioning are not considered. (MEC)
[91] ForloT scena}rlo suggest a four-layer SON-based Yes Limit devices are including in the real network. Real Network loT to fog Yes
network design.
Link reliability may be improved by using
[69] machine learning (ML) and multi objective Yes Limit to link optimization Mininet loT to fog No
optimization (MOO) methods.
. . . . . Python-
[92] Combines recurrent layer with deep Q-learning. Yes Simulated Network consist of 5 fog nodes only T::]SZ?HOW loT to fog Yes
Load balanclrng betwe‘en ?Ioudlet by using SN, Limited to mobile devices task offloading in multi-cloudlet Numerical
[93] also task assignment in wireless cloudlets Yes . . loT to fog No
networks simulations
network
04] Use a greedy-heuristic approach Yes vehlcle—to—\{ehlc\e c(?mmumcatlon are not considered, and p.ython—.based 0T to fog No
fog determines statically. simulations
301 Formulated a formal mathematical model of No depend on Web-based app, consider nodes are reachable MATLAB Fog-to-fog No
fog-to-fog. always.
[96] Blockchain base algorithm No Depefwd on sp'eaa'\ a(chlltecture for implementation. Aneka loT to fog Yes
Algorithm design is Limited to cloud Paa$ Infrastructure.
A distributed optimization algorithm to share
workload among fog nodes based on " N e
[22] distributed alternating direction method of No Complexity of algorithm for each fog Not specified Fog-to-fog No
multipliers
dynamic offloading and resource allocation in In the event of forecast mistakes there will be a decline in Simulation b
[23] fog network with traffic prediction (stochastic No efficiency in both overall queue backlog sizes and power Python ¥ Fog-to-fog Yes
network optimization) usage.
The optimization issue expressed as a
quadratically constrained quadratic . . N Monte Carlo
N L | Fog-to-f Ye
6] programming problem that is solved via ° ow efficiency and high complexity and MATLAB og-to-fog es
semidefinite relaxation.
Priority-aware scheduling strategy is defined
[89] u5|n§the Lyapunov drlft»plu.s-penalty No Limited to task scheduling in fog Monte .Carlo Fog-to-fog No
algorithm, and fog cooperation under the task simulations
scheduling strategy.
Master fog controller uses a probabilistic
method to select the most capable fog device Depend on central fog controller that in terms of
[971 for offloading and uses the Q learning to No ungvailabilit of that tghe system can’t operate Python loT to fog No
determine the effective route to reach the v v P |
target fog.
Mathematical model with three layers to Global Gateway act as broker to distribute task among loT, 1T to fog and
98] process tasks arriving from loT and determine No fog and clouds. Failure in Global Gateway may make all the SFogSim loTto clogud Yes
to offload them to a fog or cloud, system process down.
Addresses leveraging SDN for energy-efficient N?gleq to hand!e security issues r?'?tEd to wrtual. machln.e CloudSim and
[73] Yes migrations, particularly when sensitive data and vital services N N Fog to fog Yes
fog resource management. ! ¥ N iFogSim
are at stake in smart city environments.
The depth first search (DFS) technique for pathfinding among
[74] Task offloading in SDN fog environment Yes fog nodes lacks optimality in finding the shortest route and Python Fog to fog Yes
may require excessive memory in deep or infinite branches.
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FIGURE 4. Task offloading algorithm types.

high computational cost and the limited processing power in
the network’s fog. Challenges like:

Computing resources are plentiful for artificial intelli-
gence, machine learning, and deep learning algorithms, while
computing resources are scarce in fog. On the other hand,
the amount of communication load and bandwidth required
to transmit data between devices for fog calculations adds to
the difficulty of fog calculations.

B. FOG COMPUTING ARCHITECTURE
The effects of centralized, distributed, and SDN techniques
on fog computing algorithms differ. Algorithms can optimize
task offloading in a centralized system with a global view
of resources and network circumstances, resulting in theo-
retically optimum solutions but presenting a single point of
failure and scalability difficulties. Distributed techniques dis-
perse decision-making across fog nodes, depending on local
data and cooperation, making them more robust but less glob-
ally optimum. SDN-based designs provide dynamic network
management, improving algorithm flexibility and responsive-
ness to real-time network changes, but their efficacy depends
on algorithm integration and network programming. Task
offloading centralized and distributed schemes features com-
parison are shown in Table 3. As can be seen, centralized
networks, particularly SDN, provide several benefits despite
their limitations and low flexibility. Centralized management
using controllers in the SDN network allows for more simple
controlling and managing of the computing resources of var-
ious fogs in the network with high capabilities and low loads
on fog nodes.

In dynamic fog environments, where node availability,
network circumstances, and workload vary, many of the cur-
rent techniques may not be able to adapt properly. Inflexible
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- Hussain & Beg,
2021

(Khadir et al.,
2023)

_lTranrDang & Kim,
2022)

(Yu-lie etal.,
2022)

TABLE 3. Task offloading networking schemes comparision.

Distributed Task offloading: C Task offloading
Without SDN SDN- based
1)Decentralize 1)Centralize 1)Centralize

2)Nodes collect fogs information’s. 2)Server collect fogs
information’s.

3)Manage by Server. 3)Manage by Controller.
4)Mixed data and control 4)Separate data and control
plane. plane.

5)Server manages fogs. 5)Controller  control  the
networks and fogs.

6)Fog connection monitor by
SDN controller.

7)Controller coordinate task
offloading between fogs.

2)SDN controller collect fogs
information’s.

3)Hard to manage.
4)Mixed data and control plane.

5)Need coordination between fogs
to prevent failures.

6)Fog connection and detections 6)Fog connection monitor by
challenge. server.

7)Task offloading needs discussion 7)Server  coordinate  task
between fogs. offloading between fogs.

8)Task offloading process is time 8)Task  offloading  process 8)Task offloading process in
consuming. accordance to server making lower time.
decision time.

9)Task offloading algorithm add
load on nodes.

10)Hard to manage tasks in
dynamic network.

11)Task offloading limited to
neighbor’s fog.

9)Task offloading algorithm add
load on server.

10)Can manage task in dynamic
situation.

11)Task offloading to all
network’s fogs.

9)Task offloading algorithm add
load on controllers.

10)Can manage task in dynamic
situation.

11)Task offloading to all
network’s fogs.

strategies may not function as well as they could under chang-
ing circumstances, which might affect the system’s overall
performance.

Mitigating the negative impacts of a highly dynamic
nature, such as the lack of fog device availability and end
device mobility support, is an essential concern. SDN is a
potential network architecture for fog computing because of
its centralized, intelligent view and control of the network
[95]. The following is an overview of the benefits and limita-
tions of SDN architecture for fog offloading, including SDN
protocols discussion:

1) SDN ADVANTAGES

SDN enables the immediate acquisition of network state,
allowing for real-time centralized network management
based on current network status and user-defined rules. Fur-
thermore, this results in advantages in optimizing network
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setups and enhancing network performance [99], which is
crucial for fog networks to offload tasks immediately without
delay.

Configuration is crucial in network administration, partic-
ularly when incorporating new equipment into an established
network. The difficulty stems from the diversity among net-
work device manufacturers and their configuration interfaces,
resulting in laborious and error-prone manual setup proce-
dures. These errors need extensive troubleshooting efforts.
SDN solves this problem by consolidating the control plane
across different network devices, enabling centralized and
automated setup via software control. This not only stream-
lines network administration but also allows for adaptive
optimization depending on current network circumstances.
The use of SDN in network configuration greatly affects fog
computing networks by improving their capacity to quickly
and easily manage and adjust fog devices to enable new
applications and services.

In light of the present network condition and demand,
flow rules may be simply adjusted dynamically and optimally
using SDN [100].

SDN significantly impacts mathematical algorithms [2],
[11], [13], [20], [31], [50], [68], [90], [91], [95] by streamlin-
ing network resource management in fog computing, enhanc-
ing load balancing, task offloading, and latency optimization.
The dynamic allocation of resources empowers these algo-
rithms to optimize distribution based on real-time data and
preset criteria. Additionally, SDN’s adaptability allows swift
adjustments, bolstering algorithmic agility amidst network
changes. In the realm of Al algorithms [20], [29], [69], [70],
[92], SDN facilitates efficient data handling and routing cru-
cial for decision-making processes. Its adaptability enables
real-time resource optimization, augmenting Al system per-
formance and scalability across diverse networks. Moreover,
in blockchain integration [30], SDN aligns with the secure,
distributed nature of transactions, enhancing network security
and optimizing resource allocation. It also fosters improved
interoperability among fog computing nodes, facilitating
seamless integration of blockchain systems.

2) SDN CHALLENGES

Previous research has encountered many obstacles with con-
ventional SDN-based handover, which leads to increased
latency and packet losses because of centralized control.
The increase in mobility cars puts a load on the main SDN
controller, making it difficult to fulfill quality of service
requirements and causing frequent handover problems. Fur-
ther limiting their efficacy in high-mobility circumstances
requires comprehensive simulation evaluations. In order to
close this gap, article [10] presents a Vehicular ad-hoc
networks (VANET) architecture that places changeover pro-
cedures at the edge of the network by merging SDN and fog
computing technologies. This adaptable solution eases the
load on core networks by decentralizing changeover manage-
ment using zone SDN controllers and fog computing vehicles
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while meeting the needs of highly mobile and data-intensive
services.

Incorporating SDN into fog computing poses significant
obstacles that need resolution. These tasks include guarantee-
ing the capacity to handle many fog devices and adaptability,
improving security and privacy within a centralized control
system, establishing compatibility across different technolo-
gies, and optimizing resource management to distribute the
workload efficiently. Additionally, addressing the critical
challenges of optimizing traffic flows while minimizing
latency, enhancing the energy efficiency of SDN controllers
and fog nodes, ensuring consistent Quality of Service and
reliability in dynamic fog environments, and seamlessly inte-
grating SDN into current network infrastructures is essential.

The number of SDN controllers used in reviewed research
is limited, so multi-controller scenario challenges need to be
considered and discussed in massive networks. It is crucial to
address these shortcomings to ensure the effective adoption
of SDN in fog computing. This will need ongoing innovation
and cooperation in the industry.

3) SDN PROTOCOLS

The OpenFlow [29], [50] protocol, which is well recog-
nized in the field of Software-Defined Networking (SDN),
provides extensive support and compatibility. However, it is
limited in terms of flexibility because of its rigid architec-
ture. Also it also has some security and scalability concerns.
P4 [13], a more recent and adaptable protocol, enables the
customization of packet processing. However, it is more
complex and lacks widespread compatibility. In addition to
these, other protocols such as NetConf and YANG provide
network configuration management by providing structured
data models and transactions. However, they may not possess
the extensive programmability of P4 or the broad acceptance
of OpenFlow. Each protocol fulfils distinct network needs,
with OpenFlow being characterized by a higher level of stan-
dardization, P4 providing enhanced control capabilities, and
NetConf or YANG concentrating on configuration manage-
ment.

The selection of either OpenFlow or P4 for fog offloading
relies on the particular demands of the network. OpenFlow’s
standardization and compatibility render it well-suited for
contexts that priorities interoperability and stability. On the
other hand, the ability of P4 to define packet processing
behaviors is beneficial in situations that need customized and
specialized data handling. Hence, if the task of offloading
fog requires packet processing and flexibility that are highly
specialized, P4 would be the more suitable choice. However,
for broader and standardized implementations, OpenFlow
may be the preferred option.

The particular needs and attributes of the fog comput-
ing environment will determine which SDN protocol is best
for fog offloading. While Netconf is well-known for its
simplicity and ease of use, making it a suitable match for
easy network administration, OpenFlow is recognized for its
fine-grained control and flexibility, making it excellent for
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dynamic and complicated network management. A network’s
complexity, scalability, required functionality and accessible
knowledge are among the variables that determine which
SDN protocol is best. Other protocols, including BGP-SDN,
ONOS, and Faucet each offer advantages and disadvantages.
Depending on their particular requirements, certain fog com-
puting architectures may even combine these protocols to
handle different aspects of task offloading and network man-
agement.

4) SDN WITH MACHINE LEARNING

The integration of SDN with Machine Learning may provide
several advantages for Fog offloading. SDN offers a central-
ized perspective of the network, enabling the optimization of
the decision-making process for selecting the most suitable
Fog node for offloading. Machine learning may be used to
create compute offloading strategies that enhance the effi-
ciency and dependability of Fog computing. The advantages
of integrating Software-Defined Networking (SDN) with
Machine Learning (ML) for Fog offloading include enhanced
utilization of storage and computing resources, improved
performance metrics like latency, energy consumption, and
Quality of Service, and the ability to dynamically allocate
services based on objectives such as power consumption,
security, and QoS constraints. Nevertheless, it is essential
to take into account the drawbacks as well. The system’s
complexity may result in elevated maintenance expenses.
Acquiring substantial data to train machine learning mod-
els may be a significant obstacle. The confidentiality and
integrity of the data being processed by the Fog nodes may
be compromised. To address these challenges, employing
lightweight methodologies such as federated learning might
be effective in fog offloading.

C. METRICS FOR VALIDATION
During fog offloading, route selection, latency, and energy
metrics are crucial, yet not all research studies encompass
these elements based on Table 2. Factors like problem com-
plexity, limited resources, or research focus contribute to
this omission. Some studies prioritize energy efficiency [50],
[73], [83], [98], overlooking metrics like latency or route
selection, while majority concentrate solely on delay opti-
mization, disregarding energy concerns or routes. Some
researchers highlighted path selection like [2], [69], [74],
[85], [97]. Due to experimental constraints or study scope,
researchers sometimes explore only a subset of these metrics.
However, disregarding any of these measures can sig-
nificantly impact system performance. Neglecting energy
efficiency may deplete IoT and Fog device battery life while
overlooking latency can degrade user experience and system
performance. Ignoring route selection may lead to poor data
transfer and heightened network congestion. Therefore, con-
sidering all criteria remains paramount for optimal system
performance in constructing an efficient fog offloading sys-
tem.
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In prior frameworks, time issues are only partially
explored, and the computing power of resources needs to be
better used. The computational strain increases the overall
delay time, deployment cost, and energy consumption of IoT
devices or resource-enriched fog nodes, requiring an efficient
task management strategy to address this issue. Real-time
processing is hampered by the high latency and system over-
load caused by the Al techniques utilized in these systems.

D. SIMULATION LIMITATION

Most current articles have undergone testing and evaluation
in simulated contexts, with only methods [13], [14], [50]
applied in actual or near-real situations. Furthermore, various
kinds of simulators have been employed, each with its own
merits and drawbacks. The wide range of simulators and the
intricate nature of different network topologies, particularly
SDN, will significantly challenge the effectiveness of the
suggested algorithms in the real world.

While simulations carried out using simulators such as
iFogSim and Mininet and Matlab, provide insightful results,
real-world validation is essential. From simulation to real-
world application, there might be unanticipated difficulties
or new factors to take into account. Although there are many
theoretical ideas, there may not be as much opportunity for
these techniques’ practical application or real-world assess-
ment. Real-world implementation and thorough testing under
various conditions are essential to verify its efficacy and
functionality of proposed algorithms.

E. DATASET

A primary obstacle is the need for uniformity in the datasets
used for modelling and executing fog-offloading studies and
publications. This makes it challenging to generalize the data
and compare the outcomes of various investigations [101].
More real-world data is needed to support the simulation
conclusions. This may result in exaggerated expectations and
erroneous forecasts [101]. Additionally, the particular use
case and the surrounding environment significantly impact
fog computing systems’ performance. As a result, it’s critical
to carefully choose the simulation tools and datasets suitable
for the particular use case [102].

The majority of studies use randomized data or fail to iden-
tify the application as data and tasks that are delegated to other
fog nodes. Nevertheless, a limited number of researches, such
as [14], have used real datasets. Consequently, the outcomes
of most of experiments may not be applicable to addressing
real-world applications that need low latency or real-time
execution.

The absence of appropriate datasets and a simulation envi-
ronment that accurately reflects the intricate nature of the fog
space is a significant challenge.

F. SCALABILITY AND THROUGHPUT
As the number of nodes in the network increases, the system’s
efficiency is significantly diminished. The issue of managing
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massive networks of fog will provide a significant obstacle
to the system. In the technique described in reference [2], the
maximum number of fogs is limited to 16, and only a single
SDN controller is used. Just 5 fogs used in [29], [90] and in
real testbed fog node limited to 2 fog in [50], 6 fogs in [13].
Other algorithms have also been presented with more fogs,
but only a limited number of fogs have been tried in small
spaces and networks. It has been observed that as the number
of fogs increases, there is a considerable loss in efficiency.

The use of more fog nodes in the experiments resulted in a
reduction in the overall waiting time for tasks [13]. Delay or
waiting time is one of the main metrics of related researches
that is in front of the efficiency of systems, so should be
considered.

Scalability is a significant challenge, particularly in sys-
tems with many devices and fogs. High overhead approaches
may need help scaling efficiently, affecting their viability in
real-world applications. This can be true of communication
overhead, compute overhead, or resource allocation. It is
crucial to thoroughly evaluate the scalability of the suggested
algorithms, particularly in practical smart city implementa-
tions, where the quantity of devices and fog resources may
be much greater.

G. SECURITY AND PRIVACY

Maintaining data security and privacy throughout offloading
procedures is an important yet difficult component. Many
current techniques may disregard strong security safeguards,
putting sensitive data at risk. The [12]merges fog computing,
SDN, and blockchain to create a security framework for IoT
in agriculture. By combining blockchain technology with
SDN controllers, this design emphasizes safe [oT communi-
cation. This increases security and dependability, particularly
for devices with limited resources.

If the fog nodes in smart healthcare systems lack robust
security protocols, there is a risk that malevolent users may
be able to steal users’ private data. In addition, fog comput-
ing must address emerging issues, like resource limited IoT
devices and insider assaults. In order to address these dif-
ficulties, [7] suggests implementing a secure authentication
system for fog nodes in intelligent healthcare based on SDN.
The system involves the implementation of an authentication
algorithm in the SDN gateway to verify the credibility of the
fog node. The IoT devices only need to transmit their privacy
and functional properties to the SDN gateway to reduce the
computational burden on the IoT devices.

In the context of fog offloading, where the network envi-
ronment is constantly changing, it is crucial to prioritize
secure communication, authentication, and authorization.
Nonetheless, these aspects have been overlooked in the
majority of previous research and have not been taken into
account. Software-Defined Networking (SDN) enables more
effective management of these issues via its centralized con-
trol structure. The centralized method enables the application
of security rules and network settings in a dynamic and
flexible manner, capable of adjusting to evolving network
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circumstances and threats. SDN facilitates enhanced network
visibility, a critical factor in detecting and addressing security
breaches and anomalies. SDN facilitates the implementation
of encryption, firewalls, and intrusion detection systems by
unifying control.

Conversely, in the absence of SDN, maintaining security in
fog offloading settings necessitates the use of decentralized
methods. This involves the implementation of distributed
firewalls and intrusion detection systems at several network
nodes. Effective communication in such situations depends
significantly on effective peer-to-peer authentication tech-
niques and resilient encryption mechanisms. Periodic updates
and manual adjustments are essential to align security rules
with the changing network environment. This technique
requires more coordination among various network compo-
nents and may exhibit less adaptability in rapidly evolving
circumstances as compared to SDN-enabled systems. How-
ever, it enables a decentralized approach to security, which
might be advantageous in situations where centralized control
is impractical.

A complete security architecture that includes secure com-
munication, dynamic authentication, strong authorization,
network segmentation, monitoring, blockchain integration,
frequent updates, and user education is required due to the
changing fog offloading scenario. Every aspect plays a vital
role in strengthening the fog environment while adjusting to
its constantly changing circumstance.

H. OTHER CHALENGES

As indicated in Table 2, most current studies do not incor-
porate cloud offloading in their simulations and implemen-
tations. This omission can lead to delays in many scenarios
due to the absence of a comprehensive and accurate inte-
gration of cloud services. If the cost and delay associated
with cloud offloading are less than those of using other fog
nodes, the efficiency of such algorithms in evaluating cloud
offloading remains unaddressed. Consequently, when tasks
are only offloaded to other fog nodes instead of the cloud, this
may result in increased delays and costs, leading to reduced
system efficiency.

Due to the dynamic nature of the fog environment,
it comprises many fogs with distinct memory capacities and
processing capabilities. Conversely, the ongoing tasks vary in
size and have varying deadlines. The intelligent organization
of these tasks is a challenge faced by the majority of sys-
tems and algorithms since it aims to maximize the efficiency
and capacity used by the fog computing infrastructure. For
instance, in a scenario where there are three distinct fogs
with varying available capacities and three different sizes of
tasks (small, medium, and large), the optimal approach would
involve transferring larger tasks to a fog with higher capacity
and medium tasks to a fog with a proper capacity, smaller
tasks to a fog with a sufficient capacity. Suppose a fog with
more computational capacity is allocated to a minor task for
any reason like it first come. In that case, the computational
capacity of other fogs may not be sufficient for the enormous
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task, resulting in a potential delay in completing the task
owing to the absence of a suitable fog with enough capacity.
While several algorithms for resource and task management
merely include these factors, managing resources and tasks
concurrently to optimize task offloading efficiency and load
balancing is still a significant and unavoidable difficulty in
large-scale systems and real-time tasks that are ignored in
most researches.

One potential option to address this difficulty and enhance
fog systems load balancing is integrating SDN with machine
learning techniques. SDN may get the latest information on
forthcoming tasks and fog resources. Machine learning can
then use the knowledge stored in SDN to forecast future
events and tasks and choose the most appropriate fog resource
for offloading.

Most previous studies assumed that the task size and fog
capacity were the same. However, instead of using actual
tasks, they have used randomly generated data, which fails to
accurately depict the present state of the fog network in terms
of task transmission, task processing, and real-time response.

Addressing these gaps highlights the need for more flexible
and comprehensive offloading approaches in the fog com-
puting realm. Fog offloading solutions must improve with
strategies that balance energy efficiency, scalability, security,
flexibility, and latency in dynamic settings in a way that
considers real-world implementation circumstances.

V1. DISCUSSION

When a fog is overwhelmed, tasks should be transferred to
another fog since it cannot process them (known as fog-
to-fog offloading). In real-time computing, the process of
determining and choosing the optimal destination node with
adequate processing capacity in the quickest possible time is
critical. Furthermore, most models disregard heterogeneity in
computer infrastructure.

In most present algorithms, when a fog gets overloaded,
it asks that the central server introduce the destination node
for offloading. Before determining which node to deploy, the
central server evaluates and compares the available nodes.
It takes a long time to request the central server, perform the
decision algorithm, respond to the initial node, and ultimately
upload data to the destination node.

Also, choosing the optimum method to convey data from
the main fog to the target fog is difficult since the selected
path may be delayed due to traffic congestion. Because of
traffic congestion on a particular route, another fog node with
an acceptable and sufficient bandwidth for data transmission
may be used.

The issues in fog-to-fog offloading include making a
judgment about picking fog with adequate resources in the
shortest period and choosing a suitable way to transmit data.

In older frameworks, time issues are explored from a
limited perspective, and computing resources could be used
more effectively. Implementing an efficient task management
strategy is required to address this issue since computational
strain increases the overall delay time, deployment costs, and
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energy consumption of IoT devices or resource-enriched fog
nodes. Real-time processing is hampered by the Al algo-
rithms utilized in these techniques, which also introduce
significant delay and overload into the system.

When looking into fog-to-fog algorithms utilizing SDN,
many things could be improved. Fog selection is one of the
main obstacles in the decision-making process and destina-
tion because it requires a decision-making algorithm that is
time consuming and high cost in real-time processing. On the
other hand, increasing the amount of network traffic and fog
reduces system efficiency, which is a significant difficulty
faced by the majority of these algorithms. The network data
plan is not believed to successfully choose the connection
for offloading to the destination. Additionally, connection
traffic and data plans should be adequately taken into account
when choosing a fog, which might cause data transmission to
the target fog to be delayed. If the link fails, the offloading
process will also halt and fail.

A summary of the methods used in task offloading schemes
is provided in TABLE 4. Fog-to-fog offloading concerns and
difficulties need a study and enhancement of decision selec-
tion and route selection algorithms with appropriate use of
SDN-based networks’ capabilities. To expedite and enhance
the fog offloading algorithms, it effectively employs the char-
acteristics and capabilities of SDN networks, and artificial
intelligence is crucial. Due to the advancement of artificial
intelligence and machine learning in multiple sectors, many
of the diverse fog offloading techniques that have been seen
have turned to employing Al. These algorithms present sev-
eral difficulties owing to their high computational cost and the
limited computing resources available in the network for fog,
even though they have been highly successful in improving
estimates for fog and clouds. Challenges like:

1. While computational resources are scarce in fog, they are
ample for computing machine learning, deep learning, and
artificial intelligence algorithms.

2. Contrastingly, the amount of bandwidth and communi-
cation burden required to transmit data between devices for
offloading decisions makes fog offloading more challenging.

The term ““link prediction-based” refers to a technique
for maximizing traffic offloading that is based on link pre-
diction. The link prediction-based strategy prioritizes traffic
offloading by selecting relevant seed nodes for efficient
data transmission while keeping quality of service (QoS) in
mind. To optimize overall performance, it is vital to estab-
lish a balance between traffic dumping and minimizing time
delay [103]. Link prediction methods can assist in determin-
ing the optimum link and node to offload.

In prior studies of resource management that can be
addressed as future research, heterogeneity or homogeneity
of fog nodes is an essential factor that keeps the same for dif-
ferent fogs. Another issue for future task management studies
is partial or whole task offloading. The algorithms should
divide and distribute tasks efficiently based on task size and
priority. Depending on the fog processing constraints and task
size, each task may offload partially or fully. Aside from
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TABLE 4. Summary of methodology used in task offloading schemes.

Author Offloading type Architecture Protocol Objective Algorithm Type Prediction Implementation
=z
s 5 3 8 3 e 8 8 2 5
T3 S § 2 oz s £ F 3 g 8 £
I I B L i £ 3
= o 2 % a E k3 S o
S
[2] v 4 OpenFlow v v Mathematical (Exhaustive 4
search)
[14] v v v - - v Machin Learning (Neural v
Network)
[20] v v OpenFlow v Mathematical (Heuristic) v
[37] v v v - - v Mathematical (Optimization) v
[82] 4 4 v - - 4 Mathematical (Matching v
Theory)
[95] v v - v Mathematical (optimization v
problem)
[13] v v P4 v Mathematical (optimization) v
[50] 4 v OpenFlow v Mathematical (Heuristic) v
[29] v v OpenFlow 4 Machin Learning (Q-Learning v v
mixed greedy)
[90] 4 4 OpenFlow v Mathematical (Greedy- v
Heuristic)
[31] v v Not Mathematical (Optimization) v
specified
[68] v v OpenFlow v Mathematical(heuristic) v
[11] v v OpenFlow v Mathematical(optimization) v
[70] v v Not v Q-Learning v
specified
[91] v v OpenFlow 4 Mathematical v
[69] v v OpenFlow v Machine learning v
[92] v v Not v Q-Learning v
specified
[93] 4 v Not v Mathematical v
specified
[94] v v Not v Greedy (Heuristic) v
specified
[30] v v - - v Blockchain v
[96] v \ v - - v Mathematical v
[22] v v - - Mathematical v
[83] v v - - v v Mathematical (Weighted v
Potential Game)
[23] v v v - - Mathematical v v
[36] v v v v - - v Mathematical v
(89] v v - - Mathematical v
[85] v - - v - - v v Mathematical v
[97] v v - - v v v Q-Learning v v
[98] v v v - - v v Mathematical v
[73] v v Not v v Differential Evolutionary v
specified
[74] v v OpenFlow v v Heuristic greedy algorithm v
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time and delay, energy consumption and algorithm compu-
tation cost are essential metrics for fog offloading techniques
that are often overlooked in many suggested algorithms and
should be considered in future studies.

While SDN has many benefits, it also has certain draw-
backs. Latency remains an issue since faraway fog nodes or
data centers introduce inevitable delays. The complexity of
SDN deployment, possible security issues from centralized
management, and increased network overhead may impede
adoption. Interoperability concerns might develop, especially
in heterogeneous fog computing environments, and the initial
expense of specialized hardware and software may dissuade
some organizations from using SDN for fog offloading.
SDN’s applicability must be determined by carefully exam-
ining individual use cases and needs.

Fog computing simulation has a number of drawbacks,
such as issues with model accuracy, scalability, the lack of
real-time elements, overhead, abstraction, and dependence
on behavioral assumptions. It may be difficult to effec-
tively simulate the dynamic nature of fog computing with
constantly changing workloads and network circumstances.
Further impediments include incomplete network models,
problems with validation and verification, and low predic-
tive power. Large-scale and resource-intensive simulations
may also be difficult to execute due to resource limitations.
Although simulations provide insightful information, they
should be utilized with caution, and the findings should be
interpreted considering these limitations. Real-world testing
and simulation combined may lead to a more comprehensive
knowledge of fog computing systems.

VIi. CONCLUSION AND FUTURE WORK

Most of the examined related fog offloading algorithms do
not take a holistic approach to resource management, task
management, and task offloading in the same system, instead
focusing on one or two of these three critical components.
Lake of this viewpoint will encounter several obstacles in
implementing these algorithms in real-world complicated set-
tings with various types of tasks and diverse fogs hardware
and software with changing resources simultaneously. As a
result, fog offloading systems need further development to
be highly adaptable to IoT’s diverse and extensive real-time
task response.

SDN provides various advantages for fog offloading
in computer systems. It enables network flexibility by
enabling dynamic and programmable configurations to react
to changing workloads. Centralized control streamlines
decision-making for task offloading, optimizing routing, and
enhancing service quality. SDN is a crucial tool for practical
fog computing since it improves traffic optimization and
scales to handle the rising number of IoT devices and fog
nodes.

SDN can manage the fog network effectively. How-
ever, its centralized and unique architecture does increase
the possibility of initial implementation expenses. Machine
learning may be helpful for fog processing if it trans-
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fers little data across the network while using far fewer
computing resources. Machine learning may determine the
decision-making process in choosing the connection link for
data transmission and the fog destinations for offload. Select-
ing an efficient machine learning algorithm that decreases
the computational burden on the network with its few con-
nections and computation resource will be a problem solver.
Therefore, future studies aim to speed up and enhance the
fog-to-fog algorithm by efficiently using the capabilities and
characteristics of SDN networks and artificial intelligence.

Furthermore, the implementation of additional SDN con-
trollers and Fog networks on a wider scale, together with
conducting rigorous testing in real-world scenarios and net-
works, is viable. likewise, exploring the integration of SDN
networks with both centralized and decentralized networks
outside the realm of SDN may serve as a viable approach to
accommodate and merge novel and more expansive networks
and smart city challenges.
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