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ABSTRACT Accents, or changes in how different people speak the same word/sentence in the same
language, pose substantial communication issues in most spoken languages. This is a well-known fact,
but how does the accent of one language affect learning/speaking another? In this paper, we look at how
Arab accents influence the English language. To that end, we built a deep machine-learning system for
Arabic accent recognition that was learned from an in-house English speech database of four Arabic accents
collected from Jordan, Iraq, Saudi Arabia, and Tunisia. The proposed system employs Mel spectrograms of
an English-spoken paragraph to train an LSTM neural network to recognize the accent in each sound signal.
Although the collected data was extremely difficult to learn due to the presence of both males and females
and fluent speakers in each class, the proposed system could recognize speakers with various accents by up
to 79%. This answers the study’s main question, demonstrating that speakers with an Arabic accent have
their way of speaking English, which varies by country. As a result, if trained on appropriate and adequate
data, the proposed system can also be used to recognize accents in any language.

INDEX TERMS Accent recognition, classification, deep learning, LSTM.

I. INTRODUCTION
The accent is a major communication challenge for most
spoken languages. In its simple definition, the accent of a
language is the fact that different people pronounce the same
word in the same language differently. In some conversations,
even intuition is not enough to identify the correct meaning
of words pronounced in different accents. This causes issues
with Automatic Speech Recognition (ASR) systems that do
not correctly understand words pronounced by accents other
than the standard one.

In general, for learners speaking a second language
(L2), the semantics of the language is easier to acquire
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than the grammar [1]. Hence, pronunciation is an essential
skill in language learning, as it facilitates communication.
On the other hand, pronunciation, according to [2], is the
major difficulty encountered by learners of English as a
second language. Moreover, by saying that pronunciation
is the ‘‘Cinderella of language teaching’’, [3] emphasized
the importance of pronunciation when learning a language
compared to other skills such as vocabulary or grammar.

Richards (1974) introduces the theory of the interlanguage
phase which links the target language (TL) of the learner
and his mother tongue (NL). This phase causes errors
generated by this linguistic transfer. Several factors affect
the severity of these errors. According to [4], among others,
these factors concern the pedagogical ways of language
teachers, learning plans or even textbooks. Subsequently,
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many learners manage to acquire the necessary skills in
vocabulary and grammar but are unable to conduct direct
conversations due to pronunciation deficiencies. However,
this interlanguage phase is usually temporary as the learners
improve their pronunciation abilities which is, inevitably,
characterized by their TL skills.

In this context, Arabic speakers of English often make
spelling errors rather than grammar or syntax errors. Regard-
ing the number of people, the Arabic language is the fifth
language spoken in the world [5]. However, few research
works are interested in the recognition of Arabic accents,
especially from the speeches of other languages such as
English. This is mainly explained by the lack of public
corpora of data and by the phonetic and syntactic complexity
of this language [6]. The countries that speak Arabic are more
than twenty. As a result, numerous Arabic dialects exist with
distinct pronunciations that make recognizing accents more
difficult. Moreover, given this diversity of Arabic accents and
regions, the Arabic pronunciation of many English words is
different. The paper deals with the pronunciation of English
by Arab individuals from different countries.

The Arabic alphabet involves three pairs of vowel
phonemes and 28 consonants. Each letter in this alphabet
represents a phoneme. In addition, a matching between letters
and phonemes exists, which implies that words are generally
pronounced as they are written, particularly those, which are
fully-vowelized.

To better understand the differences between Arabic and
English languages, [7] studied the sound system of the
Arabic language and revealed this one-to-one correspon-
dence between Arabic phonemes and letters, differently
from English. For the English language, 20 vowels and
24 consonants exist but they are summed up in only 26 letters
representing the phonemes. Moreover, the matching between
letters and phonemes does not exist and different ways of
representing each phoneme are possible.

However, another issue that characterizes the pronunci-
ation of the English language, is that several sounds can
be associated with the same letter. Indeed, Arabic learners
of the English language often have issues, especially in
pronunciation, which can remain even after a long period of
learning or practicing conversations in English. Other issues
are added to the problem of detecting Arabic accents such as
interference and direct transfer from the Arabic language into
English as a second language.

Several recognition techniques can be used for accent
detection. Huge advances were achieved in voice recognition
techniques. This advance has benefited from the progress
in data science and deep learning. These advances are both
on industrial applications and on academic published papers.
Despite this, the reliability and rapidity of ASR systems still
need to be improved. The preprocessing systems and the deep
learning algorithms for Speech recognition should give high
accuracy rates in a reasonable time.

The process of ASR systems relies on separating the
individual sounds of audio of a speech, then using algorithms

for analyzing the obtained sounds and identifying the most
suitable words in the concerned language or accent. The most
popular methods used for analyzing the signal and visualizing
its sound components are the Discrete Fourier Transform
(DFT) [8], the short-time-fourier transform (STFT) [9], and
the mel spectrogram.

For the prediction algorithm, short-term memory (LSTM)
[10] is one of the most Deep Learning (DL) algorithms used
for accent detection. LSTM networks are widely used for
processing and classifying data having temporal relationships
between its components. LSTM differs from feed-forward
neural networks in the involvement of feedback connections.
Apart from single independent data such as images, this
type of recurrent neural network (RNN) can manipulate
data sequences such as audio and video. For this, LSTM is
adequate for the processing and recognition of accents from
audio sequences.

The main research question allowing us to identify the
contribution of the proposed system is:

To what extent do Arabic accents influence the English
language? To answer this major question, we must first
address sub-major issues such as:

What algorithms are used for ASR systems? What are the
most efficient methods for training, extracting features, and
recognizing accents? How to propose such an efficient system
dedicated to identifying the accent of an Arabic speaker of
English as a second language?

The goals of this research involve answering the issues
indicated above as well as the following:
• Automatic recognition of foreign accents is important
for numerous speech systems, such as voice conversion,
speaker identification, and speech recognition.

• Training a deep learning model to automatically detect
Arabic accents from English audio speech to help
sociolinguists and discourse analysts.

• Investigating various dialects of Arabic spoken in
various cultural areas, such as North Africa, the Gulf, the
Levant, and Iraq. And creating a new Arabic-accented
speech dataset for this purpose.

II. RELATED WORK
In this section, the most relevant research works studying the
English accent detection of Arab speakers, are investigated.

In [11], the focus is set on how Arabic advanced learners
acquire grammatical capabilities from indirect questions of
English. Ten persons and four native speakers of English were
involved to assess oral and written grammatical tasks. The
results of this paper indicate some findings that are opposed
to the initial hypotheses. Indeed, even linguistic properties
that do not link discourse and syntax were problematic for L2
advanced learners. Despite these important statements, this
study has the disadvantages of using a small number of people
and using a single variant of Arabic learners (Omanis).

The study in [12] investigates mixed speech that occurs
using the vocabulary of two or more languages. This
paper automatically identifies and recognizes the speech of
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two languages, English and Sudanese Arabic. The authors
investigate the effects of the Sudanese Arabic dialect as a
mother tongue on the pronunciation of English. This study
proposes a generalized framework for ASR in mixed speech
mode (ASR-MS). The used automatic recognition framework
considers mixed speech as a new hybrid language. One
hundred Arabic Sudanese who mixed Arabic and English
sentences in their daily life are involved in the study.

The study in [13] investigates the errors made by Arab
Saudi students when pronouncing English. The students were
divided into two groups: a group of English major students
and a second one of Arabic major students. The study
concludes that, as expected, Arabic major students made
more errors in pronunciation than English major students.
Moreover, the study reveals that Arabic students are involved
in a direct transfer from the Arabic language in their English
speech pronunciation. They use stress shifts that are not
known as English stress patterns. Among the drawbacks of
this study, are the limited results, and the non-comparison of
the performance of the proposed model with other models.
The purpose of the study in [14] is to estimate the age of
a speaker by a listener and to identify the effect produced
by the native language of the speaker (Arabic, Korean,
and Mandarin) when speaking English. Both speakers and
listeners have English as a second language. Indeed, native
Mandarin, Korean, and Arabic listeners try to estimate the
age, to the year, of other persons by listening to recordings
of native Mandarin, Korean, and Arabic speakers of English.
The study reveals that Mandarin (but not Korean, as assumed
in the hypothesis of the study) speakers were perceived to be
younger than Arabic speakers. Indeed, it is concluded that the
estimation of age becomes more inaccurate if the listener and
the speaker have two different linguistic backgrounds.

The study in [15] investigates the efficiency of the systems
of online English learning dedicated to non-English speakers.
99 Arabic non-English language students were involved in
the experiments. The taken measures concern the percentage
of students completing all the vocabulary activities and the
percentage of the activities achieved by all the students.
Three online systems were tested: adaptive, adaptable, and
static. The findings of the study indicate that the usability
of the three systems is comparable at the individual and
collective levels. However, the learning achievement is
different: Indeed, the static system gives less achievement
compared to adaptable and adaptive systems.

Some studies investigate the problem of accent detection
using deep learning paradigms as follows: In [16], the focus
is put on how to use neural models for the attenuation of the
differences between accents when establishing an L2 English
MDD system using end-to-end (E2E) neural models. The
aim is to develop accent-sensitive neural modules based on
the fine identification of acoustic differences, to endow the
resulting MDD model with a better ability to discriminate
these differences.

The study in [17] suggests a set of deep neural models
to classify the most known English dialects. The used deep

classifiers are the time-delay neural network (TDNN), the
convolution neural network (CNN), the temporal convolution
neural network (TCN), and the TDNNwith emphasized chan-
nel attention (ECAPA-TDNN. It was shown by experimental
results that the best dialect classifier is ECAPA-TDNN.
However, the suggested feature should be extended to
perform speaker identification.

The following is an overview of recent studies on the
identification of English accents in speakers of languages
other than Arabic:

In [18], the authors use audio samples to create models
for identifying local accents in the Bengali language. RNN,
CNN, and Multilayer Perceptron (MLP) are implemented
for creating the models. Despite the reduced error rate of
the models, an ASR system should be implemented to
differentiate the numerous existing Bengali accents.

The study in [19] shows, from the observation of the accent
of English-speaking Mandarins, that Mandarin learners can
judge their peers severely even if the content of the speech
is fully understood. Another experiment is performed based
on the identification of stress from a word in a sentence
using a set of tests for word recognition. In the latter
experiment, several participants rated the L2 accent excerpts
more severely than the native speaker excerpts.

Another research in [20] suggests developing an ASR
system for the Kazakh language. The latter has no available
public speech corpora. Therefore, the contribution of the
authors was to collect sufficient vocal data to implement a
reliable Kazakh accent identification environment.

The study in [21] investigates the performance of recog-
nition systems in detecting and analyzing the errors of
pronunciation of non-native English speakers (L2). The
proposed system ofmispronunciation detection and diagnosis
(MDD) is based on the use of Electromagnetic Articulogra-
phy (EMA) data. The acoustic characteristics used to evaluate
the performance of the introduced MDD system are based
on the Electromagnetic Articulation Corpus of Mandarin
Accented English (EMA-MAE).

The work of Kethireddy et al. [22], focused on learning
filterbanks that are initialized using customized features
obtained from raw waveform, which are incorporated into
the CNN network for English accent recognition. The
experimental results demonstrate strong performance with an
accuracy of 81.26%; these results were attained by using their
techniques on a common dataset of 8 English accents. Similar
works include [17], [23], [24], [25].

The works of [26] and [27] are maybe the most comparable
to ours, thus they will be chosen as the baseline comparisons
for the proposed work. To identify the native languages of
non-native English speakers from various countries in the
Arabic region, such as Saudi Arabia, Egypt, and Tunisia,
Mnasri and Habbash [26], proposed a hybrid multi-agent
reinforcement learning algorithm. This algorithm makes
use of cooperative agents and multi-agent communication.
Results from the investigation indicate an average accuracy
of 61%.
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On the other hand, Ali et al. [27], studied both generative
and discriminative models, combining these features with
a multi-class SVM. And then validated their findings on
distinguishing between the five most common dialects of
Arabic, namely Egyptian, Gulf, Levantine, North African,
and Modern Standard Arabic (MSA), with an accuracy of
59.2%.

Modern Standard Arabic (MSA), as was shown in this
review, is a low-resource language. This also applies to
the several Arabic accents that have evolved from MSA,
which, despite being frequently spoken, are likewise thought
of as low-resource languages and have fewer studies and
datasets than MSA. Although we found some online datasets
for various Arabic accents, they were exceedingly few and
unsuitable for deep learning. By producing a brand-new,
comparatively sizable dataset for several Arabic accents
speaking English, this paper closes the gap. In addition to
presenting a new deep-learning approach that uses state-of-
the-art tools to identify various Arab accents when speaking
English. This study also explores the impact of these various
accents on English language learning, similar to the work
of [26] while utilizing more modern techniques and a bigger
dataset.

III. METHODOLOGY
The goal of ASR is to comprehend human speech, there-
fore identifying accents is essential to enhancing speech
recognition. Accented speech recognition can benefit from
mature ASR techniques. Although the DFT has been around
for a while, it does not include temporal information
after transformation [28]. To solve this, the STFT was
developed [29], which computes DFT for each time frame
in which the signal is divided. STFT preserves frequency and
temporal information, which is graphically represented as a
spectrogram.

Spectrograms (Figure 1) are thought to be a useful method
for determining the strength of a signal over time. This type
of visualization has been used successfully in a variety of
applications, including voice recognition. Spectrograms are
commonly used in machine learning by saving them as image
representations for each signal in a dataset, such as speech,
and then training a CNN on these images [30].

A. MEL SPECTROGRAM
Another method for visualizing sound signals is the Mel
spectrogram. The Mel spectrogram is interesting in that it
provides representations of the sound signal after converting
the frequencies to the Mel scale. The bands in the Mel
spectrogram are evenly spaced, allowing it to effectively
emulate the human ear [31]. The sound signal is transformed
in this spectrogram using the linear cosine transform of a log
power spectrum.

B. THE PROPOSED METHOD
In this work, we use Mel spectrograms to translate sound
sources from our in-house dataset into psychoacoustic

representations. These spectrograms are organized as a
three-dimensional array S(B,T,F), with B representing the
number of sound signals, T denoting the time steps in theMel
spectrogram, and F representing the features (frequencies) at
each time step. The Mel spectrograms are used to train an
LSTM neural network for accent recognition, as shown in
Figure 2.
The accent recognition process begins with initial speech

recordings, which are then used to compute STFT and create
Mel spectrograms—a stage known as feature extraction.
These spectrograms are used as input to train the LSTM
model. Following training, the model is applied to addi-
tional instances using the same feature extraction method.
Furthermore, while Mel spectrograms may be interpreted as
images, LSTM is preferable because it can handle sequences
of time-related data, even if they are presented as images.

Algorithm 1 shows the Pseudocode to compute the Mel
spectrogram from an audio signal using the Librosa library
in Python. The input parameters are as follows: y represents
the audio signal, sr is the sampling rate, n_fft is the length
of the DFT window (default value is 2048), hop_length is
the number of samples between successive frames (default
value is 512 samples), window is the window function
type (default is ‘hann’), center specifies whether to center
the frames (default is True), pad_mode is the padding
mode (default is ‘constant’), and power is the exponent
for the magnitude computation (default value is 2.0). The
algorithm then computes the STFT of the audio signal,
calculates the magnitude spectrogram, and finally computes
the Mel spectrogram using the magnitude spectrogram and
the provided sampling rate. One can visit the official package
website for more details.1

Then, The spectrograms for the recordings in the dataset
are saved as images and passed to the proposed LSTMmodel.

C. EXPERIMENT DESIGN AND DATASET
We use a new accented speech dataset collected for this
study due to a lack of accented Arabic speech recognition
corpora, particularly those with Arab subjects speaking
English. Subjects from four Arab countries, namely Jordan,
Iraq, Saudi Arabia, and Tunisia, contributed to this in-house
dataset. Each dataset subject was asked to record his or her
reading of the script below:
‘‘ Please call Stella. Ask her to bring these things with

her from the store: Six spoons of fresh snow peas, five thick
slabs of blue cheese, and maybe a snack for her brother Bob.
We also need a small plastic snake and a big toy frog for the
kids. She can scoop these things into three red bags, and we
will go meet her Wednesday at the train station’’ [32].

We chose this specific/standard script because it is used
in many studies on human-accented speech, such as [33]
and [34]. A similar Kaggle speech dataset is available
online, but the number of Arabic recordings is very small

1https://librosa.org/doc/main/generated/librosa.feature.melspectrogram.
html
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FIGURE 1. Spectrogram examples of four speakers from our in-house speech dataset.

Algorithm 1 Pseudocode for Computing Mel Spectrogram
Require: y, sr = 44100, n_fft = 2048, hop_length = 512, window =’hann’, center = True, pad_mode =’constant’,

power = 2.0
Ensure: Mel spectrogram mel_spec
1: stft ← librosa.stft(y, n_fft, hop_length,window, center, pad_mode)
2: magnitude_spec← |stft|power

3: mel_spec← librosa.feature.melspectrogram(S = magnitude_spec, sr)
4: return mel_spec

(13 Tunisians, 12 Iraqis, 5 Jordanians, and 97 Saudis), making
it insufficient for deep learning. Therefore, we had to record
our dataset, as listed in Table 1.

The lengths of voice records ranged from 21 to 52 seconds,
depending on the reading speed of each subject. Each subject
recorded the aforementioned paragraph using their mobile
phones, resulting in different file formats. As a result,
using Audacity (an open source, cross-platform software for
recording and editing sounds) version 3.1.3, we converted
all of the voice files into MP3 format, which significantly
reduced file sizes and allowed us to unite our dataset to have

each record with a sample rate of 44100 Hz and 32 bits per
sample since it is suitable for capturing the whole human
hearing range (20 Hz to 20 kHz) [35]; using greater increases
the data size, while using lower loses information crucial for
recognition. Figure 1 shows the spectrogram and waveform
samples of four subjects belonging to the four countries
mentioned.

The experiments are mainly designed to test the ability of
the proposed method to distinguish one accent from another.
In all the experiments, we use a hold-out set, with 0.33 for
the testing set and 0.67 for the training set, where each
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FIGURE 2. Diagram of the proposed accent recognition system.

TABLE 1. Distribution of our in-house accented speech recordings across countries, and some statistical characteristics.

FIGURE 3. Flow chart of the experimental setup and processes.

experiment is repeated five times and the average is reported
[36], [37], [38], [39].

We run our experiments on Google Colab, which is a
Python-based programming environment [40]. Professional

packages are used, for example, TensorFlow is used to build
LSTM deep model, Librosa is used to read and process the
recordings, Sklearn is used to split the dataset into training
and validation sets, and Matplotlib is used for graphs and
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TABLE 2. The architectures of the used deep neural networks. For
training, the Adam optimizer is used with 0.001 learning rate and the
nc lasses differs based on the experiment.

visualizing the results. Figure 3 illustrates our experimental
setup and processes.

IV. RESULTS AND DISCUSSION
Because the goal of this study is to investigate the impact of
different Arabic accents on the English language, we built the
proposed accent recognition system to see how much Arabic
accents affect the way words and sentences are pronounced
in English.

To achieve this purpose, we commenced pilot studies to
assess the performance of the proposed system in identifying
the accents of speakers from four Arab nations. The proposed
method’s findings, as well as those of other machine
learning algorithms such as MLP, 1-D convolutional neural
network (1DCNN), and bi-directional LSTM (BiLSTM),
were less than encouraging. Table 2 shows the architecture
of these models. The proposed approach achieved the highest
accuracy, around 46.6%, as shown in Figure 4. We relate such
poor results to challenges caused by variances within a class
as well as similarities across the four classes in pronouncing
the same sentences and vocabulary. Notably, speakers from
Jordan, Iraq, and Saudi Arabia have close Arabic accents,
which may manifest in their English-speaking style. The
confusion matrix in Figure 4 shows the result of the
multi-class classification of the four groups investigated in
this study.

TABLE 3. The best classification accuracy for each experiment compared
to baseline methods.

FIGURE 4. Confusion matrix for multi-classification using the proposed
model on the provided accent dataset.

Furthermore, as shown in Table 1, 165 subjects display
fluency in reading the stated script, accounting for roughly
42% of the entire number of recordings (391). This poses
a challenge for machine learning because fluent speakers of
all classes pronounce words and phrases virtually identically.
In our investigation, the similarity across classes undermines
the distinctiveness essential for meaningful classification.
To address this issue, we chose a binary classification
strategy, which reduces the similarities between classes. This
intentional data split intends to enhance the effectiveness of
our study in discerning meaningful differences. The splitting
of the data was done as follows:
• Classification of the Tunisian subjects vs the Jordanians.
• Classification of the Tunisian subjects vs the Iraqis.
• Classification of the Tunisian subjects vs the Saudis.
• Classification of the Jordanian subjects vs the Iraqis.
• Classification of the Jordanian subjects vs the Saudis.
• Classification of the Iraqi subjects vs the Saudis.
Since we have some similarities in the accents of the

eastern Arab countries (Iraq, Jordan, and Saudi Arabia) [41],
particularly when speaking English, we added all of their
subjects together forming one class and conducted another
experiment to classify Eastern Arab subjects vsWestern Arab
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TABLE 4. Comparison of accuracy (%) between the proposed method and other methods on the provided accent data splits.

FIGURE 5. Classification of the Tunisian subjects vs the Jordanians,
a) testing and training processes’ accuracy outcomes, b) the Loss function
of the learning process.

subjects (the Tunisians). The training and testing performance
of some of the aforementioned classifications are shown in
Figures 5, 6, 7, and 8. The best classification accuracy for
each experiment is reported in Table 3.
Another set of experiments is done to compare the

proposedmethod to othermethods, includingMLP, 1-DCNN,
and biLSTM.

These methods require the data in different formats, like
MLP it needs the data as one vector. Therefore, we read the
data as segments each segment is 5 seconds in length, and the
signals are then used to train these classifiers. To avoid having

FIGURE 6. Classification of the Tunisian subjects vs the Iraqis, a) testing
and training processes’ accuracy outcomes, b) the Loss function of the
learning process.

the same speaker in the training and testing sets we split
the data in a way to assure the training and testing contains
different recordings.

Table 4 shows the results of the comparison between
different models to classify the observations in the proposed
dataset.

The results presented in Table 4 highlight the superior
performance of the proposed method compared to other
approaches across various accent data splits. In particular,
the proposed LSTM consistently demonstrates a higher
accuracy than the alternative methods. It is worth noting
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FIGURE 7. Classification of the Tunisian subjects vs the Saudis, a) testing
and training processes’ accuracy outcomes, b) the Loss function of the
learning process.

that the 1-DCNN achieves accuracy results comparable to
the proposed method in some instances and on specific
data splits. In summary, the results show that the proposed
LSTM consistently performs well over multiple experiments,
proving its usefulness in accent recognition when compared
to the other approaches studied. The findings can help guide
method selection decisions in scenarios requiring accent
classification tasks.

As can be seen from the results illustrated in Figures 5,
6, 7, and 8, and according to Table 3, the proposed Arabic
accent recognition system can recognize speakers of various
categories (accents) by up to 79%. This demonstrates that,
yes, speakers with an Arabic accent have their way of
speaking English, which varies from country to country.

However, the distinctions are not the same. For example,
when the system learned to distinguish between Jordanian
and Iraqi subjects and then tested their test examples, the
accuracy was low (only 54%). This could be attributed to two
factors: first, the relatively high number of fluent Jordanian
speakers (52 out of 100), and second, the similarity of the
Iraqi accent to the Jordanian, given the proximity of both
countries.

FIGURE 8. Classification of Eastern Arab subjects vs Western Arabs,
a) testing and training processes’ accuracy outcomes, b) the Loss function
of the learning process.

Similarly, when the system was learned to distinguish
between Jordanian and Saudi subjects, as well as Iraqi and
Saudi subjects, the accuracy was also low (63% and 57%,
respectively). This could also be attributed to the same
previous factors, given the three countries’ proximity, which
fosters some similarity in accent and strategy of learning
English, as all three countries have English as a second
language, and this could be a third important factor.

When learning the accents of subjects from an eastern
Arab country, such as Jordan, Iraq, or Saudi Arabia, and
subjects from a western Arab country, such as Tunisia,
the proposed system achieves significantly higher accent
recognition accuracy. The system also performs better when
subjects from Tunisia are used alone in one class and all
other eastern subjects are combined in another, as shown in
Figure 8.

Obviously, given the large distance between the three
eastern countries (Jordan, Iraq, and Saudi Arabia) and Tunisia
in the west of the Arabworld, which ranges between 3000 and
4000 kilometers. Many studies, such as [42], [43], [44],
and [45], show that there is a significant difference in
Arabic accents between Eastern and Western Arab countries.
According to [46], the Arabic-speaking area can be divided
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into two major dialects: Eastern (mašriqı̄) and Western
(magribi).

Another interesting factor that might have contributed to
the improvement of the system’s performance when fed with
more distinctive examples is the English language itself,
which is used as a second language in countries such as
Jordan, Iraq, and Saudi Arabia, and as a third language in
Tunisia and other western Arab countries. Perhaps having
French as a second language in Tunisia reduces interest in
learning English properly, allowing for more distinct ways
of pronouncing English words and sentences. Hence, the
proposed Arabic accent recognition system performs much
better, with accuracy rates of 70%, 73%, 79%, and 72%
when learning from (Tunisians and Saudis), (Tunisians and
Jordanians), (Tunisians and Iraqis), and (Eastern andWestern
Arabs) respectively. Having the best performance when
learning from subjects residing in one of the most eastern
Arab countries (Iraq) and subjects from Tunisia.

In general, the proposed system could not achieve more
than 79% accuracy. In addition to the aforementioned
reasons, such as the relatively large number of fluent speakers
from all countries tested, which hinders the learning process,
there is another factor, which is the presence of female
speakers in both classes for all experiments (172 females out
of 392). It is well known that female voices are more similar
to each other than males’, providing more similarity between
classes, which allows for less accuracy. According to [47],
Female participants had higher levels of aspiration noise in
the spectral regions corresponding to the third formant, giving
female voices a more ‘‘breathy’’ quality than male voices.

Although [26] and [27] employed datasets that are
different from ours, we compare our results to theirs just
to demonstrate that the performance of such systems is not
very high and instead to support the idea behind the proposed
system, and in this field of research, an accuracy of up to 79%
is not considered to be modest.

This study’s findings can be summed up as follows:
• A new deep learning method has been presented
for analyzing audio speech signals and, in particular,
identifying Arabic accents in English speech.

• Due to a lack of accented Arabic speech recognition
corpora, a new accented speech dataset was gathered
from 391 Arab participants speaking English.

• The proposed system could recognize speakers with
various accents by up to 79%. This answers the study’s
main question, demonstrating that speakers with an
Arabic accent have their way of speaking English, which
varies by country.

Numerous interesting use cases are possible for our
system, especially in any practical context of live speech
recognition and translation from voice to text (in English).
For example, any intelligent AI-based system involving a
real-time automatic interpretation of voice commands is a
potential use case. These systems can be useful for executing
vocal orders in smart homes, in cars, or on smartphones.
It is worth noting that actual live translation systems, even

professional commercial ones, failed to recognize non-fluent
English voices. Our system will resolve this issue, at least for
Arabic speakers of English.

V. CONCLUSION
This paper investigates how Arab accents affect the English
language. To that end, we created a deep machine-learning
system for Arabic accent recognition, which was trained on
an in-house English speech database containing 391 subjects
speaking four Arabic accents from Jordan, Iraq, Saudi Arabia,
and Tunisia. All the subjects have spoken one standard
English paragraph.

The deep learning model is obtained by training an LSTM
neural network to recognize the accent in each sound signal
using Mel spectrograms of the English-spoken paragraph.
The proposed system could recognize speakers with various
accents by up to 79%. This answers the study’smain question,
demonstrating that speakers with an Arabic accent have their
own way of speaking English, which varies by country.
We saw such high recognition results when we had two
distinctive accents, such as Tunisian vs Iraqi accents.

The limitations of this study include:
• The collected data was extremely difficult to learn due to
the significant presence of fluent speakers in all classes.

• The significant presence of female voices in all classes
also hinders the learning process.

• Size matters in Deep Learning; despite recording a
lengthy paragraph by 391 subjects, our in-house dataset
remains small for deep learning.

Our future efforts will be focused on overcoming the
limitations listed above: To improve accent learning, fluent
speakers must be removed from the speech database, simply
because there is no accent information preserved in their
recordings. In order to overcome the effect of female voices,
our future approach will divide the dataset into two, one
for males and one for females, then train the deep learning
method on each to produce two models, which are then
merged to improve recognition results, as done by [48]
and [49]. In addition to collecting more data to increase the
size of the dataset for better deep learning. Indeed, we are
collecting data from two new countries, Egypt, and Morocco.
The actual results will be compared to those of these two
countries in future work.
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