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ABSTRACT Owing to operating condition switching and internal degradation mechanisms, the degradation
processes of some lithium-ion batteries (LIBs) exhibit non-monotone and two-phase patterns, which are
composed of a linear first phase and a nonlinear second phase. The existing Gamma process and Inverse
Gaussian process methods are limited to modeling the monotone degradation data. Besides, traditional
single-phase nonlinear models and two-phase linear models are insufficient to describe such a degradation
process effectively. Therefore, degradation modeling and remaining useful life (RUL) prediction of the
hybrid deteriorating LIBs is still a compelling practical issue. In this paper, a two-phase hybrid degradation
model with a linear first phase and a nonlinear second phase is formulated based on the widely used Wiener
process-based model. Taking into account the random effects caused by the unit heterogeneity and the
uncertainty of the degradation state at the changing point, we obtain the analytical solutions of the lifetime
estimation and RUL prediction under the concept of the first passage time (FPT). In addition, to conduct
model parameter identification, the expectation maximization (EM) algorithm in conjunction with a profile
log-likelihood function method are utilized for offline parameter estimation. Subsequently, the Bayesian rule
is adopted to conduct the online parameter updating. Finally, the numerical and practical experiments are
provided for verification and show that the proposed method could achieve high estimation accuracy for the
RUL prediction of the two-phase hybrid deteriorating LIBs.

INDEX TERMS Lithium-ion batteries, RUL prediction, two-phase degradation, unit-to-unit variability,
Wiener process.

I. INTRODUCTION

In recent years, with the rapid development of technol-
ogy, lithium-ion batteries (LIBs) have been widely used in
many fields, including electric vehicles, large-scale grid, and
aerospace power systems attributable to their high energy
density, low self-discharge rate and long service life [1], [2],
[3]. Despite the advantages, LIBs’ performance will decrease
gradually over time owing to the influence of dynamic envi-
ronments and internal mechanisms [4], [5]. Degradation of
LIBs will lead to equipment failure or even catastrophic
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eventualities [6], [7], [8]. Hence, prognostics and health man-
agement (PHM) are essential for maintaining high efficiency
and safe operation of LIBs [9]. Establishing suitable models
to characterize the degradation process and realizing accurate
remaining useful life (RUL) prediction are critical challenges
of LIBs’ PHM [10], [11], [12].

Generally, the RUL prediction approaches for LIBs can
be classified into model-based and data-driven [13], [14].
At present, the data-driven approaches have become research
hotspots in RUL prediction, as they exclusively rely on the
performance data collected by sensors and do not require
much knowledge about the physical and chemical mechanism
of LIBs [15], [16]. The data-driven approaches mainly consist
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of machine learning and statistical approaches [17]. Machine
learning methods such as neural networks and deep learning
require massive data to obtain high-quality training feature
variables and will generate cumulative errors [18]. In contrast,
the statistical approaches attempt to combine the statistical
models with degradation data, which can effectively cap-
ture the uncertainty of the degradation process [19]. As one
widely used category of statistical approaches, stochastic
process-based methods can characterize the randomness of
the degradation process, provide the probability distribution
of RUL, and quantify the prediction uncertainty [20], [21].
Wiener process, Gamma process, and Inverse Gaussian pro-
cess are three commonly used stochastic process models [22].
Among them, the Wiener process model has attracted sig-
nificant attention owing to its good mathematical properties
in describing the non-monotone degradation trajectory [23],
[24], [25]. As to the Wiener process-based degradation mod-
eling method, the lifetime and RUL are usually defined as
the first passage time (FPT) when the degradation process
exceeds the preset failure threshold [26]. Since the degra-
dation increments follow the normal distribution, the linear
Wiener process is flexible in solving the analytical solutions
of lifetime and RUL based on the FPT concept and has
been extensively investigated over the last few decades [27],
[28], [29]. However, for nonlinear degradation devices such
as LIBs, nonlinearity is an important factor that cannot be
ignored in degradation modeling. To characterize the nonlin-
ear degradation process, Si et al. [30] first proposed a general
nonlinear degradation model and obtained the probability
density function (PDF) of RUL based on a well-known time-
space transformation. After this pioneering work, extensive
research has been conducted on the RUL prediction of non-
linear degradation devices [31], [32], [33], [34].

It is noticeable that the aforementioned Wiener process-
based RUL prediction methods primarily focus on single-
phase degradation cases. However, in practice, owing to
operation conditions switching and inner degrading mech-
anisms evolution, the degradation rate of many batteries’
degradation trajectories changes significantly and exhibits
obvious two-phase characteristics [35], [36]. Hence, it is
necessary to formulate a two-phase degradation model
for accurate lifetime estimation and RUL prediction. Over
the last few years, many advances have been made in
the two-phase Wiener process-based degradation modeling
method. Kong et al. [37] proposed a change-point Wiener
process model to describe the two-phase degradation trajec-
tory with abrupt jumps at the changing point and conducted
the system reliability assessments. Based on the two-phase
Wiener process, Zhang et al. [36] established a generalized
degradation model framework for LIBs, then derived the
analytical expressions of lifetime and RUL distribution under
the concept of FPT. Gao et al. [38] constructed a two-phase
Wiener process model with a changing point to analyze the
degradation process of systems affected by shocks. To facil-
itate the degradation analysis of LIBs, Chen et al. [39]
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proposed an adaptive RUL prediction method combining the
two-phase linear Wiener model and the extreme learning
machine algorithm.

However, most of the current researches only focus on
the two-phase linear model, which may not be accurate in
some complex LIBs applications. It is encountered in practice
that some LIBs with two-phase degradation patterns exhibit
a slow and stable linear trend in the first degradation phase
while a fluctuating nonlinear trend in the subsequent degra-
dation phase [40], [41], [42]. From a practical perspective,
the reason for this phenomenon is that the internal active
material of LIBs will gradually lose during cycling, whereas
the internal resistance increases slowly [43]. When a certain
number of cycles is reached, the capacity of the batteries
will rapidly decrease, leading to nonlinear and non-monotone
degradation characteristics. Obviously, if the two-phase lin-
ear model is still utilized for modeling, it will be difficult
to describe the nonlinear degradation features of the second
phase accurately, which may lead to estimate bias. Thus,
determining how to model the two-phase degradation process
of such LIBs is a compelling practical problem. However,
only a few works refer to this issue [44], [45]. Shen et al. [44]
established a change-point Wiener and Inverse Gaussian pro-
cess model to characterize the two-phase degradation process
of the revolute joints. In this work, the first phase was
described by a linear Wiener process model, and the second
phase with accelerated nonlinear features was captured by
an Inverse Gaussian process model. It is noteworthy that the
Inverse Gaussian process is limited to modeling the monotone
degenerate trajectories. Thus, the above methods for mechan-
ical devices are not suitable for LIBs degradation modeling.
Fortunately, the nonlinear Wiener process can effectively
characterize the nonlinearity of the non-monotone degrada-
tion process and could be used to derive the analytical form of
lifetime estimation under the FPT concept [23], [46]. There-
fore, it is more appropriate to utilize the linear Wiener process
in conjunction with the nonlinear Wiener process to describe
the two-phase degradation paths of the aforementioned LIBs.

To achieve accurate degradation modeling and RUL pre-
diction for LIBs, several issues still need to be further
investigated. Previous studies generally assumed that the
occurring time of the changing point and its corresponding
degradation state (i.e., the initial value of the second phase)
are known or their distributions could be obtained through the
statistical analysis of numerous degradation data [47], [48],
[49]. Therefore, the randomness of the degradation state at
the changing point is neglected, which may lead to estimate
bias. In fact, due to the uncertainty of the first phase, the
degradation state at the changing point is a random variable
before the changing point appears, which is related to the
degradation rate of the first phase and the changing time [50].
In addition, due to the influence of internal and external
factors, unit heterogeneities exist in the degradation process
of LIBs within the same batch. Thus, it is more reasonable to
set the changing point and the degradation rates as random

VOLUME 12, 2024



X. Cui et al.: Remaining Useful Life Prediction for Two-Phase Hybrid Deteriorating LIBs

IEEE Access

variables [51], [52]. Hence, characterizing the unit-to-unit
variability for the LIBs of the same specification based on
real-time monitoring data to increase the adaptability of the
degradation model is necessary. To the best of our knowledge,
very limited work is available to solve the degradation mod-
eling and RUL prediction problems for the two-phase hybrid
deteriorating LIBs with a linear first phase and a nonlinear
second phase in the existing literature, especially for the
situation where all the above issues are considered at the same
time.

Therefore, in this paper, a novel degradation modeling
and RUL prediction strategy based on the Wiener process is
proposed for two-phase hybrid deteriorating LIBs to bridge
the aforementioned research gaps. The main contribution of
this work lies in the following aspects.

1) A two-phase hybrid degradation model based on the
Wiener process is established to characterize the degradation
process of LIBs with a linear first phase and a nonlinear
second phase.

2) The analytical solutions for the lifetime and RUL esti-
mation considering the unit-to-unit variability and the random
degradation state at the changing point are derived based on
the FPT concept.

3) The offline parameter estimation is conducted by the
EM algorithm in conjunction with a profile log-likelihood
function method, and then the online parameter updating is
realized by the Bayesian rule.

4) The effectiveness of the proposed method is verified
based on the experiments of a numerical simulation and a
practical case study of the LIBs degradation dataset.

The remainder of this paper is arranged as follows.
Section II establishes a two-phase hybrid degradation model
of LIBs, and derives the analytical solutions of the RUL
estimation, then conducts the model parameter identification.
The implementation details of the experiments are provided
in Section III. Section IV presents the experimental results
and analysis. Section V concludes this paper.

Il. METHODOLOGY

In this section, the degradation modeling and RUL predic-
tion methods of the two-phase hybrid deteriorating LIBs are
introduced. The proposed methodology could be split into
three major parts, namely the formulation of the degradation
model, the derivation of the lifetime and RUL distribution
under different conditions, and the model parameter identi-
fication. The details are described below.

A. MOTIVATION AND MODELING DESCRIPTION

Fig. 1 shows the capacity degradation data of five LIBs
adopted from the Stanford University battery dataset [53].
It is observable from Fig. 1 that the degradation trajecto-
ries exhibit obvious two-phase hybrid deteriorating features
with evident inflection points. Specifically, the LIBs’ capac-
ity decreases slowly in the first phase with a linear trend,
and after about 500 cycles, the power starts to dive rapidly
and show a nonlinear trend, which was disclosed by [41].

VOLUME 12, 2024

Capacity (Ah)

0.9

520 540 560

0.85

I L L I L I I
0 100 200 300 400 500 600 700 800 900 1000 1100

Cycles

FIGURE 1. Degradation trajectories of batteries.

Furthermore, it is clear from Fig. 1 that the degradation trajec-
tories are non-monotone. In this case, the degradation process
could not be described well by the two-phase linear model.
Therefore, it is appropriate to model the degradation process
of such hybrid deteriorating LIBs based on the two-phase
hybrid degradation model with a linear first phase and a
nonlinear second phase.

It is known that among the stochastic process models, the
Gamma process and Inverse Gaussian process are limited to
modeling the monotone degenerate trajectory. However, the
degradation trajectories of the LIBs’ capacity in Fig. 1 are
non-monotone. Therefore, the Gamma process-based meth-
ods and the Gaussian process-based methods in the existing
literature are insufficient to model the LIBs’ capacity degra-
dation data.

Fortunately, the Wiener process has good mathematical
properties in describing the non-monotone degradation tra-
jectory. Thus, the Wiener process is employed in this paper to
describe the degradation process of the hybrid deteriorating
LIBs. For detail, the linear first phase of the LIBs degradation
data could be modeled by the linear Wiener process. Besides,
considering the nonlinear characteristics of the second phase,
we adopt the nonlinear Wiener process model to describe
its degradation features. The nonlinear Wiener process is a
type of diffusion process with a nonlinear drift term, which
is driven by the standard Brownian motion. The standard
Brownian motion is a Gaussian process with a mean of 0 and a
time-dependent variance, which is originally used to describe
random walks of tiny particles [30]. Therefore, the nonlinear
Wiener process is generally used to model the non-monotone
degradation process with the nonlinear trend.

Inspired by the single-phase nonlinear degradation model
discussed in [30] and [32] and the two-phase linear degrada-
tion model presented by [36], a two-phase hybrid degradation
model consisting of a linear first phase and a nonlinear second
phase can be formulated as follows,

Xo+A1t + o1B(¢),
X(t)= ,
Yot / (o—7: O)dp+osBt —7), 1> 1
T
1)

where X (¢) denotes the degradation state at time ¢, T rep-
resents the changing time. Thus, the degradation process is

O0<t<rt
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divided into two parts by the changing point 7. The time
from #y to t is the first phase, whereas the time from 7 to
t represents the second phase. Therefore, xo = 0 is the initial
value of the first phase, and x; is the degradation state at the
changing time t, as well as the initial value of the second
phase. Besides, A} and o] represent the drift and diffusion
coefficients of the first phase. A |, Tt u(p — t;9)dp and oy
represent the drift function and diffusion coefficient of the
second phase. A, is a proportional parameter that controls
the speed of the nonlinear degradation (i.e., drift rate of
the second phase), u(t — t; ¥) is a nonlinear function with
time ¢ and an unknown parameter ¥, which describes the
nonlinear characteristics of LIBs. B(¢) denotes the standard
Brown motion. For simplicity, the two-phase hybrid degrada-
tion model proposed in Equation (1) is referred to as THDM,
and it is assumed that the two phases are independent of each
other.

Generally, according to the concept of FPT, the lifetime T
of the deteriorating LIBs described in Equation (1) can be
defined as:

T =inf{r: X)) > w|X(0) < w} 2)

where w is a predefined failure threshold determined by the
relevant standards or engineering practice. Then, similar to
the definition of the lifetime, the expression of RUL at the
current time #; can be defined as:

Ly =inf{l : X(tx + Ix) > wiX () < w} 3)

where [}, is the time from #; to the failure time, and L; denotes
the RUL with PDF f (I).

B. RUL PREDICTION UNDER THE CONCEPT OF FPT

1) DERIVATION OF THE LIFETIME DISTRIBUTION BASED ON

THDM WITH DETERMINISTIC PARAMETERS

Firstly, if the changing time is fixed, and all parameters in

Equation (1) are known constant values, the lifetime distri-

bution based on THDM is derived without considering the

randomness of the parameters. Based on the research in [30],

[32], and [36], the PDF of the lifetime Tfor the two-phase

hybrid deteriorating LIBs can be formulated as follows,
(Hif0<t<t

2
fT(tMl)Zuexp [_M} (4)

2
1/271(71213 201t

@ ifr>rt

frt|Aa, x7)
w—2X; — A (fr' wp — 5 Ndp — (t — Dt — T 29))
o/ 2r(t — )}
(w —xr =X [l o — 15 19)a’p)2

—~ 5
e 203(t — 1) ©)
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2) LIFETIME ESTIMATION AND RUL PREDICTION BASED ON
THDM WITH RANDOM EFFECT
In practical engineering, the degradation paths of different
LIBs from the same batch have heterogeneity, which is
called unit-to-unit variability. Generally, the individual fea-
tures of different devices are described by random parameters
in the degradation model [52]. However, the parameters in
Equations (4) and (5) are deterministic. Therefore, to describe
the unit-to-unit variability, a common method is assuming
the drift coefficient of the first phase and the drift rate of
the second phase in the THDM are random variables that
follow the normal distribution, i.e., A; ~ N(4,, crlzr), Ay ~
N A, azzr). Based on the prior information obtained from
historical data, the model parameters of a certain operat-
ing battery can be updated through real-time observations.
Hence, when the changing time 7 is fixed and known, the
PDF of the lifetime 7 based on the THDM with unit-to-unit
variability can be obtained as follows,

DHif0<r <t

+00

fr@) = fr@tAnp(A)d A
_ w—xp exp | — (W —xo — A1)’
\/27'[t2(t2012r + alzt) 2(t2012r + alzt)
(6)
Q) ifr>rt
fr(tlxo)
+00
= Jr(t| A2, x0)p(A2)d A2
1

~

3
\/Zn(t —1)? [02{ (fj wip —t; z?)dp)z + 03t — z)}

t 2
X |:(w —x,)(ozzr(/ wip —t; 1?)d,0) +022(t — r))

t
- (/ u(p —t;)dp — (t —H)u —7; 19))

t
x ((w — xr)Uzzr/ w(p — 73 9)dp + Aoy (t — f))}

T

(w —xr — Aoy [l (o — T 19)a’p)2

X exp | —

2 (ozzr (frt wip —t; 19)a’,0)2 + 03t — r))
N

Proof: See Appendix A.

To facilitate calculation, the above-presented results
assume that the degradation state at the changing point is
determined and known. In fact, if the changing point does not
appear, the value of x; should be arandom variable rather than
a fixed value. According to the concept of FPT, the premise
for the degradation process to enter the second phase is that
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the battery has not failed in the first phase. That is to say, the
degradation path does not reach the failure threshold w before
the changing point appears. Therefore, to obtain the PDF of
the lifetime T at the second phase, the transition probability
density from xg to x; should be derived first. It is defined that
h:(x;) = Pr{X(r) = x;|X(0) = x0, T > t}Pr{T > 1}
denotes the transition probability function. After obtaining
the analytic form of A, (x;), the PDF of lifetime T could be
derived based on the law of total probability.

According to the properties of the Wiener process, x;
follows the normal distribution, i.e., x; ~ N(AiT, alzr).
In addition, x; is determined by the drift and diffusion coef-
ficients of the first phase, as well as the changing time.

Hence, to derive the analytic form of /. (x;), Lemma 1 is
introduced according to [54].

Lemma 1: If X(t) = xg + Aqt + 0,B(t) represents a linear
Brownian motion with xop = 0. Under an absorbing boundary
w, the transition probability density of the state from xp to x
during time ¢ could be expressed as follows,

1 . (x — Aat)?
S — X e —
V2mto? P 202t

24w (x —2w— }»at)2
—exp = exp BT a— 3

Then, the analytical form of A, (x;) could be obtained based
on Lemma 1, as follows,

hix,t) =

2
he(xp) = M}

1
———— lexp| — 5
/27 1012 [ |: 20it

20w (xy — 2w — llt)z
—exp 012 exp —T 9)

It is noted that s, (x;) will change due to the randomness of
the first phase model. Considering M~ Ny, 0“) he(x7)
should be rewritten as f he (x| A1)p(A1)dA;. Thus, based
on Lemma 2 in Appendix A the analytic form of /. (x;) could
be obtained [36].

hr(xter’ o1r)

=My,
eXPI: 2(ro*12+12012r)j|

\ /271(r012 + 12012r)

exp (2}“' + 2(w? ‘71 T+w alrol))

(I] (:7l +talr)c7|

J2r(ro? +120l)

2wol T 2
(x, —2w — AT — 0—2“)
1
(10)

2ol +1207)

xexp | —

Then, if A; and A, follow the normal distribution, i.e.,
M ~NQir, 02), 22 ~ N(A, 03), the PDF of the lifetime
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T based on the THDM considering unit-to-unit variability
and the randomness of x; with a certain changing time t can
be expressed as follows.

(1) When 0 < ¢ < 7, the PDF of the lifetime T has been
formulated in Equation (6).

(2) When ¢ > 1, the lifetime distribution could be obtained
based on Equations (7) and (10),

fT(f);/ Jr(tlxo)he (| Aiy, o1)dxr = Q—R - (11)

where Q = Q1 — 02, R = R; — R, and
ra - (A — Ag1)*
01 = 5 exp | ——s——
27 (t — 1) (o +U,31) 2(0 —i—crﬂl)
Aﬁl +7La10,31 . l;n +7La10ﬂ1
X —_—
O'al+(7ﬁ1 \/al ﬂl(a +051)
031051 )Lﬂl +la10’/31
* o2 +O’2
al B1 \/aalaﬂl(aal —i—aﬂ])
2 2
r (Aw1 — Ag1)
Q2 = il B -
2r(t — 1) (o, + ‘7/31) 2(o;,, + Uﬂl)
5102 + Ag103
di_e(— 1041 B1

2 2,2 2
\/%10;31(%1 +o5)

2 Afa 2 2
Ri=1 x 2“1 exp M
2 (t — 1) (0 + Gﬂl)

2(0 +U¢31)
102, —i-?Lalaél o Ay1oy, +/1a10§1
X — X
2 2
041 T 0p \/al ﬂl(o +aﬁ1)
n ‘731031 )Ll/]ajl +;Lala§1
2 +o2 2 62 (62, + 02
a A1 04194105 +05)
R=1 x r}%l ex _M
2=4h Pt — V(02 2P| 752 2
7wt — 1) (0y; —1—0/31) (0, +aﬂ1)
2,102 + Aq102
e[ 81

2 2,2 2
\/%1‘7/31(%1 +o5)

t
Aal = A2y (/ w(p —; ﬁ)d,o) JAgr =w— AT,
T

2wol T
Ajp=—w— 24,7 — 2” ,
o]
; 2
o = 022,(/ wip — L?)dp) +o3(t — 1),
T

2 2 2 2
Gﬂl = TG] +T Glr’
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(t = ) (03 + o3t = 7:9) [} u(p — v 9)dp)

Yal = s
2
Oul

(t = )05 (Aot = Aor(t = Dt — 73 9))
rb] - 2 b

Ual
2A 2wt t +wlolo
I} = exp 1;w + (wo, - 1) (12)
o1 (01 + TUlr)Ul

It is worth mentioning that ®(-) and ¢(-) represent the
cumulative distribution function (CDF) and PDF of the stan-
dard normal distribution, respectively.

Proof: See Appendix B

Itis noticeable that the above-presented lifetime estimation
equations are formulated for the whole degradation process of
the battery from time #o to the FPT of the degradation path.
However, if the current time is #;, we need to further conduct
the RUL prediction of the battery. It is known that at time #,
the RUL of the battery is related to the actual degradation state
X (#). In such case, if ¢ represents the FPT of the degradation
process {X(¢), t > tx}, then the residual # — #; corresponds to
the realization of the RUL at time #;. For simplicity, t — #
is defined as I;. Theoretically, through a certain time scale
transformation and failure threshold transformation, the RUL
at time #; is equal to the FPT of a new stochastic process
{Z(k), Ix = 0} crossing the failure threshold wy = w — xg,
where Z(ly) = Xt + lx) — xx, Z(0) = 0.Thus, taking
the transformation I = t — g, wy = w — xx with [ >
0 for Equations (6), (7), (11), and (12), then the RUL of the
degradation process {X(t), t > t;} could be obtained.

Let x; and [y denote the current degradation state and the
RUL of the battery at time #, respectively. If the changing
time 7 is a known constant, using the observations up to #,
the PDF of RUL based on the THDM considering unit-to-
unit variability and the randomness of x; can be expressed as
follows.

Case 1: The current time #; is smaller than the changing
time v (i.e., fy < T)

W — Xk
2R 1 + o2l

fill) = [
X ex —

—xk — Aul)?
Con Al | o<nth<e
2ol 1} + o)

S—-T, th+l >t

(13)
where S = S

— 85, T =T; —T>,and

2
Sl — Ta2 exp | —
2tk + Ik — 10, + 07) 208, +03)
Ap202, + lachﬁz Ap202, + 7La20ﬁ2

\/‘Tazaﬁz(%z + (’,32)

X

2 2
Oq2 T 0
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241, (w —
(Aa2 — lﬂz)z} I = exp [M

%% A205 + ha20py
2 2
) \/cr(ﬂaﬁz(aw2 + Uﬂz)

S, = rb2 exp | — (Ae2 — ;Lﬂ2)2
27+l — 1) (05, + 05) 204, +03,)

),/326“2 + 1012‘7,32

SR i 2 2,2 2
\/Ua20ﬁ2(0a2 +05,)
2
-
Ty, =1 x a2

2ty + I — )X (0 + agz)

exp - (A2 — Ay2)?
2(032 + ng)

)LVZUO%Z + )uaZUéz )vyZUO%z + }{@12(752

X

2 2

Oqr T 0p \/052052(0‘32 + 052)

n 520,32 Aﬂ%z + )M%z
Uaz + 0,32 \/o 20/32( o T Gﬂ2)
r
T, =1 x b2

2t + I — 1)* (0 + o5y)

(a2 — Ay2)?
exp| ——5—5~

204, +05)

2vyZUD%z + )va20522
2 2,2 2
\/Ga20ﬂ2(0a2 + ‘7,32)

tiHk
7La2=lzr/ w(p —t;0)dp, Aga = w —xk — A, (T — 1),
T

X11—>d | —

2w — xp)o, (T — i)

2 9
g

Ap2 = —w+xk — Aip(v — 1) —

5 ) te+lk 2 )
Oy = 05, (/ wip —7; ﬂ)dp) + o5 (tx + Ik — 1),
T

aﬂz (t — tk)al +(r — tk)zalr,
(tk + 1 — 1)
"‘a2 - 2
%)

5 5 te+l
X (02 + 05, u(te + Ik — T3 19)/ ulp —t; ﬂ)dp) ,
T
x4+ — 0)05 (A — Aotk +1k — Dpie+i —7: 9))

rp2 = ,
2
Ou2

0]

2 (w—xp)?o} (t — 1) + (w — x)?0l o?)
(of +(x —of,) o
(14)
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Case 2: The current time #; is larger than the changing time
T(e,ly =7T)

1

2 3
\/2”113 |:022r( W up — T ﬂ)dp) + Uzzlk]

tx+lk 2
x [(w - m)(o%, ( / uip -t ﬁ)dp) + a%zk)
179

tr+ly
- (/ u(p — 7 )dp — Lty + I —r;l‘/‘))
173

Sl =

5 tie+k )
X ((w - xk)azr/ u(p —t;9)dp + A2r05 lk)j|
173

2
(W—xk —or [ o - ﬁ)dp)

2
2 (022,( L — T ﬁ)dp) +o22lk)

Ik
15)

X exp

Itis worth mentioning that the changing time 7 is a constant
value in the above derivations of lifetime estimation and
RUL prediction. In practice, due to the influence of operation
switching and state transformation, different LIBs within the
same batch have different changing times in their degradation
paths. Therefore, it is more appropriate to define the changing
time t as a random variable to reflect such variability. In this
case, based on the law of total probability, the distribution of
lifetime and RUL could be derived as follows [36].

+00 +00

Jr() = Jrlop(ydz, fLle) = Jolo)p(r)dT

(16)
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where p(t) represents the PDF of the changing time . Since
there is only one random variable in the above equation,
it could be solved by some numerical methods, such as
parabola approximation and trapezoidal approximation.

C. MODEL PARAMETER IDENTIFICATION

In this subsection, the unknown model parameters will be
estimated based on historical observations and real-time mon-
itoring data. The specific parameter identification process
consists of changing point detection, offline parameter esti-
mation, and online parameter updating.

1) OFFLINE CHANGING POINT DETECTION

It is assumed that the historical data of N LIBs from the same
batch are known, i.e., X = {X1,X»,---,Xy}. The degra-
dation data X, = {x,0,Xn,1, -+, Xu,m,) Of the n-th battery
is measured at time {,, 0, t4,1, - - - , ta,m,}, Where m, denotes
the available number of measurements for the n-th battery.
We further define that Ax;, ; = x,, j— X, j—1 denotes the degra-
dation increment of the n-th battery, where j = 1,2, - - - , my,.
For simplicity, it is assumed that the sampling interval is
fixed, i.e., At = t,j — 1, j—1. In addition, let 7, represents the
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changing time of the n-th battery. To facilitate the computa-
tion, changing point location 7, = 7,,/Ar € {0, 1, ..., m,} is
assumed, videlicet, the changing point t,, of each battery only
appears at the measurement time {#,,0, t4,1, - - - , tn,m,}- Thus,
{Xn,0, Xn,1, - -+ , Xn,7,} is the observation in the first phase,
whereas {x, z 11, Xn 7,42, " , Xn,m,} denotes the observation
in the second phase. According to the property of the Wiener
process, the degradation increment Ax,, ; follows the normal
distribution. Thus, the log-likelihood function of X, can be
formulated as follows,

InL(A1 0, 01, 22,0, 02, T, Tn|Xp)

il 1 [ (Axy, — AMAN}
= n exp | — 5
=1 \/2molAt 207 At

my 1

L S
=1 ,/271022At

. 2

(Axn,j - )LZ,n ft?_l u(p — o3 B)d p)

17
205 At a7

exp | —

where Ay ,, 01, 42,4, 02, ¥ and 7, represent the parameters of
THDM for the n-th battery.

For each battery, given the changing point location 7,, the
maximum likelihood estimation (MLE) method is employed
to obtain the drift and diffusion coefficients. However, due
to the influence of the nonlinear drift function involved by
the parameter ¢, it is difficult to derive the estimated values
of A1.n, 01, A2, 02, ¥, and T, by maximizing Equation (17).
To solve this problem, inspired by [32], a profile log-
likelihood function method with respect to ¢ is proposed as
follows.

Firstly, if ¢ is known, the MLE values of A, ,,, o1, A2, 02, ¥
can be calculated as,

A~

Afl,n
,
Axn,j z 2 2
j=1 R 1 < (Axnj—)vlnAl‘)
_ S, = | =S 2 T A Al 18
NI rnjzl A1 (18)
A2.n(9)
my "
_ Z+1 Axnj J,L 1w = Ta; D)dp
J=Tn
= my N 2’
> (f[/_, (o — Tn; ﬁ)dp)
j=ta+1
62,n()
. _ 2
U] (A= Ao f mlo — s 9)dp)
T m,—1, ey At
(19)
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It is noted that ilyn and &1, are independent of ¢, which
means that the results in Equation (18) are the optimal esti-
mates. However, A3 ,(2) and 67 ,(¢) in Equation (19) are
functions of ¥, thus, we need to solve ¥ first.

Secondly, since the two phases are independent of each
other, by substituting Equation (19) into the second formula
in Equation (17), the profile log-likelihood function of ¢ can
be formulated as,
In L(¥X},)

< 1
- S
el /2763, ()AL

(Dnj = Do) [ (o
2635, (9)At

2
— Tp; B)dp)

X exp | —

(20)

Thirdly, based on a search algorithm implemented by
the “fminsearch” function in MATLAB, the estimate of ¥,
ie., 9, can be calculated through maximizing the profile
log-likelihood function in Equation (20). Finally, substituting
9 into Equation (19), the estimates of A, ,(¢) and 62 ,(%)
could be obtained, respectively.

Then, substituting Equations (18) and (19) into
Equation (17) gives the log-likelihood function In L(7,|X,,)
that is only related to the changing point location T,.
By enumerating all possible values of 7, in range 1 <
T, < m, to maximize InL(7,|X,), the optimal chang-
ing time 7, of the n-th battery can be obtained as
follow,

T, = At x argmax In L(T,|AX,,) 21
T

In addition, for the n-th battery that exhibits a two-phase
hybrid deteriorating feature, assuming the current time is f.
If ; > 1,, it indicates that the changing point has appeared
and the changing time is a constant. On the contrary, # < T,
means that the changing point has not appeared. In this case,
a common way is to define the changing time as a random
variable and update its distribution.

It is assumed that the random changing time 7 follows the
normal distribution, i.e., T ~ N (u¢, 03). Then, the estimated
value 7, can be treated as the observations of . Therefore, the
hyper-parameters of changing time can be obtained through
statistical analysis,

- 1Y
u,=ﬁ21,fn,at= ﬁzl(fn—mz (22)
n= n=

2) OFFLINE PARAMETER ESTIMATION

When the changing time t is obtained, according to
Equation (1), the unknown parameters of THDM are
{M1. 01, A2, 02, 9} . Among them, o1, 07, ¥ are fixed param-
eters that describe the common degradation characteristics
of LIBs from the same batch. A; ~ N(4,, olzr) and 1, ~
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N(Ay, azzr) are random variables that reflect the unit-to-unit
variability. Therefore, the parameters that need to be esti-
mated in THDM are defined as the parameter vector ® =
{Mir, 017, 01, Aoy, 02, 02, B}

Itis noted that the estimated values of {il s il 2,00

and }12,1, 1212, sy iz,n
be treated as the observations of the random variables A,
and A,. Hence, A; and A, can be regarded as the latent vari-
ables driven by the hyper-parameters Ay, o7, and Ay, 07,
respectively.

The expectation maximization (EM) algorithm is a stable
and effective iterative approach, which has advantages in
solving the hyper-parameter estimation problem involving
hidden variables [55]. According to the EM algorithm, the
complete log-likelihood function of the n-th battery can be
formulated as follows,

]

obtained in Section II-C-1) can

InL(®|X,Y) = Inp(X, Y|©)

N
=In [ [ px. v210)

n=1

N
=D In(pXu|Yn, Op(Y4|©)  (23)

n=1

where Y, = {A1,, A2,,} denotes the latent variables of the
n-th bat}ery

Let O® — {l(k) Al(l;)’ ~ (k) lz(];)v 55 A(k) , 9®)} repre-
sent the parameter estlmates in the k- th step Then, $*+D
could be calculated through the profile log-likelihood func-
tion method, which is similar to the approach proposed
in Section II-C-1). Therefore, the next iteration Ok+D
could be obtained by calculating the conditional expecta-
tion Q(®|O®) in the E—step and computing @K+t =
arg max Q(@I@(k)) in the M—step based on the EM

Tn
algorithm.

i(k-ﬁ-l)

Z (p(k)

A(k+1)
Oy

N
1 2,(k) *)5 k+1)_, (5 K+
NE,[% =201 Ay +()’1r )
n=1

&1(k+])

N Tn
> [z Ax2; — 24 z Ay j A+ Tpg? (k)At2:|
n=1 j: /_

N
> T,At
n=1
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i(kJrl)
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~ (k+1)
Oy

1 N
2 ‘ 2,(k)
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n=1

N N 2
2+ (151
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2|2 A =200 X Ann(t) ey X ()

j = fn+ 1 j = fn+1

N
Z (mn _fnﬁt
n=1
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where

k A
o = E[A 41X, 60]

o (xn,ry, Xn, ())AZ‘O'2 @) + 0'2 (k)AIA(k)
- 2,600 AR 467 (k)At

o2 ®

= E[A{,1X,, ©®)]

5205 2,(k)
6l At

B 7,6, <k)At2 —1—02 OIN;
2,(k 2,(k k
| G = o)At ® 4 57O AP
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2
A2(k) . ~2,(k)
~ (f,, 1o = s 9)dp) +65 P Ar
J T+
o3 ® = E[A3 X, @””]
62,65 ® At

2,k 2,0k
2r() (ft w(p — T ﬁ)d,o) +65 © At

J=t+1

Az k 2.(k k
( ) Z Ax,,/ft (o =Ta; 9)dp+6y° ( )Atk( )
.] rll+1

A2 k 2,k
® Z ( | (o = T ﬂ)dp) © At

+

i
06)= [ o~ i 0)dp 25)
i1
Proof: See Appendix C.
According to the convergence of the EM algorithm, the

optimal parameter estimates can be obtained by iterating the
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E—step and M —step until the convergence criterion
H Ok+D _ gk H is satisfied.

3) ONLINE PARAMETER UPDATING

For a certain operating battery, to reflect the individual
degradation features, the hyper-parameters of A; and A
need to be updated online. If the current time is #, the
degradation data corresponding to {fo, t1, - -- , fx} could be

denoted as Xox = {xo,x1,---,x¢}. It is defined that the
degradation increment is Ax; = xj — xj_1, and the sam-
pling interval is At = ¢ — ti_1,j = 1,---,k. Hence,

AXy = {Axy, Axp, -+, Axg}. Then, let A , 0, 01 .0, and
A2 .0, 02 r0 attained in Section II-C-2) represent the prior
values of A; and A, an online parameter updating pro-
cedure based on the Bayesian rule can be summarized as
follows.

(1) When #; < 7, the changing point has not appeared,
which means that only the drift coefficient A; of the first
phase needs to be updated, thus all observations Xox =
{x0,x1,...,xx} could be utilized for updating. Accord-
ing to the Bayesian rule, the following results can be
obtained,

P(M1Xox) < p(Xox|1A)p(A1) (26)
where
k 2
1 (Axj — M AL
pXoxlA1) = exp [— } ,
jlj[ 14/2nolAt 207 At

— Ay 2
p(Ar) = 1r0) } 27)

1 [ i
. /27‘[0’12},’0 20} 7,0

It can be found that p(Xy.x|A1) and p(A) follow the normal
distribution. Thus, the posterior distribution p(A;|Xo.x) could
be obtained based on the properties of the conjugate normal

distribution.
1 M — A1)’
P(A11Xo:k) = ———==exp [—2—2r (28)
,/Zn'crlzr O1r
with
= Glzr,o(xk —x0) + 07 10
r — )
Glzr‘o(tk —19) + 012
2 2
01,09
ol = T ) 1o (29)
Oy r,0Mk — o) T 0

(2) When #, > 1, i.e., the changing point has already
appeared, the posterior distribution of A; could be updated

based on the observations Xz, = {x;, Xipls - ,xk} . Then
we can have the following results,
P(221Xz.0)
o p(Xz:x | A2)p(A2) (30)
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Xzl A2)

.
k 1 (Axj— 2 J] |

u(p —t; 1‘%)dp)2
= H exp | —

Y 2
p(A2)
1 A — 2 r0)?
_ exp [_( 2 22r,0) i| 31)
[2703, 20310

Similar to the first phase, the posterior distribution
p(A21X;z.1) could be obtained as follows,

1 (M2 — A2,)?
P2)Xz) = exp |:——2r (32)
\/@ 205,
with
93,0 Z Ax]ft (o — 7 Mdp + 03 r oAl
j=t+1
;LZr - ,
310 5 U, 1o =i 9)dp) + 03 At
j=t+1
2 2
o o5 At
Oy = 2r,0%2 (33)
02r0 Z (f,« Lo — T3 ﬁ)dp) + 03 At
Jj=T7+1

In this way, the estimates of A;,, o1, and Ay, o3, could be
updated based on the Bayesian rule.

4) ONLINE CHANGING POINT DETECTION

Another important task in the online phase is to perform
online changing point detection. For an operating battery,
based on Lemma 2 in Appendix A, we could construct the
log-likelihood function of the changing point as follows,

InL(7|AXy:x)

T

1 (Axj — M At)2
= Z In———exp| ——F—5—
=1 J2molAt 20

£ 1
+ D e
=11 yJ2molAt
. 2
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205 At
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27102At 207 At
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27‘[0’2 202r
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R 1 o | (A% = A, A1)
2 A2, 2 202 A2 + oZA1)
2 (o{, At= + oy At) 1r 1

exp | —
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+Zln

< , 2
Jj=t+1 \/271 ((f;’_l wip —t; ﬂ)dp) ozzr + azzAt)
. 2
(ij — Aoy f,j’_] uip —t; 19)d/>)

2 (7 . 9)dp) o2 +o2A
(,Hu(p—r, )p) 05, + o5 At

1

X exp | —
(34)

where o1, 02, ¥ are estimated offline through the method pro-
posed in Section II-C-2), and Ay, olzr, Aar, 0’22r are updated
online via the Bayesian rule presented in Section II-C-3).
Then, the Ilog-likelihood function InL(7|AX;x) in
Equation (34) only has one unknown parameter 7. Sim-
ilar to the offline changing point detection method in
Section II-C-1), the optimal changing point 7 of the certain
operating battery could be obtained by the enumeration
approach. In addition, we need to determine whether the
changing point has appeared at the current time #;. As dis-
cussed in [36], if T = kArt, it means that the changing point
does not appear, and if T < kAt, the changing time is at 7.

lll. EXPERIMENTS

To verify the feasibility and effectiveness of the proposed
method, numerical and practical experiments are conducted
in this section. For better illustration, we compare the THDM
proposed in this work with the two-phase linear degrada-
tion model considering the random degradation state at the
changing point (Zhang’s method) [36], the two-phase linear
degradation model neglecting the randomness of the degra-
dation state at the changing point (Liu’s method) [47], and
the traditional single-phase nonlinear degradation model (Si’s
method) [32]. The implementation details are as follows.

A. NUMERICAL SIMULATION PROCEDURE

In this subsection, a numerical simulation is implemented
to verify the feasibility and effectiveness of the proposed
method for parameter identification and RUL prediction.
Without loss of generality, the following power function
is used to denote the nonlinear term in THDM, i.e.,
ffup—9)dp = (t—7) thus, u(t — 1;9) =
a(t — 7)°"!. This kind of power function has been widely
used in degradation modeling practice [32]. Then, the THDM
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defined in Equation (1) could be rewritten as follows,

0<t<rt

t>t

X = [ X0 + Mt + o1 B(t),
xr + Mt — )" + 0Bt — 1),

(35)

where the parameter a replaces parameter ¢

Based on Equation (35), we adopt the Euler—Maruyama
discretization policy [56], [57] to generate the simulated
degradation data. In the following experiments, simula-
tion degradation trajectories of different sample sizes could
be generated based on the above-presented procedure, and
then the verification of Monte Carlo simulation, changing
point detection, offline parameter estimation, online param-
eter updating, and RUL prediction could be conducted,
respectively.

First, to demonstrate the derivations of the lifetime estima-
tion presented in this work, the Monte Carlo (MC) simulation
is employed to compare with the analytical solutions of the
lifetime. Here, we conduct the lifetime estimation with both
random changing time and drift coefficients. In this case, the
parameters are set as Ay, = 1.5,01, = 0.3,01 = 1, A, =
1,00, = 0.15,00 = 3,a = 1.5,w = 500, u, = 100, and
or = 1. For better illustration, 100,000 sets of degradation
trajectories are generated, and the discretization step size is
At = 0.1. Then, the FPTs of these trajectories are collected
and regarded as the realizations of their actual lifetime. It is
noteworthy that the analytical results of the lifetime could
be obtained based on combining the results of Equations (6),
(11), (12), and (16) in Section II-B-2).

Second, to validate the feasibility of the offline parameter
identification method proposed in this work, we generate dif-
ferent sizes of degradation trajectories with random changing
time and drift coefficients using the aforementioned param-
eter settings. For each size of the degradation trajectories,
the changing points are detected by the method proposed in
Section II-C-1). Based on the estimates of the changing time,
the distribution parameters of 7 could be obtained through
the statistical analysis method. Then, the EM algorithm in
Section II-C-2) is utilized to conduct the offline parameter
estimation.

In addition, five degradation trajectories are generated for
the verification of the online changing point detection method
proposed in Section II-C-4). It is noted that for a certain
operating battery, the changing time and the drift coefficients
are fixed values. Hence, the true parameters for the data
generation of those paths are set and listed in Table 1. Then,
the online changing point detections are conducted for those
online paths.

Subsequently, Pathl in Table 1 is selected for RUL pre-
diction. Then, based on the detected changing time and the
prior information of the parameter estimation in the offline
stage, the online parameter updating is implemented through
the method proposed in Section II-C-3).

Finally, the PDFs of RUL at different sample points
could be obtained according to whether the changing point
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TABLE 1. True parameter settings of the degradation trajectories for
online changing point detection.

Number A (o] A, o, T
Pathl 1.271 1 1.071 3 101.1
Path2 1.613 1 0.778 3 99.1
Path3 1.518 1 0.813 3 100.0
Path4 1.110 1 1.176 3 100.3
Path5 1.376 1 0.820 3 98.5

appears. If the current time #; < 7, the changing point
has not appeared, thus the RUL could be estimated by
substituting the results of the offline parameter estimation,
changing point detection, and online parameter updating into
Equations (13), (14), and combining them with the conclu-
sion of Equation (16) in Section II-B-2). In contrast, if #; > 7,
the changing point has already appeared, the RUL could be
directly estimated by Equation (15). For comparative pur-
poses, we further obtain the mean RUL prediction results of
Zhang’s method [36] and Si’s method [32]. To gain a fair
comparison, we also utilize the same parameter identification
method proposed in Section II-C. It is worth mentioning
that in the parameter identification process (including chang-
ing point detection, offline parameter estimation, and online
parameter updating) of Zhang’s method [36], by setting the
nonlinear parameter a to 1, the second phase of our parameter
identification process is changed to linear form to adapt
to the two-phase linear degradation model. Besides, in Si’s
method [32], the first phase of our parameter identifica-
tion process (only consisting of offline parameter estimation
and online parameter updating) is omitted to adapt to the
single-phase nonlinear degradation model.

B. PRACTICAL CASE IMPLEMENTATION DETAILS

In this subsection, the practical degradation data set
of LIBs obtained from the Massachusetts Institute of
Technology and Stanford University [53] are utilized to
illustrate our approach. Manufactured by A123 Systems
(APR18650M1A), these battery cells have a nominal capac-
ity of 1.1 Ah and a nominal voltage of 3.3 V. The bat-
tery dataset is divided into three batches (2017—05—12;
2017—06—30; 2018—04—12), each containing approxi-
mately 48 cells. For better illustration, the data of batch
2017—05—12 are adopted in our paper, which is widely used
in RUL prediction studies [58], [59]. All batteries in this batch
were cycled with one-step or two-step fast-charging poli-
cies (C1(Q1)—C2), and the charge-discharge cycle stopped
after cycling to 80% of nominal capacity (0.88Ah). Addi-
tionally, the batteries were tested in the chamber at the
same temperature of 30°C. In particular, five batteries in
batch 2017—05—12 are selected and labeled as BO1-B05, the
details are listed in Table 2. In the method verification, the
degradation data of BO1-B04 are used for offline training, and
BO5 is adopted to update the model and predict the RUL.
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TABLE 2. Charge protocol and cycle life details of the five battery cells.

Battery Barcode Cycle Life Charge Policy
BO1 EL150800460507 860 6C(50%)-3C
B02 EL150800460644 917 6C(50%)-3C
B03 EL150800463229 966 8C(15%)-3.6C
B04 EL150800460477 1014 12.6C(30%)-3.6C
BO05 EL150800460647 1051 8C(15%)-3.6C

In most applications, LIBs reach the end of life (EOL)
when the actual capacity is reduced to below 80% of the
rated value [60], [61], [62]. Thus, given the actual capacity
degradation processes of the A123 batteries, in this paper,
the failure threshold is set as 80% of the rated capacity, i.e.,
0.88 Ah. It is noticeable that the practical experiments are also
composed of four major parts, namely changing point detec-
tion, offline parameter estimation, online parameter updating,
and RUL prediction. The specific details are similar to the
above-presented numerical simulation experiments, thus they
are omitted here due to space limitations.

IV. RESULTS AND DISCUSSION

In this section, the experimental results of Section III are ana-
lyzed and discussed. We first present and analyze the results
of the numerical experiments. It covers the presentation of
model parameter identification, lifetime estimation, and RUL
prediction. Subsequently, we discuss the practical experiment
results and compare the effectiveness of the proposed method
with other methods.

A. NUMERICAL SIMULATION RESULTS AND ANALYSIS
To verify the feasibility of life estimation, the comparison of
the PDFs between MC simulation results and our analytical
results is displayed in Fig. 2. It is clear from Fig. 2 that the
deviations between the theoretical curve and the statistical
histograms are small and acceptable, which means that the
proposed method can achieve accurate lifetime estimation.
Based on the model parameters settings provided in
Section III-A, Fig. 3 shows several typical simulated degrada-
tion paths with random changing time and drift coefficients,
which are used to validate the effectiveness of the changing
point detection and offline parameter estimation method pro-
posed in this work. It is observable from Fig. 3 that those
degradation paths exhibit two-phase hybrid deteriorating pat-
terns consisting of a linear first phase and a nonlinear second
phase. Besides, the actual changing point is marked in Fig. 3
for the following changing point detection bias evaluation.
The true values of the parameters and the estimated results
with different sample sizes are shown in Table 2. It can be
found that as the sample size increases, the results obtained by
our method can gradually approach the true value. Moreover,
it is noteworthy that compared to other parameters, the esti-
mates of hyper-parameters o1, and o9, are affected heavily
by the sample size.
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FIGURE 3. The simulated degradation trajectories.

To further demonstrate the superiority of the EM parameter
estimation method proposed in Section II-C-2), the MLE
method is used for comparison. We used the MLE method to
estimate the parameter values for 1000 simulated degradation
trajectories same as Table 2. The implementation details of
the MLE method can be found in [36]. It is noteworthy that
when constructing the log-likelihood function in the MLE
method, we changed the second phase of the log-likelihood
function to a nonlinear form to adapt to the nonlinear degra-
dation trend in the second phase of the simulated degradation
trajectories. Besides, since the estimates of the changing point
distribution parameters p, and o; in Table 2 were origi-
nally based on the MLE method in Equation (22). Hence,
the estimated values of w,; and o; are not compared here.
The estimation results of each parameter based on the MLE
method are A, = 1.493, 0, = 0.312,01 = 0.998, A5, =
1.072, 0o, = 0.164, 02 = 3.002, and a = 1.479. By com-
paring these results and the estimated parameters under the
sample size 1000 with the true values in Table 3, it can
be found that compared to the MLE method, the parameter
estimates of the EM algorithm proposed in this paper are
mostly closer to the true values, which indicates that the
proposed EM algorithm has higher estimation accuracy than
the MLE algorithm.
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TABLE 3. Parameter estimation results with different sample sizes.

Size 5 50 100 500 1000 J;fe
A, 1532 1526 1516 1505 1495 1.5
o, 0214 0308 0288 0293  0.295 0.3
o, 099 0997  1.000 1000  0.999 1
A, 0788 0926 0928 0961  0.942 1
o, 0088 0125 0138 0143 0142  0.15
o, 2976 2989 2992 3004  3.006 3

a 1562 1520 1515 1511 1512 1.5
4, 100200 100.148 100.003 99.954  99.951 100
o, 1112 1074 108 1018  1.017 1

In addition, the histogram of the changing time detection
results under the 1000 sample size is shown in Fig. 4(a). It can
be seen from Fig. 4(a) that the estimated changing points are
concentrated around ¢ = 100, which are very close to the true
value of jt,. Furthermore, the deviations of the true changing
time and their estimates for 1000 trajectories are counted, and
the results are shown in Fig. 4(b). It can be found that the bias
is acceptable.

Following Fig. 5 shows the five online degradation tra-
jectories (i.e., Pathl-PathS generated based on the preset
parameters of Table 1 in Section III-A) for changing point
detection and the corresponding log-likelihood variation
trends. For those online paths, once the new observation data
is available, the log-likelihood InL(7|AX1x) with respect
to the changing point t is calculated based on the online
changing time detection method proposed in Section II-C-4).
It is noted that the time corresponding to the maximum
log-likelihood value is the optimal changing point.

The changing point detection results of these five online
paths are listed in Table 4. In addition, to quantitatively
evaluate the performance of the proposed online changing
point detection method, the relative error (RE) is utilized to
characterize the error between the detected changing point
and the true value, as shown in Table 4. It can be found
from Table 4 that the REs of the detected changing points
are smaller than 1%, which indicates the effectiveness of the
proposed online changing point detection method.

To improve the accuracy of RUL prediction, the results of
n = 1000 size in Table 3 are treated as the prior information
of A1 and A;. Besides, the changing point detected result of
Pathl in Table 4 is used for online parameter updating and
RUL prediction. As shown in Fig. 6, when newly observed
data are coming, the estimates of the hyper-parameters can
be updated through the method in Section II-C-3). Despite
the deviations between the prior parameter estimates and the
true values of this online path, the parameter updating curves
could gradually approach the actual values. In addition, it is
observable that o1, and o7, are gradually decreasing as the
observations accumulate, indicating that the uncertainty of
estimation is reduced. It is worth noting that the unit is
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FIGURE 4. The offline changing point detection results for
1000 degradation trajectories.

TABLE 4. The online changing point detection results.

Number Pathl Path2 Path3 Path4 Path5
True 7 101.1 99.1 100.0 100.3 98.5
Detected 7 100.8 99.2 100.7 100.4 98.7
RE 0.297%  0.101%  0.700%  0.100%  0.203%

omitted in Figs. 2-6 as the degradation paths are generated
through simulation.

Since the preset failure threshold w is 500, it can be
seen from Fig. 5(a) that the actual lifetime of the online
degradation trajectory (Pathl) is 7 = 150 according to
the concept of FPT. Then, based on the updating results
of the parameter estimates, the PDFs of RUL at different
sample points are obtained and shown in Fig. 7(a). It can
be seen from Fig. 7(a) that the estimated RULs and the
actual values almost coincide, indicating that our method
can effectively predict the RUL of the two-phase hybrid
deteriorating LIBs. For better illustration, the mean RUL
prediction results obtained from our work are compared with
the results of Zhang’s method [36], Liu’s method [47], and
Si’s method [32], as shown in Fig. 7(b). It can be found that
the mean RUL prediction results of our method are more
accurate than the other three methods.
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FIGURE 5. The online degradation trajectories and changing point detection process.

Furthermore, the mean RUL curve of Zhang’s method [36]
is relatively stable during the first phase, however, it has a
large estimation bias in the second phase. That is mainly
because the online degradation path exhibits a two-phase
hybrid deteriorating pattern, especially since the second
phase has nonlinear characteristics, which may not be
well fitted by the two-phase linear model established by
Zhang’s method [36]. Besides, the mean RUL curve of Liu’s
method [47] has a large bias in both phases, and there is a
significant change near the changing point. That is because
the degradation model of Liu’s method [47] is a two-phase
linear degradation model without considering the randomness
of the degradation state at the changing point as well as the
nonlinearity of the second phase. In addition, It can be seen
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from Fig. 7(b) that the deviations between the estimated mean
RUL and the actual values of Si’s method [32] are large in the
first phase but the biases decrease in the second phase. The
reason is that Si’s method [32] is a single-phase model and
does not consider the impact of the changing point. Therefore,
it leads to significant RUL estimation bias throughout the first
phase. However, after the changing point appears, the online
degradation path is equivalent to a single-phase nonlinear
degradation process. Thus, Si’s method [32] could effectively
fit the degradation path in the second phase.

Overall, the simulation study demonstrates that the pro-
posed method can achieve accurate RUL prediction, which
could illustrate the feasibility and effectiveness of our
approach in theory.
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FIGURE 6. The updating of parameter estimates for a certain online
degradation process.

B. PRACTICAL CASE RESULTS AND ANALYSIS

For the results of the practical experiments, Fig. 1 presents
the capacity degradation trajectories of the five batteries
mentioned in Section III-B. It can be seen from Fig. 1
that the degradation paths exhibit two-phase hybrid deteri-
orating characteristics. Furthermore, the LIBs of the same
specification show significant heterogeneity in cycle life,
which may be caused by different charging protocols.
Based on the parameter identification method proposed in
Section II-C, the detected changing times of Battery BO1-B04
are 418, 435, 468, and 570 cycle, respectively. Besides, the
parameter estimation results and the distribution parameters
of the changing time are listed in Table 3. It can be found
that the estimated values of the drift coefficients’ hyper-
parameters are relatively small. The reason is that the LIBs
capacity only decreased by approximately 0.2 Ah after about
1000 cycles, thus, the degradation trajectories are flat and
the degradation rates are low. Furthermore, it is worth noting
that the hyper-parameters of A, in the second phase are
much smaller than the hyper-parameters of A; in the first
phase due to the influence of the nonlinear term parameter
a. In addition, the parameter estimation results of Zhang’s
method [36] and Si’s method [32] are summarized in Table 3.
It is noted that we adopt the EM algorithm developed in
Section II-C-2) to estimate the unknown model parameters
of Zhang’s method [36] and Si’s method [32] to keep a fair
comparison. Then, to compare the fitness of the three models,
the Akaike information criterion (AIC) is applied [30].

AIC =2 (p — max L) (36)

where p denotes the number of estimated model parameters,
and max L is the maximized likelihood function value.

Since the AIC considers both the number of model param-
eters and the log-likelihood, it can be adopted to select the
best fitness model in engineering practice. Thus, the model
complexity and fitting accuracy could achieve a balance. It is
noticeable that the smallest value of AIC corresponds to the
most suitable model.

The results of the model selection, i.e., AIC are detailed
in Table 5. It is clear from Table 5 that our model has the
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smallest AIC among the four models, which demonstrates
that the two- phase hybrid degradation model with a linear
first phase and a nonlinear second phase is most appropriate
to fit the data of the LIBs.

Next, the data of battery BOS is selected to illustrate
the RUL prediction process. Based on the online chang-
ing point detection method proposed in Section II-C-4), the
log-likelihood In L(7|AX|.) is updated when new degrada-
tion data becomes available, and the log-likelihood variation
trend is presented in Fig. 8. It can be observed from Fig. 8
that the detected changing time of battery BO5 is 623
cycle.

Then, the online parameter updating could be realized
through the method in Section II-C-3), as shown in Fig. 9.
It can be found from Fig. 9 that the values of o1, and oy,
are gradually decreasing, indicating that as the cycles of the
battery accumulate, the uncertainty of parameter estimation
decreases.

After updating the parameters’ estimates based on the
Bayesian rule, the estimated PDFs of RUL at different
sample points are obtained as shown in Fig. 10(a). In addi-
tion, we further obtained the estimated RUL of Zhang’s
method [36] Liu’s method [47], and Si’s method [32] as
shown in Fig. 10(b)-(d), respectively. It can be seen from
Fig. 10 that the RUL PDFs of our method are closely dis-
tributed around the actual RUL values, indicating that our
method can effectively conduct the RUL prediction of the
battery degradation data.

It is noticeable that in Fig. 10, the red dashed lines
represent the mean RUL estimation results, and the black
dashed lines denote the actual RUL. It can be observed from
Fig. 10 that although the estimated RULSs of our method,
Liu’s method [47], and Si’s method [32] have deviations
in the early phase, the accuracy of RUL prediction grad-
ually improves as the number of cycles increases in the
following phase. Because the biased prior information has
a significant impact on the accuracy of RUL prediction in
the early phase. Fortunately, as the available observation
data increase, the model parameters are updated in real-time,
thus, the RUL prediction bias decreases in the following
phase.

Besides, it is clear from Fig. 10 that the deviations between
the mean RUL estimates of Zhang’s method [36] and the
actual RUL values are large in the second phase. This is
mainly because the degradation trajectory of battery B05
exhibits two-phase hybrid deteriorating features, especially,
the second phase has nonlinear characteristics. As a two-
phase linear model, Zhang’s method [36] is inadequate to
characterize the nonlinearity of the second phase effectively.
In addition, influenced by the random degradation state at the
changing point, the RUL estimation bias of Liu’s method [47]
and Si’s method [32] is relatively large in the first phase.
However, the RUL estimation bias of Si’s method [32]
decreases faster than Liu’s method [47] in the second phase
owing to the ability of Si’s method [32] to capture the
nonlinear degradation characteristics. From the overall RUL
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FIGURE 7. RUL prediction results for the online degradation path.

prediction results in Fig. 10, It can be found that our method
has a higher accuracy in RUL prediction compared to the
other three methods.

For better illustration, the quantitative evaluation metrics
of mean squared error (MSE) [63], absolute error (AE), and
RE are utilized to evaluate the RUL prediction performance
of the three models. The MSE at each monitoring time point
could be denoted as follows,

+oo 2
k= [ Go=w'hod o7
where Zk denotes the actual RUL at f;, and f7(lx) is the
corresponding PDF of the RUL.

The AE between the predicted RUL and the actual RUL

values at each monitoring time point could be defined as,

AE; = Zk — 2k (38)

where ik denotes the estimated RUL at 7.

The RE of the estimated RUL and the actual values at #;
could be represented as,

i1

RE, = ————

39
i (39)

It is worth noting that the smallest value of the above
metrics corresponds to the best RUL prediction result.
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TABLE 5. The parameter estimation results of battery B01-B04.

. Zhang’s Liu’s .
Variable | Our method method method Si’s method
ﬂlr -3.522e-5 -3.692e-5 -3.548e-5 -
o, 6.876e-6 5.125e-6 9.751e-6 -
o, 2.489¢-4 2.448e-4 2.230e-4 -
A, -1.519¢-8 -4.076¢-4 3.923¢-4 | -1.245¢9
0,, 1.675e-9 6.776e-5 -3.656e-5 1.382e-10
o, 4.145¢-4 4.926¢-4 4.721e-4 3.096e-4
a 2.647 - - 2.816
M, 472.750 460.750 475.25 -
o, 58.955 31.721 40.351 -
AIC -1.249¢4 -1.127¢4 -1.021e4 -1.059¢4
8600
— Variation trend of log-likelihood
O The estimated changing point
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s
B
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FIGURE 8. The log-likelihood variation trend of battery B05.
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FIGURE 9. The online parameter updating process for battery B05.

Subsequently, we calculated the values of MSE, AE, and
RE of the estimated RUL, as presented in Fig. 11. It can be
found from Fig. 11(a) that compared to Zhang’s method [36],
Liu’s method [47], and Si’s method [32], the MES values
of our method maintain a relatively low level. Then, it is
observable from Fig. 11(b) and (c) that the AE and the RE
values of the proposed method are smaller than the other three
methods. The quantitative results of these three criteria indi-
cate that our method has higher prediction accuracy. Besides,
it can be found from Fig. 11 that the MSE, AE, and RE
values of Liu’s method [47] and Si’s method [32] are larger
than our method and Zhang’s method [36] in the first phase.
That is mainly because the degradation models constructed
by Liu’s method [47] and Si’s method [32] did not consider
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FIGURE 10. PDFs of RUL prediction for battery B05.

the influence of the random degradation state at the changing
point, which lead to significant RUL estimation biases in the
first phase. In addition, after the changing point appears, the
nonlinear model of our method and Si’s method [32] could
characterize the nonlinear features of the second phase well,
thus, the MSE values are smaller than Zhang’s method [36]
and Liu’s method [47].
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FIGURE 11. Performance evaluation of RUL prediction based on battery
B05 degradation data.

In addition, It is observable from Fig. 11 that Zhang’s
method [36] has a large MSE value at the 800-t cycle in
the second phase, which is much greater than the results of
the other three methods. To investigate the reasons for this
phenomenon, we further present the PDFs of the estimated
RUL at the 800-th cycle, as shown in Fig. 12. According to the
definition of MSE in Equation (37), a flat PDF curve means
that the variance of the RUL estimate is large. Meanwhile, the
large deviations between the mean RUL prediction results and
the actual values, combined with the large variance, will result
in a large MSE value. It can be observed from Fig. 12 that the
deviation between the estimated RUL of Zhang’s method [36]
and the true value is relatively far compared to the other three
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FIGURE 12. Comparison of RUL PDFs at the 800-th cycle.

methods, besides, its PDF curve is flatter than the other three
methods, which leads to its maximum MSE value at the 800-
th cycle. In contrast, it can be found that the estimated PDF
of our method can cover the actual RUL well. Furthermore,
even though the steepness of our PDF curve is similar to that
of Si’s method [32], the mean RUL prediction result of our
method is closer to the actual RUL value compared to the
other three methods, which demonstrates the superiority of
our approach.

To further compare the RUL prediction performance of the
proposed approach with the existing methods quantitatively,
three metrics are employed as evaluation indicators, including
the total mean-squared error (TMSE) [32], the mean abso-
lute error (MAE) [64], and the cumulative relative accuracy
(CRA) [65].

The TMSE is defined as the sum of the MSE at each
observation point over the whole life cycle, which can be
represented as,

m
TMSE = )" MSE; (40)
k=1
where m denotes the number of observations.

The MAE characterizes the average absolute deviations
between the estimated result and the true value. Based on the
AE} defined in Equation (38), the MAE can be formulated
as,

1 m
MAE = — AE 41
mg k 1)

The third metric CRA is adopted to evaluate the relative
prediction accuracy of the RUL over time, which could be
defined as,

_ IS _AB
cra= 13 (1-22) @2)

k=1 I

where ;. is defined in Equation (37).

It is worth noting that smaller TMSE and MAE values indi-
cate higher accuracy in RUL prediction. By contrast, a higher
CRA value that is close to 1 means the RUL estimation
method is more accurate.
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TABLE 6. Comparison results of RUL estimation based on TMSE, MAE,
and CRA.

Metric TMSE MAE CRA

Our method 1.385e6 16.183 0.951
Zhang’s method [36] 4.572¢6 43.121 0.847
Liu’s method [47] 9.126e6 103.854 0.769
Si’s method [32] 7.978e6 77.962 0.833

The quantitative comparison results of the estimated RUL
according to the aforementioned metrics are detailed in
Table 6. It is observable from Table 6 that our method yields
lower TMSE and MAE values compared with the other three
methods. As to the CRA metric, our method has the highest
CRA value among the four methods, which indicates that our
method can achieve more accurate RUL estimation results.

In summary, the practical experiments indicate that our
method is effective and applicable for the hybrid deteriorating
LIBs.

V. CONCLUSION

This paper investigates the degradation modeling and RUL
prediction issues for the two-phase hybrid deteriorating LIBs
with a linear first phase and a nonlinear second phase. To this
end, a two-phase hybrid degradation model based on the
Wiener process is presented to characterize the considered
deteriorating patterns. Then, the analytical forms of the life-
time and RUL distribution are derived according to the FPT
concept. Specifically, to fully consider the random effects
caused by the unit heterogeneity, the drift parameters, chang-
ing time, and corresponding degradation state at the changing
point are assumed to be random variables in the degradation
model. In addition, the EM algorithm and the Bayesian rule
are utilized to conduct the parameter identification jointly.
For detail, incorporating the historical observations of the
analogous LIBs, the EM algorithm in conjunction with a
profile log-likelihood function method is adopted for offline
parameter estimation. Subsequently, once the new observa-
tion becomes available, the online parameter updating is
realized by the Bayesian rule for a certain operating battery.
Finally, the effectiveness of our approach is validated based
on the experiments of a numerical simulation and a practi-
cal case study of LIBs. The quantitative comparison results
of the metrics MSE, AE, RE, and TMSE, etc. demonstrate
that the proposed two-phase hybrid degradation model-based
RUL prediction method is more accurate than the two-phase
linear degradation model and traditional single-phase non-
linear degradation model, thus, opens a new avenue for the
degradation modeling and RUL prediction of the two-phase
hybrid deteriorating LIBs.

Although the proposed method can provide accurate RUL
prediction for the two-phase hybrid deteriorating LIBs, there
are several directions worth further investigating in the future.

First, in this work, only the two-phase hybrid degrada-
tion model is considered. However, in practice, due to the
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complex changes in internal degradation mechanisms, the
degradation processes of some LIBs may exhibit two-phase
nonlinear characteristics or multi-phase features with linear
and nonlinear degradation phases. Hence, the RUL prediction
of such LIBs needs to be further explored. Second, this paper
mainly focuses on the case that the observations are perfect
measurements for degradation. However, the monitoring data
of batteries usually have measurement errors in practice.
Therefore, the hybrid degradation modeling and RUL predic-
tion method considering the measurement variability will be
challenging but practical research.

APPENDIX A
PROOF OF EQUATIONS (6).(7)
To calculate the PDF of the lifetime 7', Lemma 2 [30] is
introduced.

Lemma 2: fZ ~ N(Ap,07),&,U,V € R,and W € RT,
then the following forms are formulated,
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Based on Lemma 2, the PDF of the lifetime 7 for THDM

with unit-to-unit variability could be obtained.
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In this way, the proof has been completed.

APPENDIX B

PROOF OF EQUATIONS (11),(12)
When ¢ > 7, based on the law of total probability, the PDF of

the lifetime can be formulated as Equation (47) at the bottom
of the next page.

To facilitate the calculation of Equation (47), the following
parameter simplification definition is provided.

¢ 2
A= [27(t — 7)? |:022r</ ,u(p—t;l?)dp) +O’22(t—‘f)i|,

t
B=(w—x;)(t—1) (022+022,M(t - ﬁ)/ u(p—; ﬁ)dp) :
C=(t—1)03

t
(Plzr/ w(p —t:0)dp — Aor(t — TH)u(t — 7; 19)) ,

¢ 2
D=o§,(/ u(p—r;mdp) +o5(t — 1),
T

[ 2
(W —Xxr — Aoy le u(p —t; ﬁ)dp)
E=exp|— 5 ,
2 ( rt . 20,
2(02,(1; wlp —t; ﬁ)dp) + o5t t))
[ A
F = e —
=P i 2(ro? + 12012r):|
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/ 2
G = 27.[(":0—12 + rzalzr)’ (Xr — 2w — A«lrl’ — —Zwalzrr)

o2

2 4 2 2 2 _ !
H = exp(zllrw 2(W Ger +w Ulrol )) X €Xp (48)
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2 2 2y 4 1 1r
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t
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Then, Equation (47) could be rewritten as:

o= [ ()] (5 2)|

~0-R (49)

where Q = Q01 — 02, R =Ry

Q1=—/ (lx—xExF
R

— Ry, and

To conduct the above integral, Lemma 3 [36] is introduced.
Lemma 3: If y is a Gaussian random variable follow-

ing N(Aq,
2
@;jg’ ] and yexp[

03), then the definite integral of its function

exp [— 0= “ ] hold the following

forms,

/W xp [_(y—xﬂ L o |:_(y_)~d)2:| "
—0 207 \J2ma? 205

=J (1 — d(—K)) (50)
2
O —2a) :|dy

/W soxp o=A| exp | —
—00 207 1/27rc75 2‘75

202 + Ao s 020
=J| —F—5 2K - 2¢(K) (51)
or+oy oc +o

where
002 (}Lc - zfd)z
I =722 | T2 10D
of + o 2(0f +07)
w(a + ad) — ),do lcadz

Jo2oi(c2+od)

It is worth noting that ®(-) and ¢(-) denote the CDF and
PDF of the standard normal distribution, respectively.

Then, the analytical results of Equations (11) and (12)
in Section II-B-2) could be obtained by calculating
Equation (49) based on Lemma 3.

In this way, the proof has been completed.

APPENDIX C

PROOF OF EQUATIONS (24),(25)

According to the EM algorithm, the parameter estimation
procedure is composed of the following two steps.

E —step: Calculating the conditional expectation Q(©O| O®),

0(0]6%)

=Eyx owInL(O[X, Y)]
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N
- Z v ix. 6 [0 (Pl ©)p(X, |, ©))]

N
_ ZE In 1 exp |: (Al,n - Alr)2:|
= Y|X,60) - 2
n=1 ,/Zﬂolzr 207,
Ty 2
1 Axp i — M At
< H exp |:_( Xn,j . 1,n ) :|
j=1 ZnozAt 207 At

X

1 exp |:_ ()~2,n - 2~2r)2:| ﬁ 1
,/27t022r j=tat+1 m
(Axn,j —Aon f,f’_l w(p — Tn; 19)dp)

2022 At

2
202r

X exp

(52)

To calculate the above-presented equation, the posterior
distribution of random variables A4;, and A, need to be
solved first. Given the observations X, and the parameter esti-
mates O® in the k—1h iteration, the posterior distributions

of A1, and Ay, still follow the normal distribution, and
could be formulated according to the Bayesian rule.

P(YnlXn, ©F) o p(X| Yy, ©F)p(Y,|00)  (53)

where Y, = {A1,, A2.n}. Thus, based on the property of
the normal distribution for the Bayesian rule, the conditional
probability p(A1.,|X,, ©F) and p(As,|X,, OK) could be
obtained as follows,

Pl X, O
1

Az(k) 2(k)At

T 2620 A2 1620 p (k)A12+A2(k)At

%, Az(k)A12+A2(k)At
2A2(k) 2(k)At

2
Xn, 7y —Xn,0 Al‘fr2 (k)+c72 (k)At)L(k)
A’l n,Tn
n

X exp

%, 2<k)A12+A2(k)At

(54
p(AZ,n|Xn» ®(k))
2
1 Mon—M
— exp _M (55)
V2N 2N
where
A2 k ~2,(k ®)
( ) Z Axnjft w(p — s 9)dp + 65 o )At)»Zr
M= J=Tn+1
2.k : ~2,(k
&0 > (;ﬁl mwp — T ﬁ)dp) +670 A1
=Tt 1
520 5.2.(6)
N — 0,y 0y AL
2
&2 ® (j;t’ w(p — T l?)dp) + &;’(k)At
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Then, we can attain 4, ,, /l ,and A, 12 , as follows,

E[M 01Xy, ©0]
(g, — X, o)At02 ® 4 52 (k)Atl(k)
- 260 O A2 + 67 e

E[A},1X,, ©®)]

A12,(k) A 2’(k)At

£,62OA2 + 620 A1
[(xn . O)At02 R (k)At/l(k):|

7,61, 20 Ap2 4 02 N}
E[A2,1X,, @]

A2,k Az . .
GZr( ) Z Axn/ft w(p — 1, 0)dp + 0 o )Atl( )
_ J=Tn+1
- -
52.(k j A2,k
DY (tf.ﬁl (o — T3 ﬁ)dp) +670 A1

J=t+1
E[A3,1X,, ©0]
620620 Ay

A2, (k) ; 2 k
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A2 k 2,(k (k)
@ Z Axng fi], (o= 9)dp+6; O Aidy
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+

2
Az(k) 1 . ~2,(k)
E ( 1;1 ,u(,o—rn,ﬂ)dp) +05" At

(56)

Bas;d on Equation (56), the conditional expectation
Q(®|®(k)) in Equation (52) could be calculated as follows,

0(0]0W)

2.(k k
Zgo ® 224, Z(p”#—nklzr

1
= 1nln — n=1

,/271012r 2‘712r
+ Z Ty In———
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(57)
where

k A 2,(k A

o\ = E[MulXn, O01, o7 ® = E[A2,1X,,, 6@,
k A 2,(k A

0% = E[da,nlXn, O01, 03 ® = E[A2,1X,,, 6®)],

f
n() =/ w(p — t; B)dp
1

lj—1

M —step : Computing O*+D by maximizing 0(O|10%)
with respect to ©. .
After obtaining Q(®|0%®)), the unknown parameters

O*+D could be obtained by calculating dQ(0|O%)) / 90 =

0. However, the above results of Q(@lé(")) are affected by
the nonlinear drift function involved by the parameter .
Hence, it is difficult to obtain ®*+1 through maximizing
Equation (57) directly. Here, O*+D s calculated by the
profile log-likelihood function method, which is similar to the
procedure proposed in Section II-C-1). The detailed steps are
as follows.

Firstly, given @, the results of ©**1 in the (k + 1)—th step

could be obtained as follows (58), shown at the top of the next
h ky 2,k (k) 2,(k)
page, where ¢ 7, ¢"" 7, @5 7, @5

Equations (56) and (57).
. It can be found in Equation (58) that if AO® g given,
11(’;“), Al(kH) and & (kH) are independent of ¥, which means
that their results 1n Equation (58) are the optimal esti-
mates in the (k + 1)—th step. However, A(kﬂ)(ﬂ) o (k+1)(19)
and 02(k+1)(19) in Equation (58) are functions of ¢*. Thus,
to obtain the final estimates of these three parameters,
we need to calculate ¢ first. According to the independent
assumption of THDM, the profile log-likelihood function
of ¥ could be constructed by substituting the expressions
of V@), 6% (9) and V() into the formulas of
the second curly bracket in Equation (57). Due to space
limitations, it is omitted here. In this way, the estimate of
¥ in the (k + 1)—th step, i.e., 2*+D  could be obtained
by maximizing the profile log-likelihood function based on
a search algorithm. Here, the MATLAB function “fmin-
search” is utilized for this aim. Then, substituting ¢ *+1
into Equation (58), the estimates of iéfH) (%), 0 (k+1)(19) and
&z(kH)(z?) in the (k + 1)-th step could be derived, respectively.
Through this procedure, all parameters in (k + 1)-th could be
obtained.

It is noteworthy that after obtaining O*+D | the estimated
values of all parameters in the (k + 1)-th step including 9 *+1
will be treated as the initial values of the next EM iteration.
Thus, the final parameter estimates could be obtained when
the convergence criterion is satisfied.

In this way, the proof has been completed.

, n(#7) has been defined in
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