
Received 13 February 2024, accepted 28 February 2024, date of publication 7 March 2024, date of current version 13 March 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3374339

Efficiency of Cycled Batteries Analyzed Through
Voltage-Current Phase Differences
MARCUS T. WILSON 1, CHRISTOPHER J. DUNN 2, (Student Member, IEEE),
VANCE FARROW 2, MICHAEL J. CREE 2, (Senior Member, IEEE),
AND JONATHAN B. SCOTT 2, (Life Senior Member, IEEE)
1Te Aka Mãtuatua—School of Science, The University of Waikato, Hamilton 3240, New Zealand
2School of Engineering, The University of Waikato, Hamilton 3240, New Zealand

Corresponding author: Marcus T. Wilson (marcus.wilson@waikato.ac.nz)

ABSTRACT Ageing of rechargeable batteries is routinely characterized in the frequency domain by
electrochemical impedance spectroscopy, but the technique requires laboratory measurements to be made
on a time scale of days. However, the normal cycling of a battery as it is used in situ provides equivalent
information in the time domain, though extracting robust frequency information from a time series
is challenging. In this work, we explore, in the time domain, the relationship between instantaneous
voltage-current phase difference and cycle efficiency. Moreover, we demonstrate that phase measures can
be used to identify battery ageing. We have cycled a 250 mA h Nickel-Cobalt cell several hundred times
and used Hilbert Transforms to identify phase difference between voltage and current. This phase difference
becomes closer to zero as the battery ages, commensurate with a drop in energy cycle efficiency. In another
experiment, we applied a synthetic current profile mimicking behaviour of an electric car cell, to a 3.2 A h
LiNiMnCoO2 cell, for∼100 days. For this more complicated profile with a wide range of frequency content,
we used wavelet analysis to identify changes in phase difference and impedance as the battery aged. For
this cell, drop in cycle efficiency was associated with a rise in internal resistance. The results imply that
time-series analysis of in situ measurements of voltage and current, when applied with equivalent circuit
models and underlying theory, can identify markers of battery ageing.

INDEX TERMS Battery, constant phase element, efficiency, fractional capacitance, time-series analysis.

I. INTRODUCTION
Battery state of health (SoH) is a loose term generally used to
describe of the performance of a battery when compared to
an equivalent ‘new’ battery [1]. State of Health can manifest
itself in various ways, such as charge or energy capacity,
energy cycle efficiency and ability to deliver power, and can
be estimated in numerous ways in practical applications [2].
Degradation is associated with many different failure mech-
anisms [3], [4] and can show itself through many ways, such
as increased charge transfer and diffusion resistance, reduced
current density, decreased voltage, and heat generation [5].
Frequently, battery ageing is clearly demonstrated through
changes in impedance spectrum [6], [7], [8], [9] but
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electrochemical impedance spectroscopy (EIS) often requires
long measurement times in the laboratory, and thus is
impractical for many battery applications, although in some
cases more rapid measurements are possible [10].

Equivalent circuit models, using an array of capacitors,
resistors, and constant phase elements (CPEs), have been
well used to describe batteries [11], [12], [13]. Variations
in different circuit elements will lead to variations in
energy cycle efficiency, charge capacity, etc., and it is
attractive to seek to describe ageing of batteries in terms of
these elements. Indeed, Farrow has used measurements of
impedance spectrum to show a change in circuit elements
as ageing occurs [8], and Mauracher & Karden have used
electrochemical impedance spectroscopy to model changes
in lead-acid batteries [14]. Significantly, combining EIS with
time domain measurements, Messing et al. have identified
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changes in circuit elements with ageing from relaxation
effects [15].

In this work we demonstrate that a change in order of a
constant phase element in an equivalent circuit influences
cycle energy capacity, via a change of phase between the
voltage and current. Changes in phase have been previously
recognized as underlying signals for SoH of lithium-ion
batteries [2]. Importantly the phase changes can be extracted
from time-series data acquired while the battery is cycled.
We first relate phase and energy efficiency for a CPE, through
a theoretical analysis, as shown in Sec. II. We demonstrate
that, for a CPE, we expect a relationship between cycle
energy efficiency and phase between V and I . We then,
in Sec. III, describe and analyze with Hilbert transforms
and wavelet analysis the results of three experiments, using
different batteries and charging-discharging cycles, that
elucidate the relationship between phase and cycle efficiency.
We demonstrate that for one of these experiments, changes in
efficiency as the battery ages are related to phase changes.
However, for another experiment, they are related to an
increase in resistance. Finally, in Sec. IV, we put these results
into the context of equivalent circuit models and suggest how
time-series analysis of voltage and current can be used to
elucidate changes in SoH.

II. THEORY
A. CONSTANT PHASE ELEMENTS
Aconstant phase element (CPE) or fractional capacitor can be
defined through the fractional derivative relationship between
current I and voltage V :

I (t) = Cf
dαV
dtα

, (1)

where t is time, Cf is the fractional capacitance, and dα/dtα

denotes the fractional derivative of order α, where 0 < α <

1. Fractional calculus has a secure mathematical base [16]
including for application to batteries [17]. For the purposes
of this work, the relationship is best discussed in terms
of a response to a sine wave stimulus. For a sine wave
current input, the voltage responds as a sine wave, but with
a phase difference determined by the fractional order α.
Specifically, constructing the impedance as the complex
voltage (amplitude and phase) divided by the complex
current, we have:

Z (ω) =
1

Cf (jω)α
(2)

where ω is the angular frequency (= 2π f where f is
the frequency) and j2 = −1. Of importance is the phase
(argument of Z ), which is arg(j−α) = −πα/2. This phase is
independent of frequency, hence the term ‘constant phase
element’. In the limit of α → 1 the CPE behaves as a
capacitor; in the limit of α → 0 the CPE behaves as resistor.
The special case of α = 0.5 describes a Warburg element,
commonly used in modelling of electrochemical processes,
for example with the Randles circuit [18].

CPEs have been commonly used in models of batteries.
For example, the model of Westerhoff et al. which explicitly
considers the physical behaviour of the various structures of
a battery, contains three CPE elements in addition to two
Warburg elements, two capacitors and nine resistors [12].
Westerhoff’s model associates electronic components with
physical processes. However, for practical purposes, many
fewer elements are needed to describe a battery [13], [19],
with Poihipi et al. using just two CPEs and a resistor to
effectively model experimental results [11]. Such a reduced
phenomenological model makes attribution of changes in
electronic component values to particular chemical and phys-
ical processes difficult. Indeed, experimental measurements
of impedance [8], [20], [21], [22] suggest that in many cases
simply a single CPEmay be sufficient in series with a resistor
might be a sufficient equivalent circuit to describe a battery.

B. ENERGY EFFICIENCY OF CPE
For a rechargeable battery, the energy efficiency of a cycle, ϵ,
defined as the energy taken out of the battery during a
discharge divided by the energy put in during a charge, is of
significance. For a pure capacitor (α = 1) there is no energy
loss and ϵ = 1; in contrast for a pure resistor (α = 0) there
is no energy stored and ϵ = 0. In general, the efficiency
of a battery cycle will depend on the shape of the cycle.
In some special cases, it is possible to derive the efficiency
mathematically.

The case of a single rectangular charge and discharge
pulse (where charging and discharging currents are both
constant, but not necessarily equal) has been analyzed by
Hartley et al. [23], [24]. By setting the charge and discharge
currents and times to maximize energy efficiency, one obtains
an efficiency directly related to the fractional order α:

ϵ =
(
2α

− 1
)2

. (3)

While efficiency is dependent on α, the actual values of
energy into the battery during the charge and the energy taken
out of the battery during the discharge, depend on the currents
and cycle times.

A second case in which we can explicitly derive the
efficiency of a CPE is that of a continuous sine wave input.
In the analysis below, we derive the efficiency under a
sine wave stimulus for the case of a CPE in series with
a resistor (denoted CPE-R), which is a reasonable circuit
model for many batteries [8], [11]. A CPE-R model has a
knee angular frequency defined where |Z (ω)| = R; below
this angular frequency the CPE dominates the impedance.
We use the standard convention for batteries that positive and
negative currents correspond to charging and discharging of
the battery respectively. For the case of a sine wave current,

I (t) = I0 sin(ωt), (4)

the voltage across the CPE, assuming there is a constant
starting voltage offset V0 as a result of charging a CPE a long
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time in the past, responds as:

VCPE (t) = V0 + Va sin(ωt + θ ) (5)

where Va = |Z (ω)|I0 is the amplitude of the a.c. part of the
waveform, and θ = −απ/2 is the phase, i.e. the voltage
trails the current by απ/2. Note that Va depends on frequency
through |Z |. The voltage across the resistor, R, is simply IR,
and thus the total voltage over the CPE-R elements is

V (t) = V0 + Va sin(ωt + θ ) + I0R sin(ωt). (6)

We assume that V (t) is always positive. For rechargeable
batteries in normal operation, this will always be the case.
Then the sign of the instantaneous power, P(t) = V (t)I (t),
is determined by the sign of the current I (t), positive in the
first half-cycle and negative in the second. The energy into
the CPE-R circuit in the first half-cycle is given by:

Ein =

∫ T/2

t=0
V (t)I (t)dt. (7)

Writing out V (t) and I (t) explicitly leads to

Ein =

∫ T/2

t=0
V0I0 sin(ωt)dt

+

∫ T/2

t=0
VaI0 sin(ωt) sin(ωt + θ )dt

+

∫ T/2

t=0
I20R sin

2(ωt)dt (8)

where T is the period of the sine wave. Performing the
integrals yields

Ein =
V0I0T

π
+
VaI0T cos θ

4
+
I20RT

4
. (9)

The energy put into the CPE in the second half-cycle is given
by:

E (2)
in =

∫ T

t=T/2
V (t)I (t)dt (10)

which is

E (2)
in =

∫ T

t=T/2
[V0 + Va sin(ωt + θ )

+I0R sin(ωt)] I0 sin(ωt)dt. (11)

The quantity E (2)
in is negative, since I (t) is negative during the

second half-cycle. We can perform the integration to give:

E (2)
in = −

V0I0T
π

+
VaI0T cos θ

4
+
I20RT

4
. (12)

The energy taken out of the CPE in the second half-cycle,
is the negative of the energy put in, that is Eout = −E (2)

in .
Thus we can define the efficiency as being ϵ = Eout/Ein

which is:

ϵ =
V0I0T/π − VaI0T cos θ/4 − I20RT/4

V0I0T/π + VaI0T cos θ/4 + I20RT/4
. (13)

Multiplying numerator and denominator by π/V0I0T , and
writing the voltage over the resistor as Vr = I0R gives:

ϵ =
1 − πVa cos θ/4V0 − πVr/4V0
1 + πVa cos θ/4V0 + πVr/4V0

. (14)

In the limit of α → 1, and R → 0, in other words the CPE-R
equivalent circuit of the battery becoming a pure capacitor,
cos θ → 0 and Vr → 0, and thus ϵ → 1 as we expect.

C. APPLYING EFFICIENCY MEASURES TO REALISTIC
SITUATIONS
We emphasize that Eq. (14) applies to a sine wave current
stimulus delivered to a single CPE in series with a resistor.
In the limit of small currents (long charge/discharge times)
any resistive effects will become small. For example, if the
battery were described by a CPE in series with a resistor, the
energy dissipated over the resistor would become negligible
as the charge/discharge currents were reduced. Therefore,
as one reduces the charge/discharge current, the final term
in the numerator and denominator of Eq. (14) will become
negligible.

In practice, the current can be far from sinusoidal.
A realistic waveform will consist of non-harmonic periods
of charge and discharge, over a range of different frequency
scales. We note however that Eq. (14) gives a value of ϵ

that is independent of frequency and depends only on (a) the
phase angle θ = πα/2 and (b) the ratio of the amplitude of
the voltage variation over the CPE, Va, to the constant offset
term V0, and, if the current is large enough, (c) the ratio of the
amplitude of the voltage over the resistor, Vr , to the constant
offset term V0. It is therefore reasonable to hypothesize
that efficiency in realistic (non-sinusoidal) situations will
depend most significantly on these dimensionless terms.
In typical situations cycling of a battery is performed between
prescribed voltage limits and thus Va and V0 will be defined
independently of charging rate.

If the ratio of Va to V0 is rather less than one (which
practically would likely be the case, e.g. for a battery cycled
between 2.9 V and 3.3 V one can attribute V0 = 3.1 V and Va
as 0.2 V), and the current is small so that Vr/V0 is negligible,
the binomial theorem approximates Equation (14) as:

ϵ ≈ 1 −
πVa cos θ

2V0
. (15)

We note here that Va is the amplitude of the assumed
sine-wave and V0 the mean voltage. We emphasize that
Eq. (15) applies rigorously only for the case of a low-current
sine wave stimulus, but rigorous generalization for more
complicated waveforms is mathematically challenging. Nev-
ertheless, the analysis demonstrates a relationship between
cycle energy efficiency and phase differences — thus we
expect in a general case a loss of cycle energy efficiency, for
example due to ageing, to be accompanied by a changes in
phase between V and I where the battery can be described as
a CPE. Note however that if resistance R is significant, which
will be the case at the higher frequencies, changes in cycle
efficiency could also be attributed to changes in R.
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III. EXPERIMENTAL METHODS AND ANALYSIS
We have carried out three separate experiments in order to
demonstrate and confirm the relationship between efficiency
to the fractional order, including in realistic battery operating
conditions.

In the first experiment, we have cycled a battery using
rectangular current pulses, at ever-decreasing currents. In the
limit of zero current one would expect the effect of any
series resistance to disappear, and we would be left with the
behaviour of the CPE. Specifically, we expect that a plot of
current and voltage would show hysteresis and the energy
efficiency would be related to α. We confirm this is the case.

In the second experiment, we have cycled a battery over
several weeks in an attempt to wear it out, using some
standardized charge-discharge cycles. We extract the energy
efficiency over each cycle and show it is related to the
phase difference between the voltage and current signals.
In particular, as the battery ages, the energy efficiency drops
while the phase between voltage and current moves towards
zero in the manner expected.

Finally, we have cycled another battery over several weeks
with a current profile more akin to what would be expected
for an electric vehicle (EV), consisting of a time of rapidly-
changing, mostly negative currents (corresponding to the EV
being in use), followed by a time of zero current (correspond-
ing to the EV being parked), and then a time of constant
positive current (corresponding to charging), repeated over
many days with small variations. We have extracted ϵ

for these cycles, and have used the Multiscale Oscillatory
Dynamics Analysis (MODA) toolbox of Lancaster Univer-
sity [25], [26], available at github.com/luphysics/moda to
identify the phase relationship between voltage and current.
All experiments were performed in an air-conditioned room
where ambient temperature was kept between 21.0–22.5◦C.
Raw data is available from the authors on request.

A. LOW FREQUENCY CYCLING
1) EXPERIMENTAL METHOD
In the first experiment we cycled a 4.8 A h, 3.7 V,
LiNiCoAlO2 (NCA) 21650 cell using a constant-current
charge followed by a constant-current discharge using the
same current as for the charge. Specifically, for a given
current, we cycled the battery several times between lower
and upper voltage limits of 3.0 V and 4.3 V respectively.
We used currents of 5 A, 2 A, 1 A, 0.5 A, 0.2 A, 0.1 A
and 0.05 A in that order, recording voltage and current as a
function of time. We have evaluated the energy in and energy
out for each of the cycles using Eqs. (7) and (10) respectively,
and thus found the efficiency. From the efficiency in the low
current limit we estimate α using Eq. (15) and compare the
result to a value of α measured from an impedance spectrum
obtained using the method of Dunn et al. [9], [20].

2) RESULTS
Figure 1 shows a plot of voltage against charge for the various
charge-discharge currents. At the lowest currents hysteresis

FIGURE 1. A plot showing hysteresis in the NCA battery at various
constant charge-discharge currents. The currents used are given in the
legend. Adapted from [27].

remains, indicating that there is energy loss. The voltage
against charge plot is roughly linear over much of the voltage
range, although it shows some regular fluctuation particularly
at the higher voltages and a rapid increase in gradient at
both ends of the voltage range. We ignore these tails in our
processing, and identify a voltage range here of 3.4 V to 4.2 V
for the linear portion. We also note that the charge capacity
of the cell increases as current decreases, consistent with a
fractional element being involved [27].

3) ANALYSIS
The energy in and out of the cell during the charge and
discharge half-cycles, found by integrating V (t)I (t) over
time, are shown in Table 1. In the limit of zero current,
the efficiency approaches 0.988; this is close to 1 indicating
that the cell is very like a capacitor but is clearly less
than 1 showing that loss mechanisms are present. Applying
Eq. (15) with voltage limits of 3.4 V and 4.2 V (thus V0 =

3.8 V and Va = 0.4 V) with a measured efficiency of
0.988 gives us θ = 1.497 rad = 85.8◦, and hence α = 0.954.

We can verify the value for the fractional order α from
the impedance spectrum. Figure 2 shows a plot of the of
the impedance of the cell against frequency, on logarithmic
axes, as (a) magnitude and (b) phase. Fitting a straight line
to the lowest seven frequency points of (a) yields a gradient
of −0.976(8) and hence we infer a value of α from the
impedance measurement of 0.976(8), larger but close to that
estimated through the efficiency.

In the limit of zero current, we expect that any resistive
loss becomes negligible. By attributing the energy loss to a
CPE, we have estimated an order for the CPE of 0.954. This
is slightly lower than that found by measuring an impedance
spectrum.

We note that we have estimated the order of the CPE, α,
using Eq. (15) which strictly only applies to a CPE-R model
driven by a sine-wave stimulus, in the limit of low currents.
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TABLE 1. The energy in and out of the battery, Ein and Eout respectively,
and the cycle efficiency ϵ, at different charge-discharge currents during
the battery cycling of Fig. 1.

FIGURE 2. The impedance spectrum of the NCA battery, presented as
(a) magnitude and (b) phase.

The experimental cycling has been carried out, for practical
reasons, with a rectangular stimulus and so the calculated
value of α should be seen as an estimate only. Nevertheless,
it is encouraging that the value estimated from energy
efficiency and the value from the impedance spectrum, two
very different methods, are roughly in agreement.

B. STEREOTYPED CYCLES
The second experiment consists of ageing a battery by
performing repetitive charge-discharge cycles. The cycle
efficiency is monitored and related to phase difference
between voltage and current. A repetitive but non-sinusoidal
cycle can be analyzed using Hilbert Transforms in order to
extract the phase difference between voltage and current.
For example, Hilbert Transforms have been used in the
context of batteries to validate electrochemical impedance
spectrum measurements [28] and to detect disturbances in
power systems via phase changes [29].

1) EXPERIMENTAL METHOD
A 250 mA h INR Nickel-Cobalt cell was cycled in the
laboratory using sets of 30 charge-discharge cycles, each
of a particular form of constant-current-constant-voltage
(CC-CV) cycling. In CC-CV, a constant charging current Ich
is applied to bring the voltage to a specified upper voltage Vh.

TABLE 2. The different cycle types used, defined in terms of the charge
current Ich, discharge current Idis, upper voltage Vh, lower voltage Vl ,
lower bound on charging current during the constant voltage phase Ilow ,
and time spent at zero current t0.

TABLE 3. The sequence of CC-CV cycling, in sets of 30 cycles.

Then the battery is held at this voltage by reducing the current,
until the current decays to a specified lower value Ilow. The
battery is then discharged with a constant discharge current
Idis, until its voltage reaches a specified lower bound Vl .
Then a period of zero current is applied for a defined time
period t0. The cycle is then repeated. Six different variations
of the CC-CV cycling were used, as outlined in Table. 2 and
applied in the sequence shown in Table. 3. The forms of cycle
differed in terms of maximum and minimum voltage, charge
and discharge currents, and the lower current bound to end
the constant voltage phase. A standard cycle, denoted here
by ‘Cyc’ was returned to several times in order to allow a
direct evaluation of ageing effects. The current characteristics
of a standard cycle, along with a voltage response, are shown
in Fig. 3. Before this experiment, the cell had already been
cycled approximately 280 times in various ways. At two
points in the experiment the cycling was interrupted to
perform a measurement of impedance on the cell [9]. The
experiment took nine weeks total duration.

We discarded the first three cycles of each set of 30 cycles
to allow the voltage signals to stabilize. Cycle efficiency
ϵ was evaluated for each cycle, and averaged over the
remaining 27 cycles in each set. We also, for the time
period spanned by the final 27 cycles, calculated the Hilbert
Transforms of current and voltage using Matlab. The phase
φI (t) of the current waveform was then extracted as:

φI [I (t)](t) = tan−1
(
H [I (t)](t)

I (t)

)
, (16)
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FIGURE 3. The current (top, blue) and voltage response (bottom, red) for
a few standard ‘Cyc’ cycles.

where H [I (t)](t) denotes the Hilbert transform of I (t) and
the inverse tangent is evaluated using the signs of the
numerator and denominator using the ‘atan2’ function in
order to be continuous from −π to π . The phase φV (t) was
similarly extracted for the voltage waveform V (t). The phase
angle φ(t) = φV (t) − φI (t) was found, representing an
instantaneous phase difference between V (t) and I (t). The
mean phase difference over the final 27 cycles of each ‘Cyc’
set was calculated.

2) RESULTS
In Fig. 4(a) we show, for each of the six sets of 30 ‘Cyc’
cycles, themean energy into the cell during the charge periods
(averaged across the final 27 cycles), and the mean energy out
of the cell during the discharge periods (similarly averaged
over the final 27 cycles). In Fig. 4(b) we show the distribution
of cycle efficiencies for the six ‘Cyc’ sets.

Figure 5 shows the distribution of phase differences
between V and I over each of the six ‘Cyc’ sets, as found
through the Hilbert transform. The second and subsequent
sets are displaced downwards by 0.1 on the y-axis for clarity.
It is immediately evident that the phase distribution moves
towards zero as the battery ages.

3) ANALYSIS
Figures 4 and 5 show that as the battery ages, (i) the cycle
efficiency drops and (ii) the distribution of phase differences
becomes less negative. These changes are summarized in
Table. 4. Furthermore, we have used Eq. (15) withV0 = 3.8V
and Va = 0.5 V, in order to estimate the phase angle θ

from the measured efficiencies; these are shown in Tab. 4 as
θest . These can be compared with the mean measured phase
differences as found via the Hilbert transforms, indicated
as θH .

FIGURE 4. (a) The mean energy in and out of the battery during each of
the six sets of standard cycles (excluding the first 3 cycles in each set).
(b) The distribution of the cycle efficiencies for each set. The red line
shows the median; the boxes show lower quartile and upper quartile; the
extending lines showing the range of the data. Outliers are marked with
red crosses. Note how both the energy capacity and the efficiency drop
with age.

FIGURE 5. The phase between voltage and current as distributed over
each of the six sets of cycles, as calculated using Hilbert transforms. The
first set is shown in the top trace; the second and subsequent sets are
displaced downwards by 0.1 for clarity.

TABLE 4. For each of the six standard cycle sets, we show the cumulative
number of times the battery has been cycled by the end of the set, the
mean measured efficiency ϵ, the phase difference estimated from the
measured efficiency θest , and the mean measured phase difference from
the Hilbert transform, θH .

We note that the measured efficiency drops as the battery
ages and as a consequence θest moves closer to zero.
Additionally, the measured phase θH also moves towards
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FIGURE 6. A section of the current input to the cell. The inset is a
close-up of one of the period of activity indicated by the dashed box.

zero. The ratio of the two, φest/φH , is roughly constant
across the six sets, ranging from 0.87 (for set 5) to 0.91 (for
set 6). We do not expect them to be exactly the same since
Eq. (15) applies rigorously only for a sine wave stimulus, but
nevertheless the two measures are similar. These result also
suggest that a move in order of the CPE is responsible for a
significant part of the ageing-related drop in efficiency.

C. SYNTHETIC DRIVE PATTERN FOR ELECTRIC CAR
The previous two examples have used simple, repeated
current waveforms. For the third situation, we now consider
more complicated current waveforms, more akin to the
currents that would be experienced by an EVbattery, and have
used wavelet analysis in order to identify phase differences.
An advantage of a complicated waveform is that it contains
frequency components across the spectrum and can help
distinguish between efficiency changes due to changes in α

and those due to changes in R.

1) EXPERIMENTAL METHOD
A synthetic current profile I (t), lasting around three months,
was created using the method described below. The profile is
designed to mimic electric vehicle activity. It shows several
hours of constant-current charging (representing a vehicle
being charged overnight), followed by a period of a few hours
inactivity (when the charging is complete but the vehicle is
not in use), then about an hour of charge/discharge activity at
high currents (corresponding to a morning commute), then
several hours of inactivity followed by about an hour of
charge/discharge activity at high currents (corresponding to
an evening commute). Randomness is included so that the
function is not periodic. A section of the profile is shown in
Fig. 6.

Before the profile was applied, the impedance spectrum of
anUBCO3.2A h 3.6V 18650 INRLiNixMnyCo1−x−yO2 cell
was measured using the method of [9]. The synthetic profile
was then applied to the cell using a Hewlett Packard 66332A
precision current-voltage supply. The actual current applied
and the voltage of the battery were monitored continuously.
Data were recorded with a sample rate of 8.6 Hz.

2) RESULTS
Since the cycles are not periodic, efficiency has been defined
over a pseudo-cycle. Specifically, we have identified a

FIGURE 7. (a) The average phase difference between V and I as
calculated via a Hilbert Transform (Sec. III-B) over each pseudocycle.
(b) The energy efficiency for each pseudocycle.

pseudo-cycle as starting at a time when the charge (time-
integrated current) drops to 50% of its range (i.e. is at 50%
of the way from its minimum to its maximum), and then
ends after it has risen to at least 90% of its range and then
dropped again to 50%. Over each pseudo-cycle we have
evaluated the energy supplied to the battery Ein by integrating
I (t)V (t) where I is positive, and evaluated the energy taken
out Eout by integrating I (t)V (t) where current is negative, and
constructing the efficiency ϵ = Eout/Ein.

Efficiency has been evaluated for each pseudo-cycle.
Figure 7(b) shows the efficiency of each successive
pseudo-cycle.

3) ANALYSIS
The results of the Hilbert Transform method of Sec. III-B to
find the mean phase difference between V (t) and I (t) over
a pseudocycle are shown in Fig. 7(a). The results fluctuate
considerably because of the many frequency components
present in the signal. This is in contrast to the regular cycling
results in Sec. III-B where the periodicity of the cycle is
much better defined. The cycle efficiencies also fluctuate
considerably for similar reasons, Fig. 7(b), but in this case
there is a clear trend to reduced efficiencies as the battery
ages, with efficiency ϵ dropping from about 0.950 to 0.948.
This is a relative increase in 1 − ϵ of 4%.
To proceed we need to use a method appropriate for

complicated waveform shapes and for waveforms that are not
strictly repeating. We have analyzed the data with a wavelet-
based approach, using the Multiscale Oscillatory Dynamics
Application (MODA) toolbox produced by Lancaster Univer-
sity github.com/luphysics/moda [25], [26]. The time-series
data V (t) and I (t) were split into six equal sections, each
17 days long. To ensure file sizes were sufficiently small
for analysis on an Intel i5-1145G7 2.6 GHz processor with
16.0 GB RAM, both V (t) and I (t) were downsampled by a
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FIGURE 8. (a) The magnitude Ẑ (f ) and (b) the phase φ(f ) of the
wavelet-constructed impedance spectrum at low frequencies, averaged
over six seventeen-day sections. The legend shows the start and end day
for each section. The black crosses show the results from the impedance
measurement at the start of the experiment.

factor 40, to 0.215 Hz. A wavelet transform using a lognorm
wavelet was applied to both voltage and current waveforms
in each section, to give a spectrogram of voltage Ṽ (f , t)
and current Ĩ (f , t) against both frequency f and time t in
that section. Frequency ranges of 10−5 Hz to 10−3 Hz
were initially used, to emphasize the low-frequency region
where the CPE impedance is likely to dominate the resistive
impedance. Impedances were constructed using Z̃ = Ṽ/Ĩ
(note these are complex quantities) fromwhich an impedance
magnitude |Z̃ (f , t)| and phase arg[Z̃ (f , t)] constructed. The
magnitude and phase were both averaged over time t to give
a spectrum for magnitude Ẑ (f ) =

〈
|Z̃ (f , t)|

〉
t
and phase

φ(f ) =

〈
arg[Z̃ (f , t)]

〉
t
for each section. The magnitudes and

phases are plotted in Fig. 8. Also shown is the result of the
impedance measurement at the start of the experiment. The
higher frequency range was also examined — the analysis
was repeated but this time for a frequency range of 10−3 Hz
to 10−1 Hz; results are shown in Fig. 9.
First, we note that the impedance spectra reconstructed

from the wavelet analysis, in particular day 1–17, are very
similar to the impedance spectrum measured directly at the
start of the experiment, providing some confidence in the
wavelet analysis. Figures 8 shows no obvious differences in
the impedance spectra for the 17-day periods considered at
frequencies below about 10−3 Hz. The variation in Ẑ at the
very lowest frequencies is likely to be uncertainty due to
having only a few periods in the datastream at the lowest
frequencies, and is ignored. In the 10−5 Hz to 10−4 Hz region,

FIGURE 9. (a) The magnitude Ẑ (f ) and (b) the phase φ(f ) of the
wavelet-constructed impedance spectrum at high frequencies, averaged
over six seventeen-day sections. The inset on (a) shows the highest
frequencies on a finer scale, indicating a small but discernable rise in
impedance magnitude as the battery ages. The legend shows the start
and end day for each section. The black crosses show the results from the
impedance measurement at the start of the experiment.

the impedance shows CPE-like behaviour, having a constant
slope on the Ẑ (f ) graph and roughly constant phase φ(f ).
In contrast to the results of Sec. III-B, there is no indication of
a change in phase of the impedance despite Fig. 7(b) showing
a small but clear reduction in the energy efficiency. For this
particular cell under the conditions tested, the underlying
changes responsible for the loss in efficiency with ageing do
not appear to be a result of a change in the properties of this
CPE.

However, the impedance spectrum at higher frequencies,
Fig. 9, shows a clear gain in impedance magnitude as the
cell ages. At 10−1 Hz, the magnitude of impedance rises
from about 38.25 m� to about 41.00 m� from the first and
second seventeen-day range to the fifth and sixth, an increase
of 2.8% In this spectral region, the impedance is resistor-like
as evidenced by the phase difference close to zero. The
2.8% increase in resistance is roughly commensurate with the
experimental change in 1− ϵ of about 4% from Fig. 7(b); we
would expect the two to be linearly related through Eq. (14).

The implication is that under the tested conditions, this
cell demonstrates ageing through increases in its internal
resistance R, as opposed to changes in its CPE characteristics.

IV. DISCUSSION
We have used time-series analysis of voltage and current
data to probe the changes in batteries as they age. We have
assumed that a battery can be described through a CPE-R
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equivalent circuit model. For the special case of a sine wave
stimulation, we have shown theoretically that cycle energy
efficiency is related to (i) the order of the CPE, α, which
manifests through a phase difference between voltage and
current, and (ii) the resistance, R.
The theory has been tested for three cases. In Sec. III-A

we have used different charge and discharge currents to
cycle a battery, and shown that the order of the CPE
element predicted by applying the theory to measured cycle
efficiency matches that independently measured through
Electrochemical Impedance Spectroscopy.

For the case of regular repetitive cycling of a battery in
Sec. III-B, the cycle energy efficiency has been measured
as the battery ages and the theory applied to predict a
move in phase difference towards zero. Analysis of the V
and I time-series with Hilbert Transforms have been able
to provide another measure of phase difference which is
in broad agreement with that predicted from the efficiency
measurements, as shown in Table 1.

In the third experiment in Sec. III-C, irregular cycling
with a wide range of frequency components has been applied
for around 100 days. The analysis in this case is more
complicated, since (i) it is difficult to define a cycle, and
(ii) the use of a Hilbert Transform is dubious. To identify the
change of energy efficiency with ageing, we have needed to
use pseudo-cycles — with start and end points being based
on returning a battery to a defined state of charge following
a significant discharge. This has introduced considerable
variation in the results, but cycle energy efficiency still
shows a clear downward trend, as shown in Fig. 7(b). For
complicated signal patterns, wavelet analysis, for example
used to detect disturbances in electrical power systems [29],
offers a wave forward. We have used wavelet analysis with V
and I time-series to identify changes in phase and impedance
with ageing. For the battery tested, the ageing manifests as a
rise in impedance at high frequency rather than a change in
phase difference.

An implication is that the two batteries, of Secs III-B
and III-C, are likely ageing in different ways. While both
are reducing in energy cycle efficiency, the underlying
mechanisms appear to be different. We emphasize that our
theory in Sec. II, and in particular the relationship between
cycle energy efficiency and phase of the CPE, Eq. (15), has
been derived using only a sine wave stimulus. Our application
of it to more complicated signals is therefore not rigorous, but
is still insightful. The development of more general theory
is mathematically challenging. While we have aimed to
keep ambient temperature constant, we finally note that even
fluctuations of the size of 1.5◦C, which are experienced, may
be sufficient tomakemeasurable differences to efficiency and
may partly be the cause for the fluctuations in Fig. 7.

V. CONCLUSION
By considering phases between voltage and current traces,
we have demonstrated that the energy efficiency of a cell
relates to the order of a CPE element in its equivalent circuit.

In the case of the measured Nickel-Cobalt cell, the drop of
efficiency of the cell as it ages can be attributed to a change in
the phase difference between voltage and current. Moreover,
the analysis has been performed in the time domain, rather
than requiring frequency domain measurements such as EIS.
The phase-efficiency relationship opens up the possibility of
monitoring the state-of-health of a battery from time domain
data acquired while a battery is in situ in its normal operation.
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