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ABSTRACT This study delves deeply into the traffic light intersection control issue for connected
autonomous vehicles (CAVs). First, we employed the vehicle dynamics simulation software, CarSim,
to model the vehicle and utilized the intelligent driving simulation software, PreScan, to establish a road
environment model. Subsequently, we designed a rule-based traffic light crossing controller (RB-TLCC) for
CAVs in MATLAB/Simulink and implemented a co-simulation using CarSim and PreScan. Furthermore,
we conducted driver-in-the-loop studies using the Logitech G27 driving simulator kit and compared the
experimental results with those from the RB-TLCC. Our findings indicate that RB-TLCC enhances the
regenerative braking energy by 23.5%, improves traffic efficiency by 17.9%, and increases driving smooth-
ness by 50.7%. Additionally, based on Markov Chain theory, we proposed a multi-objective optimization
model (MO-OM) for CAVs traffic light intersection crossing using the Proximal Policy Optimization
algorithm (PPO). A comparison was conducted under two different operating conditions between RB-TLCC
and dynamic programming algorithms (DP). The results indicated that the MO-OM proposed in this study
exhibited the best comprehensive control performance among the three control methods. While adhering
to traffic regulations, it enhances the recuperation of braking energy, efficiency of vehicle passage, and
smoothness of travel at traffic light intersections. This study offers effective methodologies for enhancing
the performance of CAVs in traffic light intersection control and holds significant reference value for the
advancement of future intelligent transportation systems (ITS).

INDEX TERMS Connected autonomous vehicles, intelligent traffic system, multi-objective optimization,
optimal speed planning, PPO algorithm, traffic light intersection control.

I. INTRODUCTION

Traffic intersections equipped with traffic lights frequently
serve as congestion points in urban transportation because
of their role as convergence zones for vehicular flow from
different directions. In real-world driving scenarios, drivers
often struggle to anticipate upcoming traffic light phases
and their precise distance from the stop line. This absence
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of information complicates the ability of the driver to
devise an accurate velocity-adjustment strategy. As vehicles
approach an intersection, the clarity of information available
to the driver improves; however, decision-making concern-
ing a seamless passage through the intersection remains
fraught with uncertainty. This uncertainty often leads to
significant speed fluctuations, resulting in frequent stops
and starts. This not only exacerbates energy consumption
but also increases the risk of traffic accidents [1]. Cur-
rently, Vehicle-to-Everything (V2X) technology is advancing
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rapidly. Through V2X, vehicles can obtain real-time traffic
information via communication systems between vehicles
and roadside infrastructure (V2I) as well as between vehicles
themselves (V2V). This enables timely adjustments to vehi-
cle speed, allowing for smoother passage through traffic light
intersections [2], [3], [4].

Research on vehicle speed planning directly affects issues
such as the energy consumption, traffic efficiency, and ride
smoothness during vehicle operation. Currently, there is
extensive research on speed planning for Adaptive Cruise
Control (ACC) aimed at reducing energy consumption during
vehicle operation [5], [6]. Additionally, some studies have
established a connection between vehicles and traffic signals
based on V2I communication to enable passing through sig-
nal intersections without stopping, thereby achieving short
travel times and low energy consumption [7], [8], [9].
Scholars have also employed Reinforcement Learning (RL)
methods to study speed planning issues, aiming to minimize
vehicle waiting time and energy consumption [10], [11].

There is a foundational body of research on energy
management strategies for CAVs at traffic light intersec-
tions in a V2X environment [12], [13]. Significant progress
has been made in studying eco-driving strategies at V2I
communication-based signal intersections [14], [15]. Some
scholars have focused on multiple objectives in this area,
achieving global optimization of traffic efficiency, energy
consumption, and passenger comfort [16], [17]. Additionally,
research has been conducted to avoid collisions at V2I com-
munication intersections and improve traffic flow [18]. These
studies indicate that the current research primarily focuses on
using V2X technologies to guide vehicle driving and optimize
energy distribution, thereby enhancing fuel economy, traffic
efficiency, and safety at signal intersections. However, much
of this research focuses on energy management issues in
hybrid electric vehicles (HEVs), with a relative scarcity of
studies pertaining to purely electric vehicles (EVs).

The current research foundation for ecological driving
issues in CAVs has been established [19], [20], [21], [22].
Several scenarios require braking when guiding vehicles
through signalized intersections. Some scholars have initi-
ated studies on the braking control issues of CAVs. Existing
research on braking control of CAVs mainly focuses on
the driving safety of CAVs to prevent collisions between
vehicles [23], [24], [25]. Additionally, for EVs equipped
with regenerative braking systems (RBS), the deceleration
process at traffic light intersections can be optimized using
V2X communication technologies. By planning their speed
profiles, it is possible to improve the efficiency of brak-
ing energy recovery while considering the traffic efficiency,
thereby further reducing the overall energy consumption of
the vehicle. Regarding related research, Kim et al. [26], [27]
introduced an Energy Optimal Deceleration Planning Sys-
tem (EDPS) with the objective of maximizing regenerative
braking energy recovery for CAVs. Building on this, they pre-
sented a Real-Time Energy Optimal Deceleration Planning
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System (RT-EDPS). Shang et al. [28] conducted research on
regenerative braking control of EVs based on multi-source
data, such as image recognition, GPS, and vehicle operating
parameters. They designed an adaptive regenerative braking
energy recovery strategy based on multi-source information
fusion. From the aforementioned research, it is evident that
significant progress has been made in the study of regenera-
tive braking for CAVs at traffic light intersections. However,
most studies have focused solely on optimizing the efficiency
of regenerative braking energy recovery, neglecting other fac-
tors, such as vehicle traffic efficiency and driving smoothness
at traffic light intersections. Therefore, the author suggests
analyzing and studying the braking deceleration process of
CAVs at traffic light intersections as a multi-objective opti-
mization model to enhance the multifaceted performance of
CAVs in this context.

Reinforcement Learning (RL), an emerging machine learn-
ing method, is now widely applied to vehicle motion control
issues. Liu et al. [29] proposed a predictive energy manage-
ment strategy for HEVs based on velocity prediction and RL.
Li et al. [30] introduced a hierarchical control architecture
composed of a speed planner and an energy management
system based on RL to address the challenges of real-time
eco-driving control in HEVs. Zhang et al. [31] developed a
speed planning algorithm oriented towards energy recovery
optimization for autonomous driving vehicles or driver-assist
systems at traffic light intersections. Liu et al. [32] proposed
an adaptive speed planning method for CAVs based on deep
reinforcement learning (DRL) trained with multiple traffic
signals, focusing on improving the fuel economy and comfort
of CAVs. These studies collectively demonstrate that RL
methods are effective in various aspects of vehicle motion
control.

In previous research conducted by our research group,
Li et al. [33] applied the genetic algorithm (GA) to solve
the optimal braking trajectory problem for hybrid energy
electric vehicles’ (HEEVs) RBS in a V2X communication
environment. Building on this, the current study aims to
design a multi-objective optimization controller for CAVs
passing through traffic light intersections in a V2X setting.
This design aims to enhance three key performance aspects:
energy recovery from braking, traffic efficiency, and driving
smoothness. Additionally, the RL method will be employed to
investigate this issue further, in the hope of achieving further
improvements in the aforementioned performance.

The following sections of this paper are arranged as fol-
lows: In Section II, the single-vehicle traffic problem in
the V2X signal area is described, and some typical traf-
fic conditions at the traffic light intersection are presented.
In Section III, a rule-based traffic light crossing controller
(RB-TLCC) for CAVs is proposed, and the simulation results
are compared with real human driver data. In Section IV,
a multi-objective optimization model (MO-OM) based on the
PPO algorithm is proposed, and the results are compared with
those of the RB-TLCC method and dynamic programming
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FIGURE 1. Traffic light V2X signal area research scene diagram.

algorithm (DP). Finally, the conclusions of this study are
summarized in Section V.

Il. PROBLEM DESCRIPTION

Currently, traffic control in the context of CAVs is generally
categorized into two types: mixed traffic flow environments
and pure CAVs environments. For mixed traffic flow environ-
ments that include manually driven vehicles, signal control
is often necessary to manage vehicular passages at inter-
sections. By contrast, research on pure CAVs environments
typically does not employ signal control. Instead, it relies
on the interaction between CAVs to facilitate uninterrupted
passage through signalized intersections, which are known
as autonomous intersections. However, for the following rea-
sons, the author argues that the use of traffic signal control is
also crucial in pure CAVs environments:

1) Incomplex traffic scenarios, such as high-density areas
or four-way intersections, collaboration among pure
CAVs might not be sufficient to ensure optimal traf-
fic flow. In such situations, signal control can serve
as a supplementary mechanism to coordinate vehicle
behavior and reduce congestion and delays.

2) While advancements in autonomous vehicle technol-
ogy have significantly improved traffic safety, in cer-
tain scenarios, such as extreme weather or emergencies,
signal control can act as an additional safety layer to
manage traffic flow and reduce the risk of accidents.

3) Considering the current state of urban road infras-
tructure, autonomous intersections are relatively rare,
and intersection traffic control relies heavily on traffic
lights. With the gradual development of autonomous
vehicle technology, our research also considers the
transition from existing traffic systems to a purely
autonomous vehicle environment. During this transi-
tion, signal control can act as a smooth transitional
strategy to help gradually adapt to a non-signalized
CAVs environment.

Based on these considerations, this study investigated
the passage scenarios of CAVs at traffic light intersections.
As depicted in Figure 1, the CAV enters the traffic light V2X
communication zone at an initial speed of vg. At this juncture,
the distance from the CAV to the stop line of the traffic light
intersection was xg. By utilizing the V2X signal transmission,
the CAV acquires the current traffic light phase information
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FIGURE 2. (a) Traffic light V2X signal area deceleration passage scenario;
(b) (c) Traffic light V2X signal area decelerating and stopping scenario.

and subsequently strategizes its traveling speed based on the
procured phase details.

In accordance with real-world driving conditions and Chi-
nese traffic regulations, vehicles must pass the stop line at
traffic light intersections during the green light phase. Dur-
ing the yellow and red light phases, vehicles are prohibited
from crossing the stop line. Given the multitude of external
interferences in the traffic environment, to make our research
more targeted, this study primarily focuses on the optimal
speed planning for CAVs passing through single signal inter-
sections. Based on practical considerations, the following
constraints and assumptions are made:

1) The influence of other vehicles and pedestrians on the
subject vehicle is not considered.

2) The primary focus is on vehicles moving straight ahead,
without considering lane-changing scenarios.
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3) The yellow light phase is simplified to be treated as
part of the red light phase, both of which indicate that
vehicles are forbidden from crossing the stop line.

Given the changes in the traffic light phases and the vehi-
cle’s distance to the stop line, the speed variations of a
vehicle from its entry to exit within the V2X signal zone
can be segmented into four scenarios: uniform speed passage,
accelerating passage, decelerating passage, and decelerat-
ing to a halt. In alignment with the focal point of this
study, a schematic representation was employed to analyze
the vehicle’s behaviors during the decelerating passage and
decelerating to a stop within the V2X signal zone. In Figure 2,
the vertical axis represents the distance covered by the vehi-
cle, and the horizontal axis represents the travel time of the
vehicle. The red and green line segments correspond to the
durations of the red and green light phases, respectively,
during the travel process.

A. DECELERATION PASSAGE SCENARIO

In this scenario, as the CAV enters the V2X signal zone,
the current traffic light phase is red, with a relatively short
remaining duration. The vehicle cannot maintain its current
speed for a uniform passage and must decelerate in advance.
This ensures that the vehicle can pass the stop line once
the green light phase commences, avoiding the need to halt
and wait in front of it. The schematic representation of the
decelerating passage scenario is shown in Figure 2 (a).

B. DECELERATING AND STOPPING SCENARIO

Case 1: As shown in Figure 2 (b), the current traffic light
phase is green when the CAV enters the V2X signal zone.
However, the remaining duration of the green light is insuf-
ficient for the vehicle to cross the stop line before the end of
this phase. Consequently, the vehicle must decelerate and halt
before the stop line, awaiting the next green phase.

Case 2: As illustrated in Figure 2 (c), the current traffic
light phase is red when the CAV enters the V2X signal zone.
Given the prolonged remaining duration of the red light,
the vehicle cannot maintain its current speed and cross the
stop line. Consequently, the vehicle must decelerate and stop
before the stop line while waiting for the onset of the green
phase.

Ill. RULE-BASED TRAFFIC LIGHT CROSSING CONTROLLER
Upon a comprehensive analysis of vehicular traffic within the
V2X signal zones at traffic lights revealed that vehicles tend
to undergo frequent braking actions. When CAVs enter the
V2X signal zone at traffic lights, both the phase of the traffic
light and remaining time are random. Within the constraints
imposed by traffic lights and vehicular motion, the planning
of the deceleration curve significantly influences the amount
of braking energy that can be recuperated, efficiency of traf-
fic, and smoothness of the ride.
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TABLE 1. Vehicle dynamic parameters.

Component Unit Quantity
Gear ratio (i) / 4.1
Transmission efficiency (17) / 0.9
Wheel radius (R) m 0.287
Air drag coefficient (Cp) / 0.28
Windward area (4) m? 1.60
Mass (m) kg 1260

@l—

-

_b Power flow

FIGURE 3. Schematic of the EV's power system.

To address the aforementioned issues, this section presents
the design of a multi-objective optimization controller for
CAVs passing through traffic light intersections.

The optimization objectives are as follows:

1) Maximize the amount of energy recuperation;

2) Enhance the traffic efficiency;

3) Optimize the driving smoothness based on the previous
two objectives.

A. CARSIM VEHICLE MODEL

The primary driving resistances of an automobile consist of
rolling resistance, aerodynamic drag, grade resistance, and
acceleration resistance. The dynamic equation for an electric
vehicle (EV) is shown in Equation (1):

Twint . CpA
=G G
R if cosa + smoz+2]'15

where T, is the motor drive torque, which is positive during
propulsion and negative during braking. i denotes the overall
transmission ratio. i denotes the mechanical efficiency of
the transmission system. R denotes the radius of the wheel.
G = mg represents the weight of the EV, where m is the
vehicle mass and g is the gravitational acceleration. f denotes
the rolling resistance coefficient. « is the road gradient angle.
Cp denotes the aerodynamic drag coefficient. A is the frontal
area facing wind. V represents the vehicle speed. § is a
coefficient used to convert the rotational inertia of the vehicle.
a represents the vehicle acceleration.

According to the above formula, the relevant vehicle
dynamic parameters are determined by comparison with
a B-class car currently available in the Chinese market,
as shown in Table 1.

The subject of this study is a pure electric vehicle with a
power system comprising a battery and motor. The power

VZ+oma (1)
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output from the motor is transmitted to the wheels via a
differential. Figure 3 shows a schematic of the EV’s power
system.

In Equation (2), the motor input torque 7 behaves as a
first-order lag element of the required input torque 7,4 This
is constrained by the lookup function fr, which determines
the maximum torque of the motor. The maximum torque of
the motor is expressed as a function of motor speed w.

sign [min {fT ((U) s |Tcmd|} s Temal =T
fc

T =

(@)

wherein, f7 is the lookup function for the motor’s maximum
torque, w is the motor speed, T,q is the demanded motor
input torque, 7 is the actual motor input torque, and f¢ is the
time constant.

The motor efficiency E is represented as a lookup function
fE of the motor output torque 7 and motor speed w, as shown
in Equation (3).

E =fr (T, w) 3)

The motor power P is calculated based on the motor output
torque 7, motor speed w, and motor efficiency E, and is
expressed as

P = T2 (P > 0, discharge)
E “
P =TwE (P <0, charge)
The required battery power Ppyyy is represented as:
Pbttry = Pmotor )

wherein, P, 1s the demanded power of the motor.

In Equation (6), the open-circuit voltage Voc of the bat-
tery is represented as a lookup function fypc of the battery
temperature femp and the state of charge SoC.

Voc = Npmry - fvoc (temp, SoC) (6)

wherein, Ny, is the number of battery packs.
The battery current Ay, is represented as:

Voc =/ Voc = 4Piimic - R

Abttry = R (7)

wherein, Pj;,,;; is the power limit for the battery discharge and
R is the internal resistance of the battery.
The battery output voltage Vi, is represented as:

Votry = Voc — Apury - R (8)

The battery discharge capacity Cp, ps 1S determined
through the integration of the current, which is expressed as
f Apurydt

3600
The state of charge SoC of the battery is represented as:

C))

Cbtrst =

Cmax - Cbtr_Ds
Cinax

SoC = (10)

VOLUME 12, 2024

TABLE 2. Motor and battery model parameters.

Component Unit Quantity
Maximum output torque Nm 305
Maximum speed RPM 6300
Motor peak power kW 165
Number of battery packs / 40
Initial SoC / 0.95
Minimum battery voltage A% 6
Maximum battery voltage \% 9
Maximum battery capacity Ah 60

wherein, C,,,, is the maximum capacity of the battery,
represented as a lookup function fyury cqp Of the battery
temperature:

Cax = fbmyfcap (temp) (11)

Table 2 lists the model parameters of the motor and battery
obtained after the parameter matching of the B-class vehicle.

B. PRESCAN ROAD ENVIRONMENT MODEL

To make the simulation scenario more in line with the real
road environment, Liuhe Road in Liuxia Street, Xihu District,
Hangzhou, Zhejiang Province was chosen as the road model
for the simulation. Liuhe Road is an urban road that runs
from the southwest to the northeast. The road is located on
the Xiaohe Mountain Higher Education Park in Hangzhou,
where there are several universities and multiple residential
communities. The road has a total length of 5.5 km, with
three lanes in each direction, and a maximum speed limit of
50 km/h. Information on Liuhe Road from OpenStreetMap is
shown in Figure 4.

There are 12 traffic lights on the driving route, denoted as
TL1-TL12. The longest and shortest distances between two
consecutive traffic lights are 697 and 220 m, respectively,
with an average distance of 458 m. The 12 traffic lights
divide the road into 13 segments, denoted as Segl-Segl3.
The length of each segment and the corresponding traffic light
phase information are listed in Table 3.

To study the vehicle traffic control strategy within the
V2X signal zone at traffic signal intersections, V2X sensor
models are added to both the CAV and traffic light. The
signal transmission range of the V2X sensor is 200 m. When
the CAV enters the V2X signal zone, it receives real-time
phase information from the current traffic light. The road
environment model constructed using PreScan is illustrated
in Figure 5.

C. CONTROLLER MODEL

At the start of the simulation, the 12 traffic lights on the road
simultaneously begin their red-green cycle from the green
phase, following the phase information defined in Table 3.
The CAV accelerates from the starting point of the road at
a rate of 1 m/s” until it reaches 50 km/h and then maintains
this speed. Every time the CAV enters the V2X signal zone
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FIGURE 4. Information of Liuhe Road under OpenStreetMap.

TABLE 3. Road length and corresponding traffic light phase information.

Road Traffic G.r een REd Time for
Segment . light light
length light . . one cycle
number [m] number time time [s]
[s] [s]
Segl 538 - - - -
Seg2 417 TL1 50 60 110
Seg3 697 TL2 54 57 111
Seg4 363 TL3 70 40 110
Seg5 323 TL4 43 67 110
Seg6 400 TL5 65 45 110
Seg7 377 TL6 34 22 56
Seg8 660 TL7 56 53 109
Seg9 220 TL8 57 51 108
Segl0 497 TL9 66 42 108
Segl1 465 TL10 42 68 110
Segl2 245 TL11 47 63 110
Segl3 300 TL12 70 38 108

of a traffic light, the RB-TLCC receives the current traffic
light phase information transmitted from the V2X traffic light
transmitter, as shown in Equation (12):

ttotalphasefi = tgreenphaxe?i + redphase_i (12)

wherein, tosiphase_i1s the total phase duration of the i traffic
light, t¢reenphase_i 1s the green light phase duration of the it
traffic light, and #,egphase_; is the red light phase duration of
the i traffic light.

Subsequently, the RB-TLCC calculates the minimum
green light duration #,,;, ; during which the CAV can pass
the current traffic light without decelerating, as shown in
Equation (13):

drange
13)
Vo_i

tmin_i =
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FIGURE 5. The road environment model constructed in PreScan.

wherein, dyunge = 200 m is the set effective transmission
range of the V2X sensor and vy ; is the initial speed of the
CAV when it reaches the V2X signal transmission range of
the i traffic light.

If the CAV continues to travel at speed vg_;, then when #q ;
satisfies Equation (14):

fo_i € [0, tgreenphase_i - tmin_i)
x U (ttotalphase_i — tmin_i » ttatalphase_i] (14)

The CAV can pass through the traffic signal intersection
before the current green light ends. Wherein, 7y ; is the current
time-count value when the CAV reaches the V2X signal
transmission range of the i"” traffic light. In the design process
of RB-TLCC, we allocate a corresponding cycle count time
based on the phase of each traffic light. Each traffic light
transmits its current time-count value (i.e., #o_;) to the CAV
via V2X signals, thereby achieving the transition and cycle
counting of traffic lights.

Otherwise, the CAV cannot pass through the traffic signal
intersection before the current green light ends, and must
decelerate by braking. The time range tjec_range_; required for
deceleration satisfies Equation (15).

tmin_dec_mnge_i = tgreenphase_i - tmin_i
tmax_dec_range_i = trotalphase_i — tmin_i (15)
tdec_range_i = [tmin_dec_range_i , tmax_dec_range_i]

wherein, tin_dec_range_i 18 the minimum value of the required
deceleration time range and t,4x_dec_range_i 1 the maximum
value of the required deceleration time range.

When the CAV meets the deceleration criteria, the desired
speed v e in the RB-TLCC is determined using Equation (16)
- (20):

v+
drange = TJtdecJ (16)
2d
ldec i = V’:”.ge (17)
)i
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FIGURE 6. Flowchart of the RB-TLCC control logic.
2
Av Vo i
Adec | = —— = — = (18)
At denge
Tdec_i
v =0t [ i 19)
0
2drange 2
vo_i Vo_i
Vdec = V0_i + — = dt (20)
0 2drange

wherein, v = 0 is the final speed of the CAV, #4,. ; is the time
required for the CAV to decelerate to zero within the decel-
eration range of the i traffic light, and age. ; is the desired
deceleration of the CAV.

Following the aforementioned deceleration control logic of
RB-TLCC, when the CAV reaches the stop line of the traffic
light, its speed is precisely reduced to zero. At this point, the
CAV waits for the next green light phase to appear, and then
accelerates at 1 m/s> up to 50 km/h and maintains this speed.
If the next green light phase appears while the CAV continues
to decelerate, that is, before the CAV reaches the stop line of
the traffic light, the vehicle will begin accelerating from its
current speed of 1 m/s? up to 50 km/h and then maintain this
speed.

The flowchart of the RB-TLCC control logic is shown in
Figure 6.

The RB-TLCC model designed in MATLAB/Simulink,
as depicted in Figure 7, is presented herein.

D. DRIVER-IN-THE-LOOP SIMULATION

Additionally, a driver-in-the-loop simulation (DILS) envi-
ronment was established using the Logitech G27 driving
simulation kit to allow human drivers to operate on the virtual
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" RB-TLCC

FIGURE 7. The RB-TLCC model designed in MATLAB/Simulink.

.«,A- E—

FIGURE 8. Logitech G27 driving simulation kit established in the
laboratory.

road constructed in PreScan. The DILS equipment used in the
laboratory experiment is illustrated in Figure 8.

Ten human drivers operated the Logitech G27 driving sim-
ulation kit in a simulated environment using the constructed
road model. A complete journey is one in which the given
requirements are met from start to finish. Each participant
completed one full journey, resulting in the collection of ten
sets of human driving data.

The driving simulation requirements are as follows:

1) The maximum driving speed must not exceed 50 km/h;
2) Drivers must not cross solid lines while driving;
3) Drivers must adhere to traffic light regulations.

E. RESULTS AND DISCUSSION

Figure 9 shows the comparison of the SoC for 10 human
drivers and the RB-TLCC after completing a single jour-
ney. When the initial SoC for both human drivers and
RB-TLCC is set to 0.95, the maximum and minimum SoC
values for human drivers after completing a journey are
0.921 and 0.908, corresponding to SoC consumptions of
0.029 and 0.042, respectively. The average SoC for human
drivers after a journey is 0.916, with a corresponding SoC
consumption of 0.034 (the results are shown in Table 4 ).
In contrast, RB-TLCC achieves an SoC value of 0.924 after
a journey, with a corresponding SoC consumption of 0.026.
The RB-TLCC demonstrates the lowest energy consumption
among all curves in the graph. Compared with human drivers,
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FIGURE 9. SoC comparison between human drivers and RB-TLCC after
completing a full journey.
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FIGURE 10. Travel time comparison between human drivers and RB-TLCC
after completing a full journey.

RB-TLCC-controlled CAVs can save approximately 23.5%
in energy consumption after completing a journey, thereby
enhancing the energy efficiency of CAVs. Additionally, when
considering the entire journey, the SoC curves of some
human drivers decrease more slowly than those of RB-TLCC
at the beginning of the trip, which could be attributed to
these drivers’ smooth driving habits. However, as the jour-
ney progressed, the gap in SoC values between them and
the RB-TLCC widened. This indicates that the RB-TLCC
is capable of steadily controlling power consumption, with
its energy-saving effects becoming more pronounced over
longer distances.

Figure 10 compares the time required to complete a single
journey between the 10 human drivers and the RB-TLCC.
From the graph, it is evident that most human drivers took
approximately 700 s to complete a journey. The average
time taken by the 10 human drivers for a single journey is
728 s. In contrast, RB-TLCC completes a journey in 598 s,
representing a 17.9% reduction in travel time compared with
the average time for human drivers. This indicates that the
RB-TLCC-controlled CAVs exhibited higher road traffic effi-
ciency.
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FIGURE 12. Acceleration comparison between human drivers average

and RB-TLCC after completing a full journey.

TABLE 4. Objective optimization parameters comparison between human
drivers and RB-TLCC after a full journey.

guman - RBTLCC A A%
rivers avg
SoC consumption 0.034 0.026 0.008 23.5%
Travel time [s] 728 598 130 17.9%
g, [m/s?] 0.140 0.069 0.071 50.7%

Combining the contents of Figure 9 and 10, Figure 11 is a
scatter plot showing the relationship between the travel time
and SoC of human drivers and the RB-TLCC at the end of
the complete journey. In the figure, the farther the x-axis,
the shorter the travel time, and the higher the y-axis, the
less power consumed. It can be intuitively observed from the
figure that RB-TLCC has the smallest X values and the largest
Y values among all points.

Figure 12 compares the acceleration over the entire journey
of human drivers average with that of the RB-TLCC. The
figure reveals that, compared to human drivers, the overall
acceleration curve of the RB-TLCC has fewer fluctuations.
During steady driving, the acceleration of the RB-TLCC
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remains almost unchanged, resulting in a smoother curve.
Particularly in the deceleration phase, RB-TLCC’s deceler-
ation values are smaller than those of human drivers, staying
within —0.5 m/s2, which indicates a more stable deceleration
process. In the acceleration phase, the RB-TLCC aims to
reach the highest driving speed (50 km/h) as quickly as possi-
ble to save transit time, resulting in higher acceleration values
in some instances compared to human drivers. Nevertheless,
the maximum acceleration did not exceed 1 m/s2.

Standard deviation (o) is used to measure the extent to
which a set of data deviates from its average. A smaller o
value indicates less deviation from the average, signifying
more stable data. In Table 4, the average standard deviation
of acceleration (o,) for human drivers after completing a
journey is 0.140 m/s?, while RB-TLCC achieves a o, of
0.069 m/s2. Compared to human drivers, the use of RB-TLCC
results in a 50.7% reduction in o, after completing a journey.
The data results also show that the RB-TLCC-controlled CAV
has less acceleration fluctuations and better ride comfort.

In summary, the proposed RB-TLCC outperformed human
drivers in terms of SoC consumption, road traffic effi-
ciency, and driving smoothness. Therefore, the application of
RB-TLCC to the problem of traffic light control at intersec-
tions for CAVs is highly effective.

IV. MULTI-OBJECTIVE OPTIMIZATION MODEL BASED ON
PPO ALGORITHM

In Section III, it was observed that RB-TLCC exhibited
superior control performance compared to human drivers.
However, owing to RB-TLCC’s reliance on rule-based decel-
eration control strategies, constrained by the mutual depen-
dencies between displacement and velocity, it inevitably
encounters situations where it must come to a stop at traf-
fic intersections, lacking adaptive adjustment capabilities.
If CAVs completely stop at traffic light intersections, it will,
to some extent, affect the efficiency of traffic flow. Second,
frequent starting and stopping can affect passenger com-
fort, detracting from the smooth operation of CAVs. Finally,
excessive idling during stops can lead to unnecessary con-
sumption of electric energy, which is not conducive to the
efficient use of energy. To address this limitation, this section
proposes a multi-objective optimization model (MO-OM) for
the intersection crossing of CAVs based on the Proximal
Policy Optimization algorithm (PPO). The PPO algorithm,
a reinforcement learning approach, is employed to model the
expected velocity profile of CAVs to further enhance braking
energy recovery, traffic efficiency, and driving smoothness.

A. PROXIMAL POLICY OPTIMIZATION ALGORITHM

Reinforcement Learning (RL), a widely adopted machine
learning algorithm, offers advantages such as data-driven
decision-making, model independence, self-learning, and
direct policy determination [34]. The problem under investi-
gation in this study pertains to multi-objective optimization,
applications with varying uncertainties, and decision-making
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in online planning scenarios, making it well-suited for RL
methodologies.

The PPO algorithm is a policy-based RL algorithm that
uses two neural networks. By feeding the current state of
the agent into these networks, it generates the corresponding
actions and rewards. These actions are then used to update
the agent’s state. The neural network weight parameters
are updated through gradient ascent, optimizing the action
choices to maximize the cumulative reward as defined by the
objective function encompassing rewards and actions [35].

The neural network structure for the PPO algorithm is
depicted in Figure 13.

The pseudocode for the PPO algorithm is as follows:

Algorithm 1 PPO-Clip

1: Input: initial policy parameters 6, initial value function

parameters ¢g

2:fork=0,1,2,... do

3:  Collect set of trajectories Dy = {t;} by running policy
7, = 1 (6¢) in the environment.

4: Compute rewards-to-go R;.

5: Compute advantage estimates A (using any method
of advantage estimation) based on the current value
function Vi, .

6: Update the policy by maximizing the PPO-Clip
objective:

( T (ilsi) _ A7

Ok+1 = arg max \D T 2 me g, (ails))

t€Dy i=0
X (si,ai) , g (€, A™% (s;, a)))
typically via stochastic gradient ascent with Adam.
7:  Fit value function by regression on mean-squared
error: )
Gr+1 = argngn |D T > Z (V¢ (si) = )

t€Dy i=0
typically via some gradient descent algorithm.

8: end for
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TABLE 5. PPO algorithm training parameter settings.

Parameters Value
Timestep 10000
Learning rate 0.0003
Discount factor (y) 0.99
Gae_lambda (L) 0.95
Entropy coefficient 0
Value function coefficient 0.5
Max_grad_norm 0.5
Batch size 64
N _epochs 10

In the implementation of the PPO algorithm used in
this study, several key sensitive parameters significantly
influenced the performance of the algorithm. The discount
factor (y) serves as a crucial parameter for determining the
present value of future rewards, with its magnitude dictating
the algorithm’s balance between immediate and long-term
rewards. A higher y value emphasizes long-term returns,
whereas a lower value shifts focus towards short-term gains.
The learning rate is a vital determinant of the magnitude of
policy updates, where a higher learning rate can accelerate
the learning process but may lead to training instability.
Conversely, a lower rate, though more stable, slows down
the learning pace. The lambda (1) parameter in Generalized
Advantage Estimation (GAE) plays a pivotal role in balancing
the bias and variance in the estimation of the advantage
function. Variations in A can significantly alter the perfor-
mance of the algorithm, with higher A values potentially
leading to increased variance and lower values leading to
higher bias. The entropy coefficient is employed to incen-
tivize exploratory actions by providing additional rewards
for choosing actions with higher uncertainty. A higher
entropy coefficient aids in enhancing the exploratory capa-
bility of the algorithm, preventing premature convergence to
local optima but may introduce instability in the learning
process.

After debugging the main sensitive parameters, the final
PPO algorithm related training parameter settings are listed
in Table 5.

B. MULTI-OBJECTIVE OPTIMIZATION MODEL

In reinforcement learning, the interaction between the agent
and the environment is modeled using a Discrete Markov
Decision Process (MDP). Based on the MDP and research
scenario described in Section II, the constructed model for
the PPO algorithm, vehicle model, and definitions of state (S),
action (A), and reward (R) are as follows:

At the beginning of each training round, the current traffic
signal phase is randomly selected from the 12 available signal
phases listed in Table 3. The initial time, #,, o, is randomly
generated in the range of 0 to 111 s, where 111 s represents
the longest cycle time, as shown in Table 3.
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The current traffic signal time count, #,, ;, is defined as:

lcur_OmOdtcycle_i (tcur_O > tcycle_i)

(21)
tcur_O (tcur_O =< tcycle_i)

trg_i -
where 7¢,,_¢ is the randomly generated initial time and ?cycje_;
is the cycle time of the current traffic signal.
The remaining green light time, #; ;emain_i» and red light
time, ¢ remain_i» are defined as

to remain i = tg phase i — lrg i
g_remain_i g_phase_i rg_i
[ (trg_i < lg_phase_i) (22)

t r_remain_i — 0

(t”g_i = lg_phase_i) (23)

tr_remain_i - tcycle_i - trg_i

[ g remain_i = 0

where fg_pnase_i represents the green phase time of the current
traffic signal.

At the start of each training round, the vehicle enters the
V2X signal zone at a speed of 50 km/h within a 200-meter
range of the traffic signal. The initial state of the vehicle is
defined as

xp = 200m
vo = 13.9m/s (24)
ap = Om/s2

where xj is the initial vehicle position, v is the initial velocity,
and ag is the initial acceleration.
The vehicle’s state space is defined as:

S[ = [XZV[] (25)

where x; represents the distance traveled by the vehicle at the
current time and v; is the current velocity of the vehicle.
The vehicle’s action space is defined as:

A =a (26)

where a; represents the current acceleration of the vehicle.
The action space is discretized into 40 dimensions, ranging
from —2 m/s2 to 2 m/s2, with intervals of 0.1 m/s2, resulting
in a total of 40 discrete actions.

The model operates in discrete 1-second iterations, and
based on the vehicle’s velocity and iteration time, it calculates
the distance the vehicle moves in each iteration. The vehicle’s
travel distance, traffic signal status, and duration are updated
according to the rules of the environment. The velocity for
each iteration is determined using Equation (27):

Vi=Vvi—1ta; (27)
The travel distance for each iteration is calculated by
Equation (28):
Vet Vi1

X = T (28)

The cumulative travel distance for the current time is
obtained by accumulating the travel distances for each iter-
ation, as shown in Equation (29).

d[ = Z Xt (29)
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FIGURE 14. Overall block diagram of PPO algorithm.

If the vehicle exits the 200-meter V2X signal zone after the
last iteration, it is controlled to stop at the intersection line,
and the current training round ends. If the vehicle runs a red
light, exceeds the speed limit, or reverses, the current round
is immediately terminated and the next training round begins.

The reward function of the model is defined in Equa-
tions (30) - (33):

R =SOC; — SOC;_4 (30)
d;
Ry = — 31
2= 350 3D
1
_— —a;_ 0
Ry = a—ar (ar —ar—1 #0) (32)
l(as —a;—1 =0)
R = BiR| + B2R> + B3R;3 (33)

where 1 = 50, B = 30, and B3 = 20 are the weight
coefficients for the three reward values. SOC; and SOC;_;
represent the current and previous state of charge. R; rep-
resents the reward for braking energy recovery to enhance
the energy efficiency. R, represents the reward for the dis-
tance from the vehicle to the intersection line to improve the
traffic efficiency. R3 represents the reward for ride comfort
to enhance the smoothness of vehicle motion. These three
rewards correspond to the three previously defined optimiza-
tion objectives.

The three rewards have different physical meanings and
significantly different numerical ranges. To standardize the
measurements and improve the convergence speed and train-
ing effectiveness of the neural network, each of these three
rewards is normalized separately according to Equation (34):

, X — min (x)

(34)

max (x) — min (x)

Additionally, d;, v;, and a, must satisfy the following
constraints:

0<d;, <200m
0<v <139m/s (35)
—2m/s2 <a < 2m/s2

The overall block diagram for PPO algorithm is depicted
in Figure 14.

C. RESULTS AND DISCUSSION

Training was carried out on a Lenovo laptop powered by an
AMD Ryzen 7 5800H processor with 8 cores and 16 threads,
operating at a base frequency of 3.2GHz. The GPU utilized
was the NVIDIA GeForce RTX 3050 with an operational
RAM of 16GB.
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The performance evaluation of the PPO generally depends
on multiple metrics to ensure that the trained model excels
in tasks. The subsequent analysis assesses the model’s post-
training performance using three indicators: average reward,
steps per epoch, and loss.

In RL, rewards evaluate an agent’s behavior in the environ-
ment and drive the agent to learn a superior strategy through-
out training. Figure 15 (a) illustrates the average reward
per epoch during training. It is evident that post-initiation
of training, the reward gradually ascends. By 25 million
epochs, the average reward began to converge, stabilizing at
approximately 250. This indicates the agent’s discovery of a
fitting strategy through environmental interactions. Figure 15
(b) shows the average steps per epoch during training. In the
initial phase, the average steps were minimal, suggesting that
the vehicles were terminated before successfully reaching the
intersection owing to constraint violations. As the training
advanced to approximately 20 million epochs, the average
steps began to converge, consistently hovering around 30.
This suggests that the agent learned an appropriate strategy
to navigate the vehicle to the stop line. Loss in PPO primarily
comprises Policy loss and Value loss, with the total loss
being their weighted sum. The objective of the agent is to
minimize this cumulative loss. Figure 15 (c) presents this loss
throughout the training, highlighting a decline post-initiation.
By 15 million epochs, the loss begins to stabilize near zero.

Upon a CAV entries into the traffic light V2X signal zone,
owing to the randomness of the current time and traffic light
phase, the agent needs to determine the appropriate action
strategy to ensure that the vehicle seamlessly crosses the
intersection without halting. Referencing the scenarios in
Section II, two typical conditions were selected to validate
the training outcomes of the model. The PPO model pro-
posed in the current section, along with the RB-TLCC model
discussed in the previous section, is compared with dynamic
programming algorithm (DP) models [20] in terms of control
effectiveness during deceleration at a single traffic light.

Figure 16 presents the time-distance, time-speed, and
time-acceleration curves under three different control meth-
ods for a scenario where the traffic light transitions from
green to red during deceleration. The green and red segments
in the figure represent the green and red light phases, respec-
tively, with the green phase lasting 70 s and red phase lasting
38 s.

In this scenario, when CAVs entered the V2X signal zone
of the traffic light, only 8 s remained in the green phase,
indicating a short remaining green time. CAVs are unable to
pass through the intersection at a constant speed (50 km/h)
before the end of the current green phase and must decelerate
in advance. This scenario corresponds to the deceleration and
stopping situation in Case 1 in Section II.

During deceleration, RB-TLCC performs uniform decel-
eration at approximately —0.5 m/s?, reaching the traffic light
intersection and decelerating to 0 m/s approximately 29 s into
the run, while still in the red phase, requiring a stop and wait
for the green phase. After a 16-second wait, the red light
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FIGURE 15. (a) The average reward per epoch during training; (b) The

average steps per epoch during training; (c) Change in loss during
training.

turns green, and the CAV resumes its journey, accelerating at
1 m/s?. This is not conducive to improving traffic efficiency,
and idle stopping also increases the unnecessary power con-
sumption. Moreover, frequent starts and stops are not smooth
for the vehicle’s driving.

The PPO model proposed in this section initially deceler-
ates the vehicle at approximately —1 m/s? for approximately
10 s, then maintains a lower constant speed (3 m/s), and
passes through the intersection 3 s after the red light turns
green (i.e., at approximately 49 s of running time). There is no
stop throughout the journey, which ensures traffic efficiency
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while extending the time for brake energy recovery and main-
taining smooth driving.

Similar to the PPO model, in the initial deceleration phase,
the DP algorithm tends to use a larger deceleration rate for
braking and then maintains a lower speed to pass through the
traffic signal without stopping. However, the initial decelera-
tion rate of the DP algorithm is higher (—1.5 m/s?), which is
less friendly to driving smoothness. Additionally, as shown in
the figure, owing to the lower speed of the DP algorithm in the
later stages, it fails to pass through the signal light promptly
after the red light turns green, leading to suboptimal traffic
efficiency.

Figure 17 displays the time-distance, time-speed, and
time-acceleration curves under the three control methods for
a scenario in which the traffic light transitions from red to
green during deceleration. In this scenario, the green phase
lasted for 65 s and the red phase lasted for 45 s.

When CAVs enter the V2X signal zone of the traffic light
in this scenario, 20 s remain in the red phase, indicating a
longer remaining red time. The CAVs cannot maintain their
current speed and must decelerate in advance. This scenario
corresponds to the deceleration and stopping situation in
Case 2, as described in Section II.

During deceleration, the RB-TLCC performs uniform
deceleration at approximately —0.5 m/s?, and after 20 s of
uniform deceleration, the red light turns green. The vehicle
then starts to accelerate at 1 m/s> and leaves the traffic light
intersection at a running time of approximately 23 s. This
approach improves traffic efficiency; however, early accel-
eration also leads to additional power consumption.

The PPO model initially decelerates the vehicle at approx-
imately 1 m/s? for approximately 8 s, then maintains a lower
constant speed (6 m/s), and passes through the intersection 7 s
after the red light turns green (i.e., at approximately 27 s of
running time). There is no stop throughout the journey, which
ensures traffic efficiency while extending the time for brake
energy recovery and maintaining smooth driving.

Similar to the PPO model, in the initial deceleration phase,
the DP algorithm tends to use a larger deceleration rate
for braking and then maintains a lower speed (6 m/s) to
pass through the traffic signal without stopping. The overall
speed curve of the DP algorithm is very close to that of the
PPO model. However, the initial deceleration rate of the DP
algorithm is higher (—1.5 m/s?), which is less friendly to
driving smoothness.

In the aforementioned deceleration scenarios, the agent,
based on the randomly assigned traffic light phase, chose suit-
able action strategies for early vehicle deceleration, achieving
seamless intersection crossings and thereby enhancing traffic
efficiency. Furthermore, the maximum deceleration during
this process was only —1 m/s?, ensuring vehicular smooth-
ness, which is attributable to the multi-objective optimization
reward function design of the model.

The PPO-trained model significantly improved energy
recuperation, evident through a significant SoC increase dur-
ing the initial higher deceleration phase. The subsequent
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FIGURE 16. The displacement, velocity, acceleration and corresponding
traffic light phase of the three control methods under decelerating traffic
condition from green to red.

reduced deceleration compensated for the shorter distance
traveled owing to the initial deceleration, ensuring inter-
section passage and extending the brake energy recovery
duration.

The speed profiles of the three control methods under
the two aforementioned deceleration traffic scenarios were
inputted into the co-simulation model proposed in Section I11.
Under the same traffic light phase conditions, the braking
energy recuperation, traffic efficiency, and driving smooth-
ness were compared. The conclusions are presented in
Tables 6 and 7, respectively.
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FIGURE 17. The displacement, velocity, acceleration and corresponding
traffic light phase of the three control methods under decelerating traffic
condition from red to green.

In the given two scenarios of single traffic light decelera-
tion, RB-TLCC achieves the shortest transit time. However,
the transit time of the PPO model is very close to that of
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TABLE 6. Objective optimization parameters comparison between three
methods (Green to Red).

RB-TLCC PPO DP
SoC consumption 0.0003 0.0004 0.0003
Travel time [s] 46 49 57
g, [m/s?] 0.569 0.444 0.438

TABLE 7. Objective optimization parameters comparison between three
methods (Red to Green).

RB-TLCC PPO DP
SoC consumption 0.0002 0.0003 0.0002
Travel time [s] 23 26 27
g, [m/s?] 0.541 0.491 0.482

RB-TLCC. Specifically, in Scenario 1, the PPO model out-
performed DP by 14.0%, and in Scenario 2, it surpassed
DP by 3.7%. In terms of energy recuperation, the PPO
model exhibited the best performance, surpassing both the
RB-TLCC and DP by 33.3% in Scenario 1 and by 50% in
Scenario 2. Regarding driving smoothness, DP, as a globally
optimized algorithm, achieved the best results. Nevertheless,
the standard deviation of acceleration for the PPO model is
very close to that of DP, and the PPO model outperformed
RB-TLCC by 22.0% in Scenario 1 and by 9.2% in Scenario 2.
In summary, the PPO model proposed in this section exhibits
the best comprehensive control effect among the three control
methods.

The proposed PPO model adeptly selects suitable action
strategies for speed profile planning across the various sce-
narios outlined in Section II. While adhering to traffic
regulations, the model improves brake energy recuperation,
traffic efficiency, and driving smoothness at intersections,
affirming the efficacy of the proposed V2X autonomous driv-
ing vehicle multi-objective optimization model based on the
PPO algorithm.

V. CONCLUSION

This study addresses the control issues related to vehicular
traffic at traffic signal intersections for CAVs with the fol-
lowing findings:

1) Arule-based traffic light control controller (RB-TLCC)
for CAVs was designed in MATLAB/Simulink and
co-simulated using CarSim and PreScan. Compared
with human drivers, the proposed RB-TLCC demon-
strated a 23.5% improvement in brake energy recovery,
a 17.9% increase in traffic efficiency, and a 50.7%
enhancement in ride comfort.

2) Based on Markov Chain theory, a multi-objective opti-
mization model (MO-OM) for traffic light intersection
control of CAVs using the PPO algorithm was pro-
posed. In the given two scenarios, compared with
RB-TLCC and the Dynamic Programming algorithm
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(DP), the PPO model proposed in this paper exhibits the
best overall control performance among the three con-
trol methods. This enhances the recuperation of braking
energy, traffic efficiency, and driving smoothness of
vehicles at traffic light intersections.

3) For vehicles needing to decelerate at traffic light inter-
sections, the ideal speed profile is as follows: when
far from the intersection and at relatively high speeds,
vehicles should decelerate aggressively using sub-
stantial braking torque, facilitating maximum energy
recuperation. Subsequently, vehicles should adopt a
gradual and smooth braking approach that extends
the regenerative braking duration to ensure efficient
energy recovery throughout the braking phase. Simul-
taneously, ensure smooth running and traffic efficiency
of the vehicle during the deceleration process.

4) This study has certain limitations that future research
might consider as reference points. Initially, the study
focused solely on deceleration scenarios of CAVs at
traffic light intersections. Future studies could con-
sider broadening the scope of the scenarios examined,
such as the acceleration behavior of CAVs at traffic
light intersections. Moreover, this study was lim-
ited to simulations with human driver simulators and
hardware-in-the-loop experiments without conducting
real-vehicle experiments. Subsequent research can fur-
ther validate the effectiveness of the control strategies
proposed herein through real-vehicle testing. Finally,
the application of V2X technology in this study was
confined to the communication between CAVs and
traffic intersections. Future studies could explore com-
munication environments, such as V2V, to achieve
higher levels of autonomous driving.
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