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ABSTRACT CAPTCHA (Completely Automated Public Turing Test to Tell Computers and Humans Apart)
has long been employed to combat automated bots. It accomplishes this by utilizing distortion techniques and
cognitive characteristics. When it comes to countering security attacks, cognitive CAPTCHA methods have
proven to be more effective than other approaches. The advancement of eye-tracking technology has greatly
improved human-computer interaction (HCI), enabling users to engage with computers without physical
contact. This technology is widely used for studying attention, cognitive processes, and performance. In this
specific research, we conducted eye-tracking experiments on participants to investigate how their visual
behavior changes as the complexity of cognitive CAPTCHAs varies. By analyzing the distribution of eye
gaze on each level of CAPTCHA, we can assess users’ visual behavior based on eye movement performance
and process metrics. The data collected is then employed inMachine Learning (ML) algorithms to categorize
and examine the relative importance of these factors in predicting performance. This study highlights the
potential to enhance any cognitive CAPTCHA model by gaining insights into the underlying cognitive
processes.

INDEX TERMS Cognitive, security, CAPTCHA, eye tracking, machine learning.

I. INTRODUCTION
CAPTCHA [1] (Completely Automated Public Turing test
to tell Computers and Humans Apart) is a widely used
method in human-machine interaction systems to distinguish
human users from malicious attacks. Despite the popularity
of text and picture CAPTCHAs, these designs are still
susceptible to automated attacks. Consequently, cognitive
CAPTCHAs [2] have emerged as a more secure alternative,
employing unique combinations of neurobiological and
psychological approaches. However, the use of complex
cognitive CAPTCHAs can negatively impact user usability
and comprehension. Therefore, it is crucial to investigate
the correlation between cognitive CAPTCHA models and
users’ attention and visualization literacy [3]. Visualization
literacy refers to the ability to effectively interpret and
extract information from data visualizations, while mental
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attention [4] pertains to the capacity to maintain and manage
information within one’s mind.

Eye tracking is currently being used as an effective method
to study attention and other cognitive processes [5]. This
technique provides us with practical measures in various
aspects that can be interpreted to understand how individuals
process information. Eye-tracking systems, as depicted in
Figure 1, utilize sensors to track the position of the pupil
and record different eye movements, including fixations,
saccades, and their distinct features, which have been
associated with cognitive events. The metrics derived from
eye tracking are indicative of users’ cognitive abilities, such
as mental attention capacity, perceptual speed, and visual
working memory. It has been observed that individuals
with lower cognitive capacities tend to perform poorly on
cognitive tests, both in terms of accuracy and completion
time. In recent times, eye movement research has started
to leverage machine learning techniques to classify and
analyze the significance of these characteristics in predicting
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an individual’s performance in tasks like literacy [6], [7].
In these studies, classification algorithms were employed
to predict whether individuals would exhibit poor or high
performance in cognitive activities.

FIGURE 1. Eye tracker procedure.

By utilizing eye-tracking technology, we have conducted
a study to explore the correlation between cognitive
CAPTCHA models and users’ attention and visualization
literacy. We aimed to examine how users’ comprehension
of cognitive CAPTCHAs is influenced by changes in
CAPTCHA complexity. To accomplish this, the proposed
cognitive CAPTCHAmodels require users to engage in tasks
that involve attention, visual or spatial processing, short-term
memory retention, natural language understanding, executive
processes, fine-grained motor capabilities, and common-
sense reasoning.

To ensure the effectiveness of our study, we carefully
selected abstract images without any textures, colors,
or closed outlines. Despite the absence of these visual
cues, humans are still able to recognize these images due
to a combination of perception, visual processing, and
past knowledge processing. Additionally, common sense
reasoning [8], which involves drawing conclusions based on
information obtained from past experiences, plays a crucial
role in the cognitive process. As a result, the cognitive
CAPTCHA models presented in this research specifically
focus on these aforementioned aspects:

• Story completion: selects an ending object to complete
a story.

• Object association: makes proper object associations in
a semantic context.

• Feature identification: selects objects sharing similar
features or having different features from the rest.

• Object composition: combines multiple objects to match
a target object.

The selection process for cognitive CAPTCHAwas carried
out following the guidelines of the Visualization Literacy
Assessment Test (VLAT) [3], which adheres to the commonly
adopted research approach in the fields of Psychological and
Educational Measurement. During the development of the
test, cognitive CAPTCHAs that demonstrated the highest

Content Validity Ratio (CVR) [9] were carefully chosen.
The CVR serves as a measure of the importance of each
item in the test, categorizing them as either ‘‘essential’’,
‘‘helpful but not essential’’, or ‘‘not necessary’’. Furthermore,
the CAPTCHAs with the highest item discrimination index
were selected. This index evaluates how effectively an item
can differentiate between individuals who score low and
high on the test. The complexity level of each CAPTCHA
was determined by its item difficulty index, which indicates
the percentage of test-takers who answered the CAPTCHA
correctly. In order to examine the relationship between
individuals’ attention and performance, statistical techniques
such as ANOVA (Analysis of Variance) and T-test were uti-
lized to validate our proposed attention theories. To evaluate
individual performance, machine learning techniques were
employed to classify and determine the relative significance
of eye-tracking data, including fixations, saccades, and other
variables.

The following sections provide a comprehensive overview
of the content of this paper. Section II presents a compi-
lation of works closely associated with the subject matter.
In Section III, we delve into the approach adopted for this
investigation. Part 4 delves into the experimental findings
and subsequent discussions. Lastly, Section V comprises the
conclusion and limitations of this study.

II. RELATED WORKS

FIGURE 2. Cognitive architecture.

Figure 2 depicts the process of stimulus-processing-
response in the cognitive mechanism [10] during visual
literacy. The visual pathway, specifically the retina-fovea,
is responsible for transmitting information to the central
nervous system, where it undergoes processing at both
subcortical and cortical levels. This processing leads to the
formation of a response to sensory stimulation. Saccades,
which are transitions from sensory to motor, occur in
response to a stimulus and involve redirecting the fovea
from one point of interest (POI) to another. Fixation is
also employed to maintain alignment between the fovea
and the target throughout subsequent stimulus processing.
By utilizing eye-tracking devices to track the retina-fovea,
we can gain insights into cognitive processes by analyzing
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various indices associated with cognitive processes, such as
fixations, saccades, and their characteristics.

Eye-tracking technologies, including Tobii [11], Eye-
Tribe [12], and EyeLink [13], among others, have signifi-
cantly advanced our understanding of human cognition in
fields such as psychology, biology, cognitive neuroscience,
medical advancements, therapeutic intervention, educational
practice, and computer vision. In this context, eye-tracking
refers to the process of determining where and when a
user’s gaze is focused, commonly known as the gazing
point or pupil size. By utilizing an eye tracker, one can
monitor the position, movement, and other characteristics of
a person’s eyes, which ultimately helps in comprehending
their visual attention. This sensor technology uses a camera to
measure observable changes in eye characteristics, like blink
frequency, pupil diameter, and light source reflection. The
main objective of eye-tracking technology is to identify and
interpret eye movements as patterns of movement. Modern
eye-tracking systems heavily rely on sensors to detect the
position of the pupil and record eye movements, allowing
for the detection of various indicators related to cognitive
processes, such as fixations, saccades, and their specific
characteristics. The data obtained from eye-tracking provides
valuable insights into the quantity and quality of information
processing during the search phase, depending on the given
task. Moreover, when combined with traditional inferential
information, eye-tracking data has been used to predict
success in a wide range of complex cognitive activities,
such as the conceptualization of physics [15]. Typically,
studies [16] have demonstrated that shorter saccades and
longer fixations are indicative of accuracy across multiple
modalities.

Eye movement research has recently incorporated machine
learning approaches in various fields related to vision and
recognition science. Machine learning is a data analysis
technique that enables the automatic and rapid identi-
fication of patterns in large datasets. Classification and
regression are common problems addressed by machine
learning algorithms. In cognitive science, machine learning
algorithms have been developed and successfully applied
to identify cognitive task performance using eye movement
data. In a recent study [17], participants underwent mental
attentional capacity exercises with six levels of difficulty,
and prediction models were created based on metrics such
as reaction time, activity difficulty, and eye movements.
The results demonstrated that machine learning algorithms
can accurately predict performance, with difficulty level
and response time being reliable indicators. Additionally,
SVM (Support Vector Machine) [18] has been employed to
assess competency levels, literacy levels, and perceived work
difficulty based on metrics such as first-pass rereading time,
fixation time, second-pass fixation time, and dwell time. The
bagged tree classifier and the K-Nearest Neighbors algorithm
have also been utilized to identify top performers in the Ruff
Figural Fluency test [6], which challenges participants to

generate as many meaningful figures as possible from a set
of dot combinations.

In recent times, there has been limited exploration into
CAPTCHAs, specifically focusing on cognitive CAPTCHAs,
utilizing the eye-trackingmethod. A preliminary examination
conducted by Al-Khalifa [19] analyzed how participants
tackled CAPTCHAs using eye-tracking. However, this
investigation solely focused on traditional CAPTCHAs
and only presented empirical data concerning eye-tracking
measurements, such as the quantity and duration of fixations.
Additionally, there are several studies that do not specifically
emphasize cognitive CAPTCHA models but still employ
the eye-tracking approach to gauge cognitive workload and
forecast individuals’ performance in cognitive activities.

Bachurina et al. [17] conducted a comprehensive investi-
gation into the complexities associated with mental attention
capacity in adults. The study encompassed six distinct levels
of difficulty across various tasks. The researchers discovered
a strong correlation between task intensity and an increase in
response time, as well as observed variations in reaction time
and eye-tracking measurements. To forecast accuracy scores,
the team employed advanced machine learning techniques,
considering metrics related to task difficulty, reaction time,
and eye movements. However, a notable weakness of this
research lies in the fact that the testing tasks were not based on
any established development standards. The tasks primarily
focused on assessing color memorizing, neglecting other
cognitive abilities, which makes it challenging to evaluate
individuals’ overall cognitive capabilities. Additionally, it is
evident that there is a linear relationship between task
difficulty and response time, with higher difficulty levels
resulting in longer response times. Furthermore, the study did
not provide a clear analysis of how eye-trackingmetrics relate
to the difficulties of the tasks.

Ogiela [20] introduced a novel method for contactless
cognitive CAPTCHA authentication using eye tracking
technology. This innovative approach facilitates contactless
authentication by identifying and selecting the appropriate
CAPTCHA elements based on the presented questions or
semantic requirements. Remarkably, it can be employed
in contactless fashion, even in fast-moving transportation
systems, ensuring reliable user verification. However, their
proposedmethod primarily focuses on developing a cognitive
authentication protocol that leverages eye tracking devices
to authenticate users possessing advanced expertise or
exceptional perceptual skills. The analysis of eye tracking
data, while relevant, falls beyond the scope of this research
paper.

In the research conducted by Ktistakis et al. [21], they
explored visual search tasks of varying complexities and
durations. The objective of the study was to assess the
participants’ cognitive workload levels using the subjective
NASA-TLX test. Through comprehensive data analysis, the
researchers extracted eye and gaze features from essential
eye-recording metrics. Subsequently, they evaluated and
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tested different machine-learning models to estimate the cog-
nitive workload level. The findings showed promising results,
indicating that machine learning analysis could effectively
differentiate between different levels of cognitive workload
based solely on eye-tracking characteristics. However, it is
important to note that the testing tasks primarily focused on
locating a specific item within a square in a given picture.
These tasks were categorized based on tasking (multi-tasks
or single tasks) and time constraints. The relatively small
size of the challenge items could impact the time required
for searching. Moreover, while the researchers attempted to
distinguish individual cognitive workload levels, they did not
provide any basis for improving cognitive workload or testing
images.

Our approach adopts a fresh perspective in investigating
the interplay among cognitive CAPTCHA models, user
attention, visualization literacy, and performance. We devel-
oped multiple cognitive CAPTCHA models according to
the guidelines set forth by the Visualization Literacy
Assessment Test (VLAT) [3], which follows the widely
accepted research approach in the fields of Psychological
and Educational Measurement. Our aim is to understand
how users’ visual behavior towards cognitive CAPTCHAs
evolves as the complexity of the CAPTCHA increases. This
study emphasizes the potential to enhance any cognitive
CAPTCHA model by gaining insights into the underlying
cognitive processes. In addition to utilizing eye-tracking tech-
nology to analyze visual attention and behavior effectively,
we employ statistical techniques such as ANOVA (Analysis
of Variance) and T-test to validate our attention theories of the
correlation between individuals’ attention and performance.
Furthermore, we employ machine learning techniques to
classify and assess the significance of the collected eye-
tracking data, which includes fixations, saccades, and other
variables, in predicting individual performance.

III. THE METHOD
A. TEST DEVELOPMENT PROCEDURE
Figure 3 illustrates our creation of a visual literacy evaluation
exam [3], employing the widely accepted approach found in
the fields of Psychological and Educational Measurement.
The development of the test encompasses six distinct stages:
blueprint formation, item generation, assessment of validity,
conducting test trials, analysis and selection, and evaluation
of reliability.

1) TEST BLUEPRINT CONSTRUCTION
A test blueprint outlines the key elements of a test,
encompassing two primary aspects: (1) the essential subjects
that the test will cover, and (2) the cognitive activities
associated with those subjects. This blueprint serves as a
valuable resource in assessing the content validity of a test.
A group comprising five experts specialized in information
visualization and cognitive analytics was selected to construct
the test blueprint. The average age of the specialists was

FIGURE 3. Test development procedure.

35 years. Each individual possessed professional experience
ranging from 7 to 15 years (M = 10) in this particular field.
Two hailed from the industry, while the remaining three were
esteemed academics. These experts collectively put forth
various cognitive CAPTCHAmodels and visualization tasks,
which are detailed in Table 1.

2) ITEM GENERATION
The test blueprint was used to produce the test CAPTCHAs.
During this phase, wewill face andmust answer the following
questions: (1) What kinds of CAPTCHA models would be
used? (2) How many CAPTCHAs would be produced?

We polled testers after completing 19 test CAPTCHAs
to obtain more feedback for improvement. Initially, 21 par-
ticipants were recruited, none of them were color-limited
vision. Just 19 persons remained due to objective factors.
The remaining participants were 7 men and 12 women aged
18 to 35 (M = 22). Everyone had a university education
or higher: 16% had a master’s or doctoral degree, and 26%
had a bachelor’s degree. During the survey, we randomly
distributed cognitive CAPTCHAs and related tasks, along
with task descriptions based on the test design. We asked
the participants the following question: ‘‘When executing
the task, you may obtain your improvement information.
Please describe the facts in your own words.’’ Participants
were instructed to write down what they had learned. The
poll results were reviewed and used as reference materials to
improve design quality and usability.

3) CONTENT VALIDITY EVALUATION
Independent domain experts should evaluate the test items
to verify that the exam contains relevant tasks by calculating
the content validity ratio (CVR) [9]. CVR goes from −1.0 to
1.0 and shows expert consensus on how a certain item
is necessary in the test. To acquire CVR for each item,
we presented the developed test items with the graphics and
tasks one by one and asked the following questions: Is the
item and related task ‘‘essential’’, ‘‘useful but not essential’’,
or ‘‘not necessary’’ for visualization literacy? We calculated
CVR for each item based on the number of experts who
indicated ‘‘essential’’. A good CVR value is considered to
be one in which more than half of the experts rate this
item as ‘‘essential’’. As a result, we kept 10 things with
CVR > 0 and removed 9 items with CVR < 0.
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TABLE 1. The test blueprint of Cognitive CAPTCHA. 4) TEST TRYOUT
The items that have been evaluated are tested on a group of
testers. The collected responses are assessed to get quality
evidence. Inappropriate items are removed or changed based
on the item analysis results.

At the beginning, 41 people were recruited. We followed
the same guidelines as the participants in the early stages.
There were eventually 29 contestants left. These included
17 women and 12men ranging in age from 18 to 41 (M= 27).
17% of participants held a master’s or doctorate degree,
while 28% held a bachelor’s degree. We conducted the test,
which included the specified ten test items. Then, we gave
the participants test instructions. The goal of the exam was
explained to the participants in the instructions, and they
were instructed to pick the best response to each item within
a time restriction. Due to the standardized assessment test,
participants were provided with limited time to complete
the test. As a result, we gave participants a maximum of
25 seconds to react to a question, and the test should be
completed in no more than 5 minutes.

5) ITEM ANALYSIS AND SELECTION
We used classical test theory (CTT) [22] to conduct an item
analysis, which included basic statistics, item discrimination
index, and item difficulty index.

For basic statistics, we examined the testers’ scores. The
maximum possible score on the test was 10. The testers’
scores ranged from 1 to 10 (M = 6.32, SD = 1.41).
We also used the Shapiro-Wilk test to ensure that the scores
were normally distributed. The test scores were found to be
normally distributed (W = 0.99, p = 0.32). We also recorded
the test completion time. The testers’ average test completion
time was 3 minutes and 10 seconds (SD = 37 seconds).
It stated that the time constraint (25 seconds per item) was
reasonable for the testers to finish all of the test items.

The item difficulty index [23] is the percentage of
the testers who correctly answered the item. The index
value is calculated using the following formula and ranges
from 0 to 1.0:

P i =
Nc

N
(1)

where Pi is the item difficulty index of the item i, N is the
total number of testers, and Nc is the number of testers who
answered item i correctly. Using Equation 1, we determined
the item difficulty indices of 10 test items. According to
the Office of Educational Assessment at the University of
Washington [24], each question is classed as easy if the value
is greater than 0.85, moderate if the value is between 0.5 and
0.85, and difficult if the value is less than 0.5. The item
difficulty indices varied from 0.15 to 1.0 (M = 0.64). There
were three simple items, four intermediate items, and three
difficult ones among the ten.

The item discrimination index [23] measures how well a
test item differentiates between low and high-scoring testers.
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The index value ranges from -1.0 to 1.0 and is calculated as
follows:

Di =
NU − NL

N
(2)

where Di is the item discrimination index of the item i,
N is the total number of testers, NL is the number of testers
who answered item i correctly in the lower group, and NU
is the number of testers who answered item i correctly in
the upper group. Using Equation 2, we determined the item
discrimination indices of the test’s ten items. Each item has
a high discriminating value if it is larger than 0.3, a medium
discriminating value if it is between 0.1 and 0.3, and a low
discriminating value if it is less than 0.1. The indices varied
from -0.04 to 0.66 (M = 0.28). As a result, there were
3 medium-discriminating items, 3 low-discriminating items,
and 4 high-discriminating items.

We thoroughly analyzed all the items, taking into account
their complexity and discrimination. In general, difficult
items have high discrimination whereas easy items have low
discrimination. To improve test quality, hard items with low
discrimination or negative values were deleted. As a result,
we selected the five items with the greatest CVRs, valid
difficulty, and discrimination, as shown in Table 2.

B. PARTICIPANTS
We recruited 29 individuals (17 men and 12 females) ranging
in age from 18 to 35 (M = 22, SD = 2.17). 17% of
participants held a master’s or doctorate degree, while 31%
held a bachelor’s degree. They were all skilled computer
users who had encountered visual CAPTCHAs before to
participating in this trial. None of them had light or color
blindness. They also had no issue reading on a computer
screen or solving picture CAPTCHAs.

C. APPARATUS
In this study, we utilized the Tobii T60 eye tracker, which
was operated through a laptop operating on the Windows
10 platform. The eye tracker had a data acquisition rate
of 60 Hz and an angular resolution of 0.5 degrees. To conduct
the tests, CAPTCHAs were displayed on a 24-inch screen
with a resolution of 1280 × 720. Figure 9 illustrates that
we followed the recommended settings provided by the
manufacturer to ensure optimal performance of the eye
tracker:

• The screen was approximately 80 cm away from the
person.

• The CAPTCHAs were presented in the center of the
screen.

• The chair’s height could be adjusted such that a
participant’s eyes were horizontally parallel with the
center of the screen.

• The brightness of each picture may be affected by
changes in pupil size. As a result, the lighting settings
in the room were set to be photopic, guaranteeing that
the influence of brightness shifts in the photos was
minimized.

TABLE 2. Selection test items (P: lower value is more difficult, D: higher
value is more discriminative).

FIGURE 4. Story completion.

The eye-tracking data was recorded using Tobii Studio
Pro 4.0, an analysis program provided by the manufacturer.
Before the test session, each participant underwent a
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FIGURE 5. Different feature identification.

FIGURE 6. Similar feature identification.

calibration session on Tobii Studio Pro 4.0 to ensure the
accuracy of the eye-tracking data. The recorded data includes
the path of the gaze on the screen and the duration of
fixation on specific areas of the screen. The test CAPTCHAs
were generated on a remote server and then downloaded as
webpages onto the local browser, Firefox. To solve the test
CAPTCHAs, participants were provided with conventional
input devices such as a keyboard and mouse. The solution
time and accuracy rate for each CAPTCHA design were
stored on a remote server for further investigation.

D. EXPERIMENTAL PROCEDURE
Initially, every participant underwent the process of carefully
reading and signing a DNA (Non-Disclosure Agreement)
Information Consent Form. Subsequently, they were accom-
panied to the designated experiment room, where necessary
precautions were implemented to ensure the safety of both the
participants and the research team, considering the prevailing
SARS-CoV-2 epidemic and the potential transmission of the
coronavirus.

FIGURE 7. Object composition.

FIGURE 8. Object association.

Following the safety measures, participants were directed
to a computer screen, where they were required to provide
basic demographic information encompassing age, gender,
education level, and job status. To familiarize themselveswith
the procedure, a preliminary test involving a random picture
was conducted. Once this introductory test was completed,
the main phase of the research commenced. During the
primary phase, participants were given a limited timeframe
of 25 seconds to respond to each test item. These test items
were presented in a randomized order to ensure fairness.
A brief interval of 15 seconds was provided between each
test item, allowing participants a momentary break. Upon
completion of the examination, participants were asked to fill
out a questionnaire to gauge their sentiments and opinions
regarding the test.
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FIGURE 9. Experimental setup.

Throughout the entire process, the research team members
diligently monitored the output on a separate screen,
providing additional support as needed. It is important to note
that participants retained the right to request discontinuation
of the procedure and deletion of their data at any point during
the research endeavor.

E. QUESTIONNAIRES
The satisfaction questionnaire associated with each cognitive
CAPTCHA test focuses on three primary aspects:

• (Q1) Visual comfort - is it pleasing to the eye?
• (Q2) Ease of use - is it easy to identify and resolve?
• (Q3) Applicability - is it suitable for the eye-tracking
purposes?

Participants are asked to score each design feature in terms
of (Q1) visual comfort, (Q2) convenience of use, and (Q3)
applicability. The ratings were determined using a 5-point
Likert scale (1 = strongly disagree, 5 = strongly agree).

IV. RESULT ANALYSIS
A. METHODOLOGY
1) DATA PREPROCESSING
The provided information undergoes a pre-processing phase
to eliminate any unwanted disturbances such as noise,
missing data, and irrelevant details. Additionally, adjustments
are made to account for variations in individual pupil
sizes. Unwanted volatility in the eye movement data is
removed through the implementation of denoising and
filtering techniques [22]. To mitigate velocity noise, a five-
tap finite impulse response (FIR) velocity filter [23] is
utilized, which responds to a predetermined velocity peak
value during a saccade. The identification of saccades
and fixations is performed using the Velocity-Threshold
Identification (I-VT) method [24] due to its superiority in
sample-by-sample comparisons. In this method, the velocity
threshold for saccade detection is set to 45 degrees per
second. Furthermore, a minimum fixation duration threshold
of 55 milliseconds is established.

2) FEATURE SELECTION
Fixation-based measurements [25] are frequently utilized in
the analysis of eye gaze data as they provide insights into
the amount of information processed by the user. Saccadic
characteristics [26] are also employed to uncover patterns of
consumer attention. Pupil dilation is chosen due to its ability
to provide information regarding decision-making [27] and
the relevance of search results [28]. Saccadic velocity is also
employed to gain an understanding of the complexity of tasks
and fluctuations in mental workload [29]. These metrics are
computed using basic statistical measures such as absolute
value, mean, and standard deviation (SD). A comprehensive
list of these features can be found in Table 3. To address
potential issues, we applied the MinMaxScaler function to
normalize each feature within a range of 0 to 1 before fitting
the model. Furthermore, we constructed a correlation matrix
to examine the correlation coefficients between variables for
more advanced analysis.

3) ANALYSIS TECHNIQUES
a: HYPOTHESIS TESTING ANALYSIS
In this research, we investigate our proposed theories related
to individuals’ focus, as outlined in Table 4. To assess these
theories, we utilize statistical techniques such as ANOVA
(Analysis of Variance) and T-test. These methods allow us to
analyze the experimental data effectively, with the assistance
of the statistical software package SPSS v.26.

b: MACHINE LEARNING ANALYSIS
In order to predict performance, we have chosen a
diverse array of well-known and extensively utilized clas-
sifiers. These classifiers include Gaussian Naive Bayes
(GNB), Logistic Regression (LR), and Support Vector
Machine (SVM). Gaussian Naive Bayes (GNB) is commonly
employed for classification tasks, particularly when working
with continuous data and assuming a normal distribution for
the features is a reasonable assumption. This classifier is
highly regarded for its simplicity, computational efficiency,
and its ability to produce satisfactory results in practical appli-
cations. Logistic regression (LR) is widely utilized across
various fields, such as medicine, social sciences, andmachine
learning. It is a robust and easily interpretable algorithm,
especially when the relationship between the features and
the outcome is believed to be approximately linear. SVMs
are extensively used in diverse applications, including text
classification, image recognition, and bioinformatics. They
are particularly effective when dealing with high-dimensional
data and situations where a distinct margin exists between
classes. Furthermore, in order to evaluate the importance of
attributes in forecasting performance, we utilize the Random
Forest Classifier (RFC). This particular classifier is renowned
for its resilience, exceptional precision, and ability to avoid
overfitting. Unlike individual decision trees, Random Forests
are less susceptible to overfitting due to their ensemble
methodology and the introduction of randomness during
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TABLE 3. Selected features.

training. RandomForests find extensive application in diverse
fields such as image classification, remote sensing, and
bioinformatics.

To optimize overall accuracy and performance, we con-
ducted a random search through the training data 1000 times
to identify the best combination of parameters. We assessed
the models using accuracy metrics and validated them
through 5-fold cross-validation.

In the realm of time series classification, we have
employed two highly effective deep learning classifiers called
ResNet andMLSTM-FCN. TheMLSTM-FCN classifier, ini-
tially designed for text neural machine translation, introduces
an attention technique that enhances the LSTM’s ability
to understand long-term relationships by considering both
current and previously observed data in context. A context

TABLE 4. Testing hypotheses.

vector, denoted as τ , is formed by adjusting the weights
based on the correlation between the elements within the
sequence. By evaluating the strength of correlation between
the elements of unseen data and those in τ , this vector is
utilized to predict unseen data. The combination of MLSTM
and FCN in MLSTM-FCN implies a model architecture that
benefits from both LSTM’s sequential modeling capabilities
and FCN’s preservation of spatial information. Such an
architecture proves valuable in tasks where both temporal and
spatial dependencies are crucial, such as certain types of time
series analysis, video analysis, or other sequential data tasks.

ResNet [35] versions, initially intended for computer
vision, have proven to be effective for time series clas-
sification as well. ResNet has also shown remarkable
results in activity recognition [36]. ResNet structures have
been extensively embraced in multiple computer vision
assignments, including image classification, object detection,
and segmentation. The incorporation of skip connections and
the concept of residual learning have served as a source of
inspiration for subsequent architectures, establishing them
as a fundamental aspect in the development of deep neural
networks for a wide array of applications.

A summary of the common hyperparameters for both time
series classification models is presented in Table 5. Both
models were implemented with identical hyperparameters
as described in the original works. The experimentation
was conducted on an NVIDIA TESLA T4 GPU equipped
with 16 GB of memory. To prevent overfitting, a 5-fold
cross-validation approach was employed, and training was
terminated after 100 epochs if there was no improvement
in the validation loss. The models were trained to predict
whether a user would correctly answer a specific question.
The efficiency of the models was evaluated based on the
inference time per sample, measured in milliseconds (ms).
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FIGURE 10. Task Performance (Tasks decreased in difficulty from left to right).

In this evaluation, the effectiveness of cognitive models
is measured using metrics such as accuracy (Acc), preci-
sion (Pr), and recall (Rec). These metrics hold particular
importance when addressing problems involving binary
classification, where the objective is to categorize instances
into either of two classes, namely true answer or false answer:

Accuracy =
Predictions

Correct Predictions
(3)

Precision =
True Positives

True Positives+ False Positives
(4)

Recall =
True Positives

True Positives+ False Negatives
(5)

In our research endeavor, we aim to leverage state-of-the-
art algorithms to achieve a more profound comprehension
of the data patterns involved in cognitive processes. Nev-
ertheless, it is crucial to emphasize that this study does
not revolve around optimizing and refining parameters to
improve prediction outcomes or to make comparisons with
other algorithms currently in use.

B. PERFORMANCE ANALYSIS
During the analysis, we utilize the mean (M) and stan-
dard deviation (SD) of the response time and accuracy
to assess and compare the effectiveness of cognitive
CAPTCHA models. These metrics offer a concise and
comprehensive perspective on performance across various
cognitive models. In Figure 10, we can observe the
average solving time (M) and standard deviation (SD)
of the five cognitive models. These models include story
completion (M=16.7s, SD=4.51s), different feature identifi-
cation (M=19.08s, SD=3.73s), similar feature identification
(M=13.3s, SD=4.71s), object composition (M=10.03s,
SD=4.49s), and object association (M=9.31s, SD=3.97s).

TABLE 5. ML hyperparameters.

Furthermore, Figure 10 also provides the accuracy rate for
each of the cognitive models. The accuracy rates are as
follows: story completion (44.82%), different feature iden-
tification (55.17%), similar feature identification (72.43%),
object composition (86.2%), and object association (93.1%).

According to the ranking in Table 2, the cognitive models
of story completion and different feature identification are
considered the most challenging. These models have the
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TABLE 6. Task satisfaction (Tasks decreased in difficulty from left to right).

longest average completion times, with story completion
taking 16.7 seconds and different feature identification taking
19.08 seconds. However, they also have the lowest accuracy
rates, with story completion at 44.82% and different feature
identification at 55.17%. On the other hand, the cognitive
model of object association is deemed the simplest. It has the
shortest completion time and the highest accuracy rate. It is
evident that the testing accuracy rate is not solely determined
by the completion time. Instead, it depends on an individual’s
cognitive potential, skills, and knowledge.

The satisfaction results of questionnaires are summarized
in Table 6 in terms of:

• (Q1) Visual comfort - is it pleasing to the eye?
• (Q2) Ease of use - is it easy to identify and resolve?
• (Q3) Applicability - is it suitable for the eye-tracking
purposes?

To evaluate and compare users’ satisfaction with cognitive
CAPTCHAmodels, we employ the average (M) and standard
deviation (SD) of the satisfaction. The responses from the
questionnaire provide insights into the user’s sentiments
towards each testing item. In doing so, it captures the user’s
personal perceptions and emotions. In Table 6, we can
observe that elaborate cognitive models tend to make users
feel uneasy during the examination, consequently leading to
lower outcomes in comparison to simpler ones.

C. EYE FEATURE ANALYSIS
1) BASIC FEATURES
Table 7 displays the actual statistical findings regarding
various eye attributes during cognitive tests. The results
indicate that higher fixation frequencies observed for themost
challenging cognitive models suggest that testers struggle
to comprehend the task or encounter difficulties in dis-
tinguishing relevant from irrelevant information. Moreover,
longer fixation durations generally indicate more profound
cognitive processing and increased effort. In the case of
complex cognitive models, higher saccade rates indicate the
utilization of advanced search strategies, whereas simpler
models exhibit higher saccade amplitudes due to lower
cognitive effort.

The velocity of saccades directly corresponds to the
speed at which information is processed while transitioning
between elements within a test. Harder cognitive models
demand testers to concentrate intensely to enhance their
information processing speed, resulting in higher saccade
velocities compared to easier models. Pupil dilation serves
as a reflection of the relevance of search results and
provides insights into decision-making. Larger pupil sizes
are associated with improved detection performance. Testers
dealing with more complex cognitive models tend to have
larger pupil diameters, enabling better information detection
and enhancing their cognition and visualization skills. Blinks
are linked to information processing during test exposure,
leading to subsequent actions. Harder cognitive models
require faster information processing, leading to shorter blink
durations.

2) HEAT MAPS
Figures 11–15 depict grayscale heat maps that highlight
varying levels of attention (with bolder shades indicating
higher attention) for five cognitive models. These models
have been sorted from the most challenging to the easiest
based on the difficulty scores presented in Table 2. The heat
maps are generated by aggregating the eye-gazing data of
all participants. When examining each individual model, it is
evident that participants’ attention is evenly distributed across
different Areas of Interest (AOIs). None of the investigated
cognitive models show a specific location that consistently
attracts more attention than others. Consequently, the pattern
observed in the heat maps remains consistent regardless of
the difficulty level of the cognitive models.

3) SCAN PATHS
The grayscale eye-tracking scan paths, illustrated in
Figures 16-20, portray the collective eye movements of
all participants. These pathways are ranked based on the
level of difficulty, as indicated in Table 2. It is crucial not
only to comprehend the distribution of attention through
heat maps but also to understand the trajectory of eye
movements from one location to another. Scan paths are
patterns formed by fixations and saccades, representing the
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TABLE 7. Eye performance with sample size = 29 (Tasks decreased in difficulty from left to right).

FIGURE 11. Heat map of story completion.

path of eye movements over time. The diameter of the
fixation circles in the scan path provides insights into
the duration of task fixations. A larger circle diameter
indicates increased attentiveness from the tester. The
participants’ eye orientations are randomly distributed across
all feasible locations in all cognitive models. Complex

FIGURE 12. Heat map of different feature identification.

cognitive models exhibit a greater number of fixation circles
compared to simpler ones. Additionally, we observe that
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FIGURE 13. Heat map of similar feature identification.

FIGURE 14. Heat map of object composition.

FIGURE 15. Heat map of object association.

more sophisticated cognitive models have longer fixation
durations compared to simpler models. Consequently, there
are instances where saccadic trails move back and forth
within a particular region, leading to revisits. The scan

FIGURE 16. Scan path of story completion.

FIGURE 17. Scan path of different feature identification.

FIGURE 18. Scan path of similar feature identification.

route also demonstrates that complex cognitive models
result in a higher frequency of revisits compared to simpler
models. Therefore, users need to allocate more attention to
higher-level cognitive models and maintain their gaze on
essential areas of interest (AOIs) to gather crucial information
that supports their decision-making process.
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FIGURE 19. Scan path of object composition.

FIGURE 20. Scan path of object association.

D. HYPOTHESIS STATISTICAL ANALYSIS
In this study, we aim to validate our hypothesis regarding the
level of attention exhibited by individuals. This validation
is presented in Table 4. To investigate these assumptions,
we analyze the experimental data using statistical techniques
such as ANOVA (Analysis of Variance) and T-test. Drawing
on the insights gained from Section IV-C, we can identify the
specific areas of interest (AOIs) that users tend to focus on
when seeking crucial information to overcome challenges.
These findings are visually represented in Figures 21-25.
Given the limited sample size (size < 50), it is necessary to
verify the normality of the eye-tracking measures employed.
In this hypothesis testing, we employ the metric of fixation
lengths observed in key AOIs to demonstrate that individ-
uals with higher levels of attention perform better in the
test.

FIGURE 21. Key AOIs of story completion.

FIGURE 22. Key AOIs of different feature identification.

FIGURE 23. Key AOIs of similar feature identification.

1) NORMALITY TEST
We have gathered data on the duration of fixations on specific
Areas of Interest (AOIs), as illustrated in Figure 21-25. From
this data, we computed the average (mean) and variability
(standard deviation) values. Upon examining the significance
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FIGURE 24. Key AOIs of object composition.

FIGURE 25. Key AOIs of object association.

values presented in Table 8, we observed that they exceed
0.05. Based on this evidence, we can infer that the fixation
durations on key AOIs follow a normal distribution pattern.

2) HYPOTHESIS TEST
The independent t-test serves the purpose of comparing the
average values among different groups under examination.
To determine whether the mean of one population is greater
or smaller than the other, we employ one-tailed t-tests. The
calculation of the t-value is carried out in the following
manner:

t =
x̄1 − x̄2√
SD2

1
n1

+
SD2

2
n2

(6)

where x̄1 and x̄2 are testing groups’ fixation duration means,
SD1 and SD2 are testing groups’ standard deviations of

TABLE 8. Shapiro-Wilk Test result of fixation durations on AOIs (size =

29, α = 0.05, unit = ms).

TABLE 9. One-tailed t-test’s t-values comparison (size = 29, α = 0.05).

fixation durations, and n1 and n2 are testing groups’ sample
sizes.

a: H1 HYPOTHESIS ANALYSIS
This hypothesis explores whether more intricate CAPTCHAs
elicit longer fixation durations on key AOIs (Areas of
Interest) in comparison to less complex ones. In Table 9,
the t-values obtained from cognitive models, calculated using
Formula 6, are presented for comparison. The majority
of t-values surpass the critical value (t-value = 1.676,
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TABLE 10. Two score groups’ t-value.

DF = 50, α = 0.05), except for the t-value associated with
the model of object composition with object association.
Consequently, the hypothesis holds true for highly complex
cognitive models that demand users to allocate more attention
to solve them. On the other hand, it can be argued that
simple cognitive models do not effectively differentiate
between individuals’ attention and effort in problem-solving,
as there is not much discrepancy in fixation durations among
individuals.

b: H2 HYPOTHESIS ANALYSIS
This hypothesis aims to examine whether individuals who
have longer periods of fixation show similar or higher levels
of accuracy in response compared to individuals with shorter
periods of fixation on specific areas of interest (AOIs).
As illustrated in Table 10, the participants were divided into
two groups based on their scores, with the median score
(score median = 2) serving as the dividing point. The lower
score group consisted of 12 participants, while the higher
score group had 17 individuals. By utilizing Formula 6,
the calculated t-value exceeded the critical value (t-value =

1.703, DF = 27, α = 0.05). Consequently, we can confirm
this hypothesis.

E. MACHINE LEARNING ANALYSIS
1) FEATURE ENGINEERING
Correlation helps us uncover patterns in data by using the
relationship between different features. Figure 26 illustrates
the correlation among the features in the eye-tracking
data. The fixation feature shows positive associations with
the pupil, saccade, and blink features. When it comes to
predicting performance, not only the fixation feature but also
these highly correlated features with the variable fixation
seem to be suitable options as exploratory variables in simple
linear regression models.

In accordance with Figure 27, we assessed the significance
of characteristics in forecasting performance using the
Random Forest Classifier, mentioned in Section IV-A3.b.
Alongside fixation features, pupil features also contribute
significantly to performance prediction.

2) PERFORMANCE PREDICTION
Following the details provided in Section IV-A3.b, during
the classification phase, we conducted training and testing on

FIGURE 26. Feature correlation.

FIGURE 27. Feature importance.

three classifiers utilizing the features chosen in Section IV-
A2. These classifiers include Logistic Regression (LR),
Gaussian Naive Bayes (GNB), and Support Vector Machine
(SVM). These classifiers have proven to be exceptionally
effective in handling continuous and normally distributed
data, as well as data that demonstrates an approximately
linear relationship between its features and the desired
outcome. The effectiveness of these classifiers can be
attributed to their simplicity, computational efficiency, and
their ability to produce satisfactory results in real-world
scenarios. Table 11 reveals that, interestingly, the more
complex cognitive models seem to have inferior performance
compared to the simpler ones. This suggests that attention is
not the sole factor influencing performance; the abilities and
knowledge of each individual also play a significant role.

3) TIME SERIES ANALYSIS
This methodology examines a sequence of data points
collected over a period of time and predicts desired values
solely based on a known history of target values. It is a
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TABLE 11. Accuracy performance (Acc: Accuracy, Pr: Precision, Rec: Recall).

TABLE 12. Full-length performance (Acc: Accuracy, Pr: Precision, Rec: Recall).

specific type of regression referred to as an auto-regressive
model in the literature. In time series analysis, data points are
consistently captured at regular intervals over a fixed duration
of time, rather than sporadically or randomly. For this study,
as mentioned in Section IV-A3.b, we employed two advanced
deep learning classifiers, MLSTM-FCN and ResNet.

The fusion of MLSTM and FCN within the MLSTM-FCN
framework presents a model design that leverages the
strengths of LSTM’s ability to model sequences and FCN’s
effectiveness in retaining spatial information. This architec-
ture proves particularly advantageous in tasks that require
the consideration of both temporal and spatial dependencies.
Examples of such tasks include certain forms of time series
analysis, video analysis, and other sequential data tasks.
ResNet, originally designed for computer vision tasks, has
demonstrated its efficacy in time series classification as well.
ResNet architectures have gained widespread acceptance
in various computer vision projects, encompassing image
classification, object detection, and segmentation. The imple-
mentation of skip connections and the concept of residual
learning have not only inspired subsequent architectures
but also established them as a vital component in the
advancement of deep neural networks for a diverse range of
applications.

These algorithms have been trained using 10-second time
sequences to anticipate whether a user will correctly answer a

particular question. The efficiency of the models is evaluated
in terms of milliseconds of inference time per sample (ms).

a: FULL-LENGTH ANALYSIS
The comprehensive outcome of the performance yields a
standard against which the interval performances can be
assessed. The outcomes, as illustrated in Table 12, align
with the discoveries mentioned in Section IV-E2, indicating
that more intricate cognitive models tend to underperform
simpler ones. Additionally, it is worth noting that ResNet
exhibits a short inference time of 4 milliseconds, whereas
MLSTM-FCN showcases the lengthiest inference time of
105 milliseconds per sample.

b: TIME INTERVAL ANALYSIS
The complete sequence is divided into various lengths,
ranging from 1 to 10 seconds, to assess how well the
classifiers perform on shorter time intervals. As depicted
in Table 13, MLSTM-FCN exhibits a maximum accuracy
drop of approximately 11%, while ResNet experiences a
maximum accuracy decrease of around 23.5% compared
to its performance on the full-length sequence. When
considering the time taken for each sample in the full-length
sequence, MLSTM-FCN’s inference time increases linearly
by approximately 175 ms for every additional second of
sequence length. On the other hand, ResNet’s inference time
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TABLE 13. Interval performance (Acc: Accuracy, Pr: Precision, Rec: Recall).

remains constant across different time intervals. Additionally,
the results indicate that cognitive models demonstrate
superior performance in later time sequences. Moreover, for
simple cognitive models, they exhibit better performance in
earlier time sequences compared to more complex models.

V. CONCLUSION
In this research study, we performed eye-tracking experi-
ments on participants to analyze how their visual engagement
with cognitive CAPTCHAs changes as the difficulty level
varies. Our objective was to evaluate users’ visual activity
by examining their eye movement performance and process
metrics. To accomplish this, we utilized statistical techniques
such as ANOVA (Analysis of Variance) and T-test to
validate our proposed attention theories in assessing the
relationship between individuals’ attention and performance.
Additionally, we employed Machine Learning (ML) to train
the collected data and explore the correlation between these
factors in predicting cognitive function.

Based on the findings of our experiment, we observed
that the most challenging cognitive models took the longest

time, on average, to complete but had the lowest accuracy
rates. Conversely, the simplest cognitive model had the
shortest completion time but the highest accuracy rate.
Complex cognitive models exhibited higher saccade rates,
saccade velocities, larger pupil diameters, and shorter
blinks of shorter duration, which enhanced search strate-
gies and processing speed. On the other hand, simpler
models had higher amplitudes, indicating less cognitive
effort.

The attention distribution provided by the heatmap did
not display any preference for a specific site in any of
the analyzed cognitive models. This consistent finding was
observed across both difficult and simple cognitive mod-
els. Furthermore, participants exhibited random eye-gazing
orientations along the scan route, covering all viable areas
in all cognitive models. The scan path also revealed
that more complex cognitive models resulted in larger
fixation circles and more revisits compared to simpler
models.

To investigate the impact of CAPTCHA complexity on
attention on key Areas of Interest (AOIs), we conducted
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hypothesis testing. The hypothesis was only supported for
more complex cognitive models, which required greater
user attention to resolve. Additionally, it was confirmed
that individuals with longer fixation durations on key AOIs
achieved similar or higher accuracy rates compared to those
with shorter fixation durations.

In predicting performance, fixation characteristics showed
positive associations with pupil, saccade, and blink features.
Pupil features also played a significant role in perfor-
mance prediction, alongside fixation characteristics. Besides,
through time series analysis, we found that cognitive models
performed better in later time sequences. However, in the
early time sequences, easier cognitive models outperformed
more complex models.

The study highlights certain limitations that should be
considered when interpreting the findings. The short duration
of the tests may not capture significant changes in gaze
patterns over time, and the average eye characteristics may
be influenced by outliers, such as familiarity with the test
method or discomfort felt during observation. Additionally,
the size of the stimuli might impact the results, as smaller
images could potentially enhance cognitive function and
affect visual search. The small size of the participant pool also
poses a challenge, influencing training and overall prediction
results.

The findings of this investigation underscore the potential
of utilizing eye-tracking methodology to evaluate attention
and performance in solving cognitive CAPTCHA models.
By employing advanced techniques such as hypothesis test-
ing andmachine learning, we can gain a deeper understanding
of cognitive processes through the analysis of eye metrics
and visual behavior. Subsequent research endeavors can
further enhance these techniques by incorporating advanced
hypotheses and algorithms that are applicable in real-world
scenarios. This study particularly highlights the opportunity
to enhance any cognitive CAPTCHA model by compre-
hending the inner workings of cognitive processes, including
distinguishing between less effective and more effective
Areas of Interest (AOIs). The removal of less effective
AOIs can save users’ time, while improving the more
effective AOIs can enhance users’ proficiency in solving
CAPTCHAs. This advancement could potentially pave the
way for the development of a decision-making system that
evaluates the effectiveness and efficiency of specific cogni-
tive CAPTCHA models, providing guidance for CAPTCHA
design.

ABBREVIATIONS
# Abbr Description
1 CAPTCHA Automated Public Turing Test toTell

Computers and Humans Apart
2 HCI Human Computer Interaction
3 ML Machine Learning
4 VLAT Visualization Literacy Assessment

Test
5 CVR Content Validity Ratio

6 ANOVA Analysis of Variance
7 POI Point of Interest
8 SVM Support Vector Machine
9 NASA-TLX NASA Task Load Index
10 CTT Classical Test Theory
11 DNA Non-Disclosure Agreement
12 FIR Finite Impulse Response
13 I-VT Velocity Threshold Identification
14 SD Standard Deviation
15 GNB Gaussian Naive Bayes
16 LR Logistic Regression
17 MLSTM-FCN Multivariate Long Short-Term

Memory Full Convolutional
Networks

18 LSTM Long Short-Term Memory
19 AOI Area of Interest
20 ResNet Residual Neural Network
21 RFC Random Forest Classifier
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