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ABSTRACT Increased physical activity can help reduce the occurrence of cardiovascular disease. However,
cardiovascular disease during strenuous exercise also brings certain risks, so a convenient and effective
method is needed to accurately identify heart rate. Due to the low amplitude characteristics of ECG signals,
automatic classification of the imperceptibility and irregularities of ECG signals remains a great challenge.
To address this issue, we propose an automatic heart rate detection method using a two-dimensional
convolutional neural network. First, the ECG data is preprocessed to convert the multi-lead single-channel
ECG data into dual-channel ECG data. Then, the ECG image is input into the convolutional neural network.
To enhance the diagnostic accuracy of an abnormal heart rate diagnosis model, this study integrates a
multi-scale pyramid module into the network to fully extract image contextual information. Experimental
analysis utilizes MIT-BIH and Sudden Cardiac Death Holter public datasets for training and testing. The
results show that the final classification accuracy reaches 99.12% and 98.40%, respectively. The method
requires no manual pre-processing of converted ECG images, has high accuracy, can effectively monitor
abnormal heart rate, and minimize sudden death caused by abnormal heart rate.

INDEX TERMS ECG signal, multi-scale, deep learning, convolutional neural network, information fusion.

I. INTRODUCTION

According to the World Health Organization, cardiovascu-
lar disease has become one of the most important causes
of death worldwide [1]. In 2016, over 17 million deaths
were attributed to cardiac arrhythmias, and the number is
expected to increase to 24 million by 2030 [2]. Abnormal
heart rhythm is a common condition in the early stages of
many cardiovascular diseases, with symptoms of tachycardia,
bradycardia, and arrhythmia [3]. Vigorous exercise is one of
the important causes of abnormal heart rate. Abnormal heart
rate during exercise can cause adverse reactions in the body,
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and in people with poor physical fitness, may even lead to
sudden death. Accordingly, monitoring abnormal heart rate
during exercise is crucially important. In traditional methods,
ECG collection and diagnosis are not synchronized. Diagno-
sis requires collecting ECG signal during exercise in advance.
The doctor then diagnoses the abnormal heart rate from the
ECG post-exercise. They can provide appropriate treatment
according to different heart rate types [4].

An electrocardiogram (ECG) is a waveform that records
potential changes during human heart activity [5]. An abnor-
mal heartbeat frequency will make the ECG signal we obtain
abnormal, and the duration of this abnormal ECG waveform
is short, making it very difficult for doctors to diagnose early
abnormal heartbeats [6]. Additionally, heart rate analysis is
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a long-term monitoring process. Manual diagnosis requires
considerable time and effort. Even experienced doctors may
exhibit subjective uncertainties and human errors during
analysis. Thus, there’s an urgent need for computer-aided
methods to reduce errors from fatigue and differences and
improve abnormal heart rate detection.

An ECG of a cardiac cycle contains three waves, two inter-
vals, and two segments. Three significant waves represent
three different electrical phenomena of the heart during a
heartbeat cycle: P wave (atrial depolarization), QRS complex
(ventral depolarization), and T wave (repolarization) [7]. The
length of the two intervals (PR interval and QT interval)
represents the time the heart needs to complete corresponding
electrical changes. Most heart diseases can be diagnosed
based on abnormalities in the ECG signal. Typical heart
problems include myocardial infarction, coronary artery dis-
ease, and various types of arrhythmias. Arrhythmias can
be classified into 16 types including tachycardia, brady-
cardia, supraventricular arrhythmia, ventricular arrhythmia,
and atrial fibrillation. However, most studies do not divide
them into so many categories. In the case of multiple leads,
the ECG can clarify the specific location of myocardial
infarction.

ECG signals are often impacted by various interference
components like muscle artifacts, EEG, and white noise,
which can cause abnormal changes in the received signal
in terms of frequency and amplitude [8]. The reason is
that during an ECG recording, electrodes not only record
the signal from the patient’s heart, but also receive elec-
trical signals from many different sources. The recording
is performed through electrodes on the skin, which not
only record the electrical activity of the heart but are also
affected by electrical signals from other body parts and the
external environment. Currently, researchers utilize various
methods like canonical correlation analysis (CCA), princi-
pal component analysis (PCA) [9], maximum noise fraction
(MNF), independent component analysis (ICA) [10], sin-
gular value decomposition (SVD)/ICA [11], [12], periodic
component analysis, and parallel linear predictor (PLP) fil-
ter [13] to identify and separate mixed signals. Building
on ECG data processing and effective signal separation,
we leverage deep learning technology for ECG signal clas-
sification. Compared to some existing pattern recognition
research, deep learning-based methods don’t require addi-
tional feature extraction and selection steps [14]. A neural
network can extract representative features from input data
and classify them with the help of an underlying softmax [15].
For example, Zhao et al. [16] used the wavelet function
for preprocessing experimental data. They divided ECG sig-
nals into 9 sub-signals, then used wavelet reconstruction to
address noise issues. Finally, they used a convolutional neural
network for data classification. The accuracy rate reaches
86.46%. Wang et al. [17] considered the R peak interval ben-
eficial for classification, so they extracted features from it and
achieved 98.74% accuracy. Wu et al. [18] proposed a convo-
lutional neural network (CNN) based algorithm for real-time
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arrhythmia detection using a binarized model, reducing com-
putational power and memory required for model operations.
Yao et al. [19] fused attention into a convolutional neu-
ral network to achieve the fusion of ECG signal time and
space, reducing parameters and achieving 81.2% accuracy.
Du et al. [20] proposed a fine-grained multi-label electrocar-
diogram (FM-ECG) framework using a weakly supervised
fine-grained classification mechanism, achieving good detec-
tion results. Based on the ResNet model, Zhao et al. [21]
applied a low-pass filter to remove noise in ECG signals,
achieving high classification accuracy across 5 ECG types.
LUO et al. [22] proposed a Hybrid Convolutional Recur-
rent Neural Network (HCRNet) on ECG time-series signals,
solving the problem of imbalanced ECG data and achieving
effective results.

Existing studies have achieved good signal recognition
accuracy, but signal feature extraction remains somewhat
cumbersome. Therefore, building on prior research and
referencing excellent image algorithms, we propose a clas-
sification method for exercise electrocardiograms based on
multi-scale feature extraction and multi element information
fusion. Considering deep network gradient disappearance
during training, we employ an improved multi-scale network
based on VGG16 for ECG classification. Our contributions
include:

(1) Convert the one-dimensional ECG signal into a two-
dimensional image, and fuse the ECG signals of two channels
into one image as the input of the network.

(2) We added a multi-scale feature fusion module on the
basis of VGG. This module is added to the deep layer of
the network, so that when the image features reach the deep
layer of the network, the high-level and low-level image
information can be combined through this module. When
the network learns image features, it makes full use of the
context information of the image at different scales, so as to
combine more image information to learn more content, so as
to alleviate the gradient disappearance of the deep network
and complete a higher accuracy ECG classification work.

The rest of this paper is organized as follows. Materials and
methods are included in Section II. Then, Section III gives
the experimental study and evaluates the advantages of the
method and the rationality of the proposed method. Finally,
we conclude the paper in Section IV and discuss possible
future work.

Il. MATERIALS AND METHODS

A. DATASET PRE-PROCESSING

Data pre-processing is a critical technology for classification
tasks. In this study, we used the matplotlib method in the
python language to fuse two groups of single-channel ECG
data. After data fusion and processing, the data was input into
a network model. We took 400 data points as a sample. Data
1400 was the first sample generated by cutting. The starting
point of the next sample was 401800 until the end of the
ECG data. If the last data had less than 400 data points, they
were discarded. The definition of each sample is shown in
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formula (1), where p is the current data point and n is the
interval length of the selected data point.

Vop—-n<Vp)<Vp+n,pen,2n3n,....,pn)
(H
The divided data points are shown in Figure 1, and every
400 data points is a sample, and this cycle is repeated.
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FIGURE 1. Data point sampling. Blue is the ECG data of the MLII channel,
and red is the ECG data of the V5 channel. The intersection of red and
blue is dual-channel fused ECG data.

B. VGG NETWORK OVERVIEW

VGG [23], the full name of visual geometry group, is a
series of convolutional neural network models starting with
VGG published by the department of science and engineering
of Oxford university, which can be applied to face recog-
nition [24], [25], [26], image classification [27], [28] and
other aspects. The original purpose of studying the depth
of convolution network is to find out how the depth of
convolution network affects the accuracy and accuracy of
large-scale image classification and recognition. It was origi-
nally VGG16, known as very deep convolution network. This
paper introduces an im-proved multiscale ECG classification
algorithm. Its network architecture is based on VGG16 net-
work structure, and the extraction of feature information at
different scales is considered.
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C. OVERVIEW OF DILATED CONVOLUTION
In previous studies, the size of the receptive field of the
convolution kernel is limited by its size. Generally, in order
to reduce the number of parameters, the size of the convolu-
tion kernel needs to be limited to a smaller size. Therefore,
the receptive field can be expanded by the down-sampling
operation or increasing the depth and width of the deep
learning network. However, repeated de-sampling operations
will lose the resolution of the feature map and a lot of detailed
feature information, which cannot be effectively restored.
At the same time, the method of increasing the network width
may produce more parameters, resulting in over-fitting of the
network. In addition, the method of increasing the network
depth may cause the gradient of the network to disappear
when the network depth is too deep. In order to solve the
above problems, dilated convolution came into being [29].
We add dilated convolution to VGG method and reduce
the number of down-sampling layers, so that the network can
have a large receptive field when extracting signal charac-
teristics. For the dilated convolution of a two-dimensional
image, w is the dilated convolution core, and w is each pixel
on the feature map. Then the relationship between the input
feature map x and the output feature map y is

f@y=2 x+r-bwk 6)

where r is the dilation rate, and k is the sampling interval
of the dilated convolution. are other pixels except the center
pixel in the dilated convolution process.

=1 =2 =3

FIGURE 2. Schematic image of dilated convolution with different dilation
rates.

In dilated convolution, the size of the convolution ker-
nel is fixed at 3 x 3. When the expansion rate increases,
the sampling interval of the convolution kernel increases,
and the receptive field also increases accordingly. Therefore,
dilated convolution can achieve the purpose of expanding
the receptive field by setting different dilated rates. Dilated
convolution is applied to the convolution layer at the bottom
of the VGG 16 network to obtain an appropriate receptive field
by adjusting the expansion rate, thus avoiding irreversible
detail feature loss caused by excessive down-sampling oper-
ations. Figure 2 shows the schematic diagram of cavity
convolution with different cavity rates. r = 1 represents
standard convolution, which is a special form of hollow con-
volution. It covers 3 x 3 subregions in the image through
convolution operation. r = 2 represents the hollow convolu-
tion with a cavity rate of 2, and the 5 x 5 subregions in the
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image are covered by the convolution operation. r = 3 rep-
resents a cavity convolution with a cavity rate of 3, covering
7 x 7 subregions in the image.

D. IMPROVED VGG NETWORK

The VGG16 network structure does not take into account the
extraction of image feature information at different scales.
In order to make full use of these feature information,
we added a multi-scale module in the network structure to
better extract the details of the image.

The overall network framework proposed in this paper
is shown in Figure 3, from which modules of the network
architecture can be clearly seen. Firstly, a 3-channel image
with a resolution of 224 x 224 is input into the convolutional
layer. Once the convolution operation is completed, the data
enters the pooling layer again following nonlinear function
mapping. Local feature information is gradually ignored.
After more than 4 cycles of operation, the ECG characteristic
information enters the fully connected layer following all
convolution operations, with all feature graphs containing
local information mapped to 2048 dimensions. The convolu-
tion kernel size of the convolutional layer of VGG16 network
structure is all 3 x 3, the step size is 1, and the filling method
is “same”’. Compared with other filling methods, this filling
method can make the size of the convolution result obtained
after each convolution unchanged. The pooling layer uses
a2 x 2 sized pooling kernel, which is filled in the same way as
the convolutional layer, and the excitation function is ReLLU.

When the network reaches a certain depth, we add a
multi-scale module to perform dilated convolution operation
on the acquired features at different dilated rates. This opera-
tion will make the network consider the feature information at
different scales. After the completion of the multiscale mod-
ule, the output of the multiscale module is fully connected,
and finally the category of the output ECG is activated with

softmax.
AT 2227 &

m Conv2D+ReLU, filters=64 m Conv2D+ReLU, filters-256 mMuxl’nnllllg (9 vense

FIGURE 3. The overall architecture of the network.

We combine VGG16 with multi-scale strategy to design a
multi-scale module using dilated convolution for extracting
global features. The module comprises dilated convolution,
batch normalization, and ReLU activation layers. It ini-
tially performs convolution and batch normalization on input
features. By including batch normalization, the model’s gen-
eralizability is enhanced. The resulting feature information
is then convolved with dilated ratios of r = 1, r = 3, and
r = 5. After each dilated convolution, the features are output
in turn. Finally, all output features are concatenated using
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FIGURE 4. The overall architecture of multi-scale modules.

a connection layer. This module considers information at
different scales and combines them for more accurate clas-
sification. See Figure 4 for details.

E. RECOGNITION METHODS

The method flow mainly includes: data pre-processing, train-
ing model and ECG image classification. Figure 5 shows the
flow of the method proposed in this paper.

Stepl. Collect ECG data during exercise by placing sensors
on the human body. These ECG data are one-dimensional
time series data.

Step 2. Preprocess the collected one-dimensional ECG
data. Select fixed data points to create data samples. Use the
matplotlib method to fuse single-channel data into a two-
dimensional multi-channel ECG image.

Step 3. The ECG dataset is divided into training and vali-
dation sets in a 9:1 ratio.

Step 4. To fully extract features from multi-channel ECG
images, a multi-scale network module is designed to enhance
recognition accuracy.

Step 5. Train the designed model to obtain a network model
for ECG image diagnosis.

Step 6. Validate the trained model on the test set, and
calculate the accuracy of ECG image recognition.

IlIl. EXPERIMENTAL AND DISCUSSION

A. EXPERIMENTAL SETTINGS

This paper uses the framework of python and tensorflow to
complete the experiment. The program uses GPU NVIDIA
GeForce GTX 2080 Ti for training and testing. During the
training process, in order to reduce the memory usage, the
batch size is set to 32, the learning rate is set to 0.0001, and
the number of trainings is 50 times.

B. DATASET INTRODUCTION

The experiment was completed using the MIT-BIH arrhyth-
mia dataset [30], [31]. This dataset was integrated by
47 researchers from 1975 to 1979. These mixed data were
collected from the ECG signal data of inpatients and outpa-
tients in Boston Hospital. These data include 48 30-minute
dual-channel (i.e. lead MLII and V5) dynamic ECG recording
fragments, 23 of which are randomly selected from 4000 24-
hour dynamic ECG signal records. The records are sampled
360 times per second, with 11-bit resolution, representing a
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FIGURE 5. Flowchart of the proposed automatic classification algorithm.
Including ECG signal acquisition, data processing and model training.

range of 10mv. The remaining 25 records are small sample
data that are not common but have clinical significance, and
can’t well represent the symptoms of arrhythmia.

TABLE 1. MIT-BIH database number of ECG images.

Classes ECG images
LBBB(L) 8048
RBBB(R) 5379
Normal(N) 10279
APB(A) 2545
PVC(V) 6090
Total 32341

Due to the unequal number of ECG images of each type
of arrhythmia in the MIT-BIH dataset, the data is unbal-
anced. The data imbalance will make the image in-formation
learned by the depth learning algorithm more inclined to
the category with large data samples, which will reduce the
accuracy of the depth learning model. Therefore, we train
the model by using the arrhythmia category with a small
difference in the number of data samples to reduce the impact
of dataset imbalance. We selected five different types of
arrhythmias from the MIT-BIH dataset, as follows: left bun-
dle branch block (LBBB), right bundle branch block (RBBB),
normal (N), atrial premature beat (APB) and premature ven-
tricular contractions (PVC). Table 1 shows the number of
two-dimensional ECG dataset samples used in this paper.
Among them, the number of ECG for each arrhythmia cat-
egory is also relatively close, which can reduce the impact of
data imbalance during training.

In order to further verify the validity of this experiment, this
article uses the Sudden Cardiac Death Holter Database [32]
to further verify the experimental results of this article.
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The database currently includes 18 patients with underlying
sinus rhythm (4 with intermittent pacing), 1 with continu-
ous pacing, and 4 with atrial fibrillation. All patients had
sustained ventricular tachyarrhythmias, and most had actual
cardiac arrest. The data set is divided into four categories,
namely normal, Premature ventricular contraction (PVC) and
Isolated QRS-like artifact (I). The number of ECGs used in
this dataset is shown in Table 2.

TABLE 2. Sudden cardiac death holter database number of ECG images.

Classes ECG images
Normal(N) 10932
PVC(V) 10695
1 10914
Total 32541

C. DATASET DIVISION

The dataset is divided into training set and test set. In our
experiments, 90% of the dataset is used for training and
the remaining 10% is used for testing. The number of ECG
images in the specific training dataset and test dataset is
shown in Table 3. During training, 7244 images were used
for the LBBB category, 4842 images were used for the RBBB
category, 9252 images were used for the normal category,
2291 images were used for the APB category, and PVC
category used 5481 images. During the test, 804 images were
used for the LBBB category, 537 images were used for the
RBBB category, 1027 images were used for the normal cate-
gory, 254 images were used for the APB category, 609 images
were used for the PVC category.

TABLE 3. The training set and test set of the MIT-BIH dataset.

Classes Training set Testing set
LBBB(L) 7244 804
RBBB(R) 4842 537
Normal(N) 9252 1027
APB(A) 2291 254
PVC(V) 5481 609

Table 4 shows the number of training and testing data for
the Sudden Cardiac Death Holter Database.

TABLE 4. Number of ECG images in sudden cardiac death holter database
during training and testing.

Classes Training set Testing set
Normal(N) 9839 1093
PVC(V) 9626 1069
I 9526 1091

D. EVALUATION INDICATORS
The network model is optimized by using a loss function.
When training the model, the loss function is used to calculate
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the difference between the neural predicted value and the true
value. According to the derivative of the loss function, the
neural network transmits the error back along the direction
with the smallest gradient, and corrects each weight value
in the forward calculation formula until the loss function
reaches a satisfactory value, and the iteration stops. The
network model is continuously trained, and its loss function
is continuously reduced, the performance of the model will
be better, and the classification accuracy will be higher. The
cross-entropy loss function is a non-negative function and it is
used for multi-classification tasks. Given N training samples

o)

. n=1 . .
loss function to learn the optimal parameter matrix W. C rep-
resents the class label, and for a small class c, its vector is
expressed as:

,softmax regression uses the cross-entropy

y=[I1=0c),I2=c),....,I(C=)" 3)

where I (+) is the indicator function.
The cross-entropy loss function is defined as equation (4):

1 N c .
LW)=— D D W logy” )

The accuracy metric is used to express the proportion
of correct ECG beat classification to all ECG beats. It is
defined as:

ACC; — TP, + TN, )
TP;+TN;+ FP;+ FN;

TP; (True Positive) and FN; (False Negative) represent the
number of classes i correctly predicted and the number of
classes i assigned to other classes, respectively. TN; (True
Negative) and FP; (False Positive) are the number of other
classes not classified as class i and the prediction of other
classes as class i, respectively.

E. EXPERIMENTAL RESULTS

Using the plt function in the Matplotlib package in python,
the single-channel data (V5 channel and MLII channel) of
one-dimensional time series are sequentially con-verted into
2D ECG images. The single-channel data and multi-channel
data are trained using the same VGG network, and the train-
ing results are shown in Figure 6 and Table 5. In Figure 6,
the first row represents the training set and validation set loss
function values of the V5 channel, and the training set and
validation set accuracy values. The second row represents
the training set and validation set loss function values of the
MLII channel, and the training set and validation set accuracy
values. The third row represents the training set and validation
set loss function values, and the training set and validation set
accuracy values for the dual-channel data. Table 5 shows the
loss function values and accuracy values during training and
validation.

The accuracy rates of V5 channel, MLII channel and
dual channel data are 98.15%, 98.65% and 99.09% on the
validation set. In the training set, the recognition accuracy
of the two-channel data is not significant. However, in the
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TABLE 5. Loss value and accuracy for single-Channel Datasets.

Methods Train_loss Val loss  Train_acc(%)  Val acc(%)
V5 0.008 0.08 99.74 98.15
MLII 0.007 0.07 99.77 98.65
Dual- 0.01 0.06 99.70 99.09
channel
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FIGURE 6. Experimental results of single-channel data: (a) loss value and
accuracy of V5 channel, (b) loss value and accuracy of MLII channel,
(c) loss value and accuracy of dual-channel.

validation set, the two-channel data achieve the lowest loss
function value and the highest accuracy, and it achieves bet-
ter results than the single-channel data. It can be seen that
the dual-channel data is more conducive to im-proving the
recognition accuracy of ECG images.

In order to verify the effectiveness of the method of com-
bining dual-channel data with multi-scale modules (DCMS),
this paper uses dual-channel data to train the VGG network,
and also uses dual-channel data to train the VGG network
integrating multi-scale modules. Finally, the training results
of the two methods are compared. The number of samples
for training and testing is the same as that for single channel.
The training results using dual-channel data are shown in
Figure 7. In Figure 7, (a) shows the loss function value of
the training set and verification set of the dual-channel data,
as well as its accuracy value of the training set and verification
set. (b) shows the loss function values of the training set and
verification set of the DCMS method, as well as its accuracy
values of the training set and verification set. The orange

36675



IEEE Access

J. Wang et al.: Multi-Scale and Multi-Channel Information Fusion

TABLE 6. The loss value and acc of the dual-channel MIT-BIH dataset.

Methods Train_loss Val loss  Train _acc(%)  Val acc(%)
Dual- 0.01 0.06 99.70 99.09
channel

DCMS 0.01 0.03 99.30 99.12

Lo e train_foss 100 s

00 015 -
os il 1

IR IR I R ]
epoch epoch

(a) Dual-channel

T 5 1 15 2 2 % 3 4 45 w0

(b) DCMS

ERENE]
epoch

FIGURE 7. Experimental results of dual-channel data: (a) Experimental
results of dual-channel (b) experimental results of dual-channel
combined with multi-scale modules.

curve represents the result of the verification set, and the
purple curve represents the result of the training set. It can
be seen from the figure that the convergence speed of the
two methods is equivalent, but the DCMS method has a high
accuracy. From Table 6, the accuracy of the verification set
of the DCMS method reached 99.12%, and its loss function
value of the verification set also reached the lowest. It shows
that DCMS method can make full use of dual-channel image
information and achieve higher recognition accuracy in VGG
network.

For the Sudden Cardiac Death Holter Database, this paper
also uses dual-channel data to train the VGG network and
the VGG network that integrates multi-scale mod-ules, and
finally compares the experimental results. As shown in
Table 7- and Figure 8. Table 7 shows the loss function value
and accuracy value of training and verification. Under the
condition of the same dual-channel data, the accuracy of
the fusion multi-scale module is 98.94% lower than that of
the comparison experiment, but the difference between the
experimental results is very small. The experimental result
is lower than the comparison experiment, which may be a
problem with the experimental equipment. During the train-
ing process, it is limited by the experimental equipment, and
the batch size of the training data cannot be adjusted.

Figure 8 shows the stability and convergence of the Sudden
Cardiac Death Holter Database training process. During the
training process of these two methods, the value and accu-
racy of the loss function are relatively stable, and the loss
function and accuracy fluctuate greatly during verification.
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TABLE 7. The loss value and acc of the dual-channel sudden cardiac
death holter database.

Methods Train_loss Val loss  Train_acc(%)  Val_acc(%)
Dual- 0.007 0.09 99.76 98.94
channel
DCMS 0.22 0.09 98.02 98.40

. |

a5 T 3 isha'u
(a) Dual-channel’

5 0 % %
epoch

ENERE
epoch

epoch

(b) DCMS

FIGURE 8. The experimental results of the two-channel Sudden Cardiac
Death Holter Database: (a) the experimental results of the two-channel
(b) the experimental results of the two-channel combined with the
multi-scale module.

In contrast, the network validation accuracy is more stable
when integrating multi-scale modules. Although the accuracy
of the comparative experiments in Table 7 is higher than that
of the method proposed in this paper, the method proposed in
this paper is more stable in terms of validation accuracy.

F. DISCUSSION

The proposed method can achieve 5-class classification of
ECG images with 99.12% accuracy. To further verify the
proposed method’s applicability, a confusion matrix is uti-
lized to display recognition results. The confusion matrix is a
summary of the prediction results for classification problems.
By calculating the correct and incorrect number of predic-
tions for each classification category and subdividing them,
it shows which categories will be confused by the classi-
fication model during prediction. Not only can we identify
which classification model is erroneous in predicting which
classification through the confusion matrix, but more impor-
tantly, we can also discern the types of misclassifications. The
confusion matrix compensates for limitations in classification
accuracy. Therefore, we will use the confusion matrix to
demonstrate advantages of this method.

As shown in Figure 9 (b), the DCMS method achieves
recognition accuracy of 99% for LBBB, 100% for RBBB,
98% for Normal, 98% for APB and 98% for PVC. The
proposed method is capable of clearly distinguishing various
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FIGURE 9. Confusion matrix plots for Dual-channel and DCMS methods.

types of arrhythmias. The results of the confusion matrix for
dual-channel data are shown in Figure 9 (a). The recogni-
tion accuracy is 99% for LBBB, 100% for RBBB, 97% for
Normal, 97% for APB, and 99% for PVC. Although PVC
accuracy is higher than DCMS, DCMS is 1% more accu-
rate for Normal and APB prediction than the dual-channel
method. Comprehensively, DCMS method can effectively
extract information from multi-channel ECG images. It sig-
nificantly improves the accuracy of electrocardiogram classi-
fication and has better performance.

The Sudden Cardiac Death Holter Database is further
utilized to visualize the experimental results, as shown in
Figure 10. Figure 10 (a) shows the verification results of
the comparative experiment using a confusion matrix. The
verification results for all three categories reached 1.00.
Figure 10 (b) shows the verification results for the fusion
multi-scale module. The verification accuracy for the normal
category reaches 99%, and the verification accuracy for other
categories reaches 1.00.

z
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(a) Dual-channel
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E
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FIGURE 10. Confusion matrix plots of sudden cardiac death holter
database dual-channel and DCMS methods.

We utilize a method based on convolutional neural net-
works to enable automatic classification of ECG signals.
To verify the classification performance of the convolutional
neural network, we also utilized the t-Disturbed Stochastic
Nervous Embedding (t-SNE) [33] for visualizing classifica-
tion results. T-SNE is a dimensionality reduction technology
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well-suited for visualizing high-dimensional data, and is
widely used in deep learning methods.

Figure 11 shows a t-SNE diagram representing classifi-
cation performance for dual-channel and DCMS methods.
To better showcase classification performance and visualiza-
tion results, we reduced the number of ECG images. Figure 9
shows that dual channels have some abnormal values mixed
in with different arrhythmia types. The DCMS method may
also have outliers, but fewer than the dual-channel method.
This means the DCMS method can better complete the task
of classifying arrhythmias.
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FIGURE 11. t-SNE images for Dual-channel and DCMS methods.
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FIGURE 12. t-SNE images of sudden cardiac death holter dilated
database two-channel and DCMS method.

Figure 12 uses t-SNE to show verification results for both
methods. Their classification results are comparable. The
dual-channel data is inaccurate for verifying the Isolated
QRS-like artifact category, and the method of integrating
multi-scale modules is not accurate for verifying the normal
category. From the verification results, the proposed method
is not accurate enough for verifying the normal category, and
recognition accuracy needs further improvement.

We also compared ECG signal classification using con-
volutional neural networks under the same dataset in recent
years. From Table 8, we can see that the ac-curacy of this
method is 0.12% higher than Li et al., 0.10%, 0.38% and
0.79% higher than Ullah, Wang and Khan et al., 5.93%,
1.12% and 3.22% higher than Atal, Shaker and Xu et al.,
0.52% and 1.70% higher than Zhao and Izci et al., respec-
tively. The above results prove that the proposed method
has good performance. Finally, the results obtained by this
method and other methods are visualized, and the visualized
results are shown in Figure 13. It can be clearly seen from
Figure 13 that the accuracy of our proposed method exceeds
the results obtained by other convolutional neural networks,
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TABLE 8. Comparison between DCMS method and other methods.

Previous Methods Year Accuracy(%)
Zhao et al.[21] 2019 98.60%
Izci et al. [15] 2019 97.42%
Atal et al. [6] 2020 93.19%
Shaker et al. [34] 2020 98.00%
Xu et al. [35] 2020 95.90%
Ullah et al. [36] 2021 99.02%
Wang et al. [17] 2021 98.74%
Khan et al. [37] 2021 98.33%
Li et al. [38] 2022 99.00%
DCMS 2023 99.12%

and has excellent performance. Accurate classification of
ECG data can effectively reduce misdiagnosis rates of various
heart diseases, enabling timely detection and treatment. Con-
volutional neural networks can automatically extract features
without manual intervention, avoiding impacts of lacking
domain expertise on model classification results.

IV. CONCLUSION

This paper presents an abnormal ECG classification method
that integrates multi-scale and multi-channel information.
To obtain multi-channel information, the single-channel
ECG data from MLII and V5 are fused to convert the
one-dimensional ECG data into a two-dimensional ECG
image. The processed data is then input into the neural
network. To fully extract ECG signal features, a multi-
scale feature extraction module is integrated into the model.
Finally, the neural network is trained to obtain an abnor-
mal heart rate diagnosis model based on multi-scale feature
extraction and multi-lead information fusion. Through exper-
iments and parameter optimization, the accuracy of MIT-BIH
algorithm database and the Sudden Cardiac Death Holter
Database are 99.12% and 98.40%, respectively. This method
is compared with other ECG signal classification methods
from recent years. This method has lower complexity and
higher diagnostic accuracy. In future work, we will continue
to develop more portable and comfortable wearable devices,
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optimize the diagnostic model, and diagnose more real-time
collected samples to enhance its generalization ability.
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