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ABSTRACT Context: Facial recognition is one aspect of research that still has broad potential for research
and development, especially as a security system for automatic border control. There is a significant
continuous need to understand the characteristics of system development by considering system complexity
and implementation environmental conditions.Objective: This research aims to provide in-depth insight and
assist researchers and practitioners in developing large-scale facial detection systems for automatic border
control. It has a high level of complexity that necessitates special attention to several factors such as real-
time system, privacy, variations in facial features, quantity of data, model, and implementation environment.
Method: This study used a systematic literature review as a research methodology by Kitchenham. The
analysis was based on studies published between 2019 and 2023 on using facial recognition in autonomous
border control. A systematic analysis of research was conducted by examining 112 scientific studies from
7884 papers in scientific databases. Result: Based on research questions, 12 types of threats are often
encountered in ABC face recognition, which can be seen in section IV. The method most widely used
is deep learning, especially for detecting emotional features and morphing attacks. Apart from that, most
datasets used are private because they require collaboration with organizations and are related to privacy.
Three remaining issues are encountered in this research, including face recognition methodology, privacy,
and architecture for large-scale development. Future directions: This study suggests two future research
topics to enhance achieving desired results in large-scale and complex advancements in a methodical and
structured while upholding privacy ethics.

INDEX TERMS Automatic border control, big data, face recognition, large-scale facial detection.

I. INTRODUCTION
Border control is a service a country’s government provides
that allows persons, animals, and objects to enter and depart
its jurisdiction. The primary purpose is to defend the area
from subjects that may be harmful once they have crossed
the boundary. Border control operates at country borders [1],
[2], [3], offices where immigration and visa paperwork are
processed, and places of people and commodities trans-
portation centers such as terminals, stations, ports, and
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airports. Customs control, immigration restrictions, health
protection, and biosecurity are part of the border control
activities [4]. This paper focuses on border surveillance oper-
ations involving persons entering and exiting a country’s
authority.

Identity and biometric data can be used to monitor per-
sons in border areas. A person can be recognized mainly
through the identity documents someone holds and biomet-
rics matching [5]. Facial attributes, in addition to fingerprints,
are biometric data used in person recognition. Manual facial
recognition by the officers, results in a high risk of detection
mistakes. Therefore, a technology-based solution that can aid
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in identifying and recognizing facial biometrics in border
regions is required.

Facial identification and recognition techniques are widely
used in various sectors, such as verifying employee atten-
dance [6], as an authentication mechanism for specific
computer applications, a control system for access to build-
ings and facilities, and automated immigration gate services.

Several nations worldwide have adopted automated immi-
gration gate services based on identification and face
recognition. The approach involves comparing faces in the
face database, identity documents brought at the time, and
real-time facial pictures. Typically, the facial recognition pro-
cedure follows the matching of fingerprint data. Anyone can
cross the border with the required documents and match them
in the database. However, blocklisted people suspected of
causing harm to their region of origin or destination are not
allowed to cross the border.

Many issues remain in applying face recognition technol-
ogy [7] for border control, resulting in a list of watchlists
that pass the examination. Document matching does not guar-
antee that the documents provided are authentic. The data
on the blocklist also lacks sufficient and up-to-date informa-
tion about a person’s identification. Furthermore, a person’s
face might alter with age, making identity and recognition
difficult [8]. The use of cosmetic products can also cover
certain facial features. Plastic surgery can also change a per-
son’s appearance. Wearing a headscarf for religious reasons
can make identifying someone by his face more difficult
in some countries since it disguises certain facial features.
These weaknesses lead to the inaccurate identification and
recognition of faces in border control. A framework for iden-
tifying and recognizing facial features is needed to build an
Automatic Border Control (ABC) system based on facial
features.

An enormous and comprehensive amount of data is pro-
duced during the recognition phase of facial recognition.
The facial recognition system is trained using this data to
enhance its performance. Naturally, this will entail gath-
ering, storing, processing, and evaluating the face picture
data used to ensure that it is very accurate. A massive data
set (also known as ‘‘Big data’’) in facial recognition essen-
tially refers to using enormous datasets and additional data
analysis methods for analyzing and identifying features. Big
data contributes to improved security and effectiveness in
automatic border control. However, when developing and
using big data for facial recognition, it is crucial to con-
sider the legal implications of using facial data and privacy
issues.

To address the research questions in Table 2—which are
thought to be necessary for determining the state-of-the-art
in the design, development, modeling, and implementation of
big data—this study conducted a systematic literature review
of prior research. This review was done about numerous
of the issues mentioned above. In automatic border control,
face recognition is beneficial. This study aims to thoroughly
understand big data facial recognition to design a framework

TABLE 1. PICOC formulations.

to improve facial identification and recognition accuracy for
border control applications.

II. METHODOLOGY
The primary objective of the Systematic Literature Review
(SLR) is to identify and analyze the current state-of-the-
art (SOTA) in the development of a facial identification
system using big data. The preparation of the systematic
literature review involves three distinct processes, as depicted
in Figure 1. The initial phase of a systematic literature
review holds significant importance in executing a thorough
and meticulous study. The review process necessitates the
incorporation of certain essential elements to guarantee its
efficacy and comprehensibility. The establishment of a pre-
cise research topic or purpose is crucial in the context of
systematic literature review. This statement aids in determin-
ing the central theme and extent of the review. During the
planning phase, seeking input from experts or stakeholders
to acquire valuable ideas and viewpoints is standard practice.
Establishing a well-organized and contemplative planning
phase is the basis for a triumphant SLR, guaranteeing that
the review remains concentrated, methodical, and follows the
research goals.

A. RESEARCH QUESTIONS
Establishing research questions at the outset is crucial for
conducting a systematic review [9]. This is because research
questions guide data search, collection, extraction, and anal-
ysis [10], [11]. The formulation of research questions is
mainly guided by the PICOC framework, as outlined by using
the PICOC framework proves advantageous in identifying
objectives, conducting investigations, making comparisons,
establishing effects and outcomes, and assessing the contex-
tual factors surrounding subjects that interest researchers. The
formulation of PICOC derived from this research is presented
as follows:

The population is defined as the target for the investigation.
In this paper, we investigate face recognition. Intervention
means specifying the investigative aspects. We invest in
face recognition trends, facial attributes, architecture, tech-
niques and methods, and barriers. Comparison is defined as a
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TABLE 2. Research questions.

comparison of the targeted aspect. Outcome means the effect
of the intervention. Context means the environment of the
investigation. Based on the PICOC structure, the research
questions formed are as follows:

The main objective of this research is to identify research
trends and challenges for facial identification systems used in
automatic border control machines.

B. SEARCH STRATEGY
A search strategy is essential in constructing a systematic lit-
erature review to ensure the thoroughness of the research [12].
The search technique employed in this study uses both auto-
matic search andmanual inquiry to define strings or keywords
that will be utilized to find publications in digital libraries.
To gather data that is pertinent to the research questions and
objectives, this is done. The string formulation employed in
this study is as follows:

(‘‘Big Data’’ OR‘‘Massive Data’’ OR ‘‘Large-scale’’)
AND (‘‘Face’’ OR ‘‘Facial’’ OR ‘‘Feature’’ OR ‘‘Expres-
sion’’) AND (‘‘Recognition’’ OR ‘‘Identification’’ OR
‘‘Detection’’ OR ‘‘Validation’’) AND (‘‘Automatic’’ OR
‘‘Real-time’’)AND (‘‘Border Control’’OR ‘‘Gate Control’’)
AND (‘‘Cyber Security’’ OR ‘‘Security OR ‘‘Threat’’ OR
‘‘Vulnerable’’ OR ‘‘Fraud’’ OR ‘‘Morph’’)
These keywords are selected according to the SLR that will

be made. These keywords are searched for in each digital

TABLE 3. List of related research findings.

TABLE 4. Inclusion and exclusion.

library with details as shown in table 3. The digital libraries
to look for are IEEE, Science Direct, ACM DL, Springer,
Hindawi, and MDPI. A total of 7884 literature was obtained,
with the highest Springer with 3702. All this literature will be
filtered to find truly appropriate literature.

C. STUDY SELECTION
The alignment of the research domain with the main study
applies to two stages. First, papers are filtered by title and
abstract manually. We read and choose which literature is
appropriate to the SLR topic. Second, applying inclusion and
exclusion criteria in screening primary studies. These criteria
are listed in Table 4. This criterion serves as a filter in the
selection and rejection of literature. This criterion is based
on literature content, year of release, ease of full access,
and language. The content must be in the realm of research
questions about face recognition trends, facial attributes,
architecture, techniques and methods, and barriers. Year of
release, we look at the last 5 years as ideal. The literature we
choose can be accessed in full text. The only language we
accept is English literature, as shown in Table 4.
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FIGURE 1. Systematic literature review process.

Figure 1. depicts the general flow of the research’s system-
atic literature review approach. SLR is typically carried out in
three stages: planning, conducting, and reporting. To ensure
that the papers found are consistent with the research targets
and objectives, the planning stage includes creating research
specifications and gathering data from digital libraries using
keyword formulations. The findings of the paper collection
completed earlier at the planning stage are filtered, extracted,
and validated based on inclusion and exclusion criteria during
the conducting stage, which is a part of the research selection
process.

This research utilizes a total of 112 papers, as determined
by the findings derived from the election study. The litera-
ture from IEEE constitutes the most significant proportion,
accounting for 36%, followed by Science Direct at 28%.
Springer contributes 13% of the literature, while ACM and
MDPI have the most minor shares at 8% and 4%, respec-
tively. Hindawi represents 11% of the literature. Based on the
findings of the selection study conducted for this research,
it is evident that journals represent the predominant medium
for scholarly papers, constituting 74% of the total, whereas
conferences contribute to a relatively smaller proportion
of 25%.

III. DEFINITIONS
A. FACE RECOGNITION
According to a comprehensive study of scholarly litera-
ture, variations exist in conceptualizing and interpreting the

FIGURE 2. Face recognition taxonomy.

term ‘‘facial recognition.’’ The findings indicate the presence
of three distinct categories of definitions, specifically, face
detection, face identification, and face verification. The three
components mentioned above can be condensed into termi-
nology related to facial recognition. The etymology of this
language can be transformed into a systematic approach serv-
ing as the foundation for the life cycle of facial recognition
advancement. The taxonomy’s layout is depicted in Figure 2.
To develop a comprehensive face recognition system, it is
crucial to thoroughly understand the fundamental concept
and precise definition of face recognition. This study aims
to enhance the fundamental comprehension of face recogni-
tion and get deeper insights into the potential outcomes of
implementing face recognition technology. The subsequent
passage is a formal elucidation of facial recognition. Specific
definitions within this collection have not been paraphrased
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FIGURE 3. Most frequency words.

to preserve the original meaning offered by the respective
authors.

1. A face recognition system is a technology to iden-
tify and confirm a person from a photo. A three-
dimensional face recognition system employs 3D
sensors that collect data on a face’s shape. A face’s
surface characteristics, such as the shape of the eye
sockets, nose, and chin, may be recognized using this
information. The face recognition system is a sys-
tem that can identify faces with high accuracy based
on artificial intelligence technology and deep learning
algorithms [13].

2. A face recognition system is a technology that iden-
tifies a human face from a digital or video image by
comparing the face to a dataset [14].

3. Face recognition is a computer vision technology that
analyzes facial feature information for identity identi-
fication. In a broad sense, face recognition is divided
into face detection and face recognition matching. Face
recognition technology is based on the person’s facial
features and the input face image or video stream. First,
determine whether there is a human face. If there is
a human face, then further give the position size of
each face and the position information of each major
facial organ. Based on this information, the identity
features contained in each face are further extracted and
compared with known faces to identify the identity of
each face [15].

4. Face Recognition constitutes visual identification
and/or verification of a person using a face pic-
ture. Face verification is ‘‘a one-to-one mapping of a
given face against a known identity (e.g., is this the
person?).’’ [16].

5. Face recognition includes face verification and identifi-
cation. The former, known as a one-to-one comparison,
refers to the authentication of an individual by com-
paring two face images, and the latter, known as a
one-to-N comparison, refers to the identification of a
probe face image by comparing it with all faces in the
database [17].

6. Face recognition is a subclass of face detection
since algorithms first start by detecting a face and
then use its features to compare to a set of known
faces to recognize the person. Face recognition auto-
matically extracted distinctive facial features, e.g.,
eyes, mouth, or nose. These features were used to
transform the face into a vector, and using sta-
tistical pattern recognition techniques, faces were
matched [18].

7. Facial recognition is a technology for identifying or
verifying a person in images or videos [19].

8. Face recognition includes two sub-tasks: face identifi-
cation and face verification under the
open-set setting [20].

9. Face recognition can be approached as an
identification problem or a verification
problem [21].

10. Face recognition is an eminent research
domain in the computer vision community with ace
representation playing the most cardinal
role [22].

11. Face recognition is a technique for recognizing individ-
uals through face photographs [23].

12. Facial recognition is a biometric modality that is
increasingly used for identification and authentication
purposes [24].
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FIGURE 4. Tree map.

13. Face recognition focuses on choosing who this person
is in the existing dataset. It is also called one-to-many
face identification [25].

14. Face recognition is a perceptual recognition subprob-
lem. For example, people in China constantly identify
visual patterns and receive sensory information through
their eyes. The brain recognizes these as significant
notions. A computer sees an image or a clip as pixels.
The computer must figure out what conception each
piece of information reflects. It is a graphical modeling
recognition problem [26].

15. From a computational viewpoint, the face recognition
process is defined as giving still or video images of a
scene and identifying one or more people using a stored
database of faces. Human face recognition is somehow
the same, and the stored database of faces is in our
brain, with different degrees of knowledge depending
on whether a face belongs to a friend, a famous person,
or a person we know by sight [27].

In addition to the identification process, an integral com-
ponent of the taxonomy pertaining to face recognition
encompasses face detection. In the study by [28], face detec-
tion is defined as extracting and localizing facial pictures
inside video frames. The objective is to ascertain and authen-
ticate a person through specific attributes. The process of

detection plays a crucial role within the facial recognition
system.

In the context of identity verification, face verification
entails comparing facial features to establish a correspon-
dence between an individual’s identification and facial
references. Reference [29] assert that the verification pro-
cess involves comparing a presented facial image with a
pre-existing facial template, as stated in the study by [3].
The primary objective of the verification process is to estab-
lish the authenticity or validity of an individual’s identity
by utilizing face characteristics as a means of verification.
The subsequent passage provides a concise overview of the
definition of face verification derived from the findings of a
comprehensive survey of scholarly literature.

1. Face verification decides whether two input faces are
from the same identity by measuring their similarity in
the feature space [20].

2. Face verification is known as the 1:1 matching prob-
lem. The identity of the query face is either confirmed
or rejected by comparing it with the face data of the
claimed identity in the database [21].

3. Face verification is used in authentication based on
matching one face image with another
(one-to-one) [30].
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FIGURE 5. Co-occurance network using biblioshiny.

4. Face Verification determines whether a pair of face
images or videos belong to the same subject.

B. AUTOMATIC BORDER CONTROL (ABC)
The integration of automatic border control is a component
of the existing border security infrastructure found at air-
ports, seaports, and land border crossings. The objective of
implementing automatic border control is to enhance the
efficiency of border crossing procedures, mitigate conges-
tion and delays, enhance security measures, and optimize
the overall functioning of border control operations. Hence,
a clear understanding of the precise meaning of automatic
border control holds significant importance. Automatic bor-
der control refers to a system that utilizes technological
advancements to streamline and speed up border crossings.
This system employs various automated mechanisms, such as
biometric identification and document verification, to authen-
ticate and validate the identity of individuals entering or
exiting a country. By reducing the reliance on manual pro-
cedures, automatic border control aims to enhance security,
efficiency, and accuracy in border management operations.

1. ABC is a fully automated system that performs border
checks. The system’s essential functions are to authen-
ticate the travel document, establish that the traveler
is the rightful holder of the document, query border
control records, and, on this basis, automatically verify
the entry conditions for Schengen area citizens and
Third Country Nationals (TCNs) [1].

2. Automatic identity verification based on stored biomet-
ric features with face is selected by the International
Civil Aviation Organization (ICAO) as the primary bio-
metric trait for machine-assisted identity confirmation

in electronic Machine Readable Travel Documents
(eMRTD) [31].

3. ABC systems can have several physical configurations.
The most typical ones use electronic gates (e-gates).
These devices regulate travelers flow through the bor-
der with the use of biometric sensors (e.g., cameras
for face recognition and fingerprint reader, travel docu-
ment readers, scanners, and radio frequency contactless
chip readers), as well as physical barriers that let (or
not) the traveler to cross the e-gate [5].

4. A system that automatically captures a gate image and
computes a similarity score between the gate image and
a biometric reference, which is stored in the passen-
ger’s electronic Machine Readable Travel Document
(eMRTD) chip. If the similarity score exceeds the sys-
tem’s verification threshold, the passenger can cross the
ABC gate [32].

5. Border control is comprised of two procedures: an
authenticity and integrity check of a travel document
and biometric authentication of a traveler based on
the biometric record stored in the document. A border
guard compares a printed passport photograph with a
traveler’s face, while anABC system compares a digital
passport photograph with a ‘‘live’’ face image using
an integrated Automated Face Recognition (AFR)
system [33].

As defined earlier, the ABC system is vital in preserving
international borders. The ABC system has been specifically
developed to carry out three responsibilities outlined by the
European Border and Coast Guard Agency [34]. The initial
step involves using the ABC system to authenticate travel
papers, such as passports and visas [34] [31].
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Additionally, the system employs facial biometric data
capture to verify the authenticity of the document holder.
Subsequently, it assesses the traveler’s eligibility to cross the
border by considering legal regulations and analyzing the
similarity score derived from biometric data analysis [34],
[31], [5], [33]. The extensive range of capabilities of the ABC
system allows for the independent verification of travelers,
encompassing both inhabitants of the Schengen area and
TCNs [31].

In addition, the system aligns with the guidelines
established by the International Civil Aviation Organi-
zation (ICAO) with its emphasis on facial biometrics
for machine-assisted verification of identity in electronic
Machine Readable Travel Documents (eMRTDs) [5].
In actual applications, ABC systems exhibit diverse phys-

ical designs, with electronic gates, sometimes referred to
as e-gates, being the predominant form. The e-gates have
various biometric sensors, including facial recognition cam-
eras, fingerprint readers, document scanners, and contactless
chip readers. According to [32], the effective management of
traveler flow at border crossings is achieved by combining
these components and implementing physical obstacles. As a
result, ABC systems play a crucial role in border control by
utilizing biometric technology to verify the authenticity of
travel papers and the identity of individuals, consequently
strengthening security measures and facilitating the effi-
ciency of border crossings [33].

IV. DATA MAPPING
Data mapping in this study refers to the systematic pro-
cedure of identifying and condensing pertinent information
from diverse sources relevant to the research subject mat-
ter. The primary objective of data mapping is to gather and
present data in a manner that allows for a comprehensive
understanding of the extent of the literature that has been
examined. During this procedure, studies that possess sig-
nificant qualities will be documented. This study aims to
offer a comprehensive assessment of the breadth of material
available, aiding researchers in evaluating the significance
and caliber of the journal before engaging in a more extensive
phase of examination.

Data mapping is crucial in producing a systematic liter-
ature review because it establishes a solid foundation for
each review phase, including grouping and categorizing lit-
erature sources, identifying knowledge gaps, and identifying
pertinent trends. Data mapping can effectively mitigate bias
during the selection process, enabling researchers to arrive
at more precise conclusions regarding the literature studies
under review. In addition to its other utility, data map-
ping facilitates the development of analytical structures that
enhance the monitoring of prior research progress. Data
mapping is essential in guaranteeing that the review process
proceeds in a methodical, unbiased, and all-encompassing
manner.

Table 5. provided illustrates the 10 publications that exhibit
the highest quantity and relevance to the subject matter under

TABLE 5. Top 10 publication and distribution by selected studies.

FIGURE 6. Topic trend in automatic border control.

investigation. IEEE Access is the journal that boasts the
most articles, precisely 63. Subsequently, the study issue is
further explored in Neurocomputing and ACM Computing
Surveys, with 34 and 29 publications, respectively. The ACM
International Conference Proceedings Series and Pattern
Recognition have made substantial contributions, with each
publication featuring 26 articles. Furthermore, the research
was significantly enhanced by including 23 publications from
Procedia Computer Science.

The academic journals Expert Systems with Applications
and Proceedings of the ACM on Human-Computer Interac-
tion published 18 articles each. The Journal of Image and
Vision Research comprises 14 pieces, whereas the Journal of
Machine Learning Research encompasses 15 articles. Table 5
presented herein offers a comprehensive summary of several
scholarly works employed to substantiate and examine sub-
sequent investigations.

This study aims to determine the extent of word usage
concerning the research issue inside the data mapping pro-
cedure. This study aims to assess the degree of pertinence
between the title and abstract of prior research and the
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FIGURE 7. Factorial analysis.

conceptual framework of the present study. The visual repre-
sentation in Figure 3 illustrates the frequency ofword usage in
each manuscript subjected to evaluation. The application of
bibliometric analysis examined the frequency of utilization
of these terms. According to the analysis of the provided
image, it can be observed that the term ‘‘face recognition’’
has been employed approximately 140 times, indicating its
prominence as the most frequently utilized word. ‘‘Big data’’
currently ranks sixth among the ten most often used words.
The findings indicate that there is still room for researching
big data in facial detection systems, albeit in limited quantity.

Consequently, there exists significant potential for addi-
tional investigation in this area. In addition to this, the
present study incorporates data mapping techniques to ascer-
tain the extent of the connection between prior research
and the specific research issue under investigation. A tree
map visually represents the relevance percentage, as seen in
Figure 4.
Face recognition currently comprises the most significant

proportion, 22%. Then, machine learning accounts for 7%,
and deep learning approaches comprise 17%. Face detection,
emotion recognition, the Internet of Things, transfer learn-
ing, facial expressions, convolutional neural networks, and
COVID-19 all have an average percentage value of 3% on
the tree map. On the other hand, security, object detection,
privacy, and periphery computing have themost minor impor-
tance at 2%. Referring to Figure 6. Facial recognition has
emerged as the most prominent study area from 2019 to 2023.
This demonstrates the ongoing relevance of research on facial
recognition. In addition, deep learning and machine learning
are the predominant approaches employed in research estab-
lishing automated border control systems.

This research also analyzes data to identify relation-
ships between context elements and data. Based on the
Co-occurrence Network analysis using Biblioshiny tools in
Figure 5, face recognition, deep learning, and machine learn-
ing are the most excellent relationship elements.

The research implementation of factorial analysis is
depicted in Figure 7. The objectives are to ascertain the
determinants contributing to research outcomes, compre-
hend the interplay between determinants that mutually affect
outcomes, delineate variations, and discern patterns across
studies, choose control variables to mitigate bias in meta-
analyses, and cluster studies with comparable characteristics
to facilitate subsequent analysis.

V. RESULT
A. THREAT IN FACIAL RECOGNITION SYSTEM USED FOR
AUTOMATIC BORDER CONTROL
Various types of attacks and challenges have emerged in
border security that utilize facial biometric authentication as
outlined in Table 6. These encompass presentation attacks,
including both biological-based and document-based tech-
niques, such as the morphing attack, which involves the
manipulation of images to create a blended representation
for verification [35], [36], [31]. Adversarial attacks, on the
other hand, involve perturbing images to generate adversarial
examples or using patches to create well-designed perturba-
tions [4]. Live spoofing scenarios can mislead recognition
algorithms by providing deceptive visual data [37].Moreover,
inconsistencies in matching rates have been observed due
to factors like age and nationality [3]. Network availabil-
ity issues, especially wireless connectivity, have hindered
timely matching and verification processes [3]. To further
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TABLE 6. List of threats in facial recognition system used for automatic border control.

VOLUME 12, 2024 37297



F. Hidayat et al.: Face Recognition for ABC: A Systematic Literature Review

TABLE 6. (Continued.) List of threats in facial recognition system used for automatic border control.
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TABLE 7. List of automatic border control as a whole system.

VOLUME 12, 2024 37299



F. Hidayat et al.: Face Recognition for ABC: A Systematic Literature Review

TABLE 7. (Continued.) List of automatic border control as a whole system.

FIGURE 8. Facial figure analysis.

complicate matters, the bypassing of facial recognition by
airlines to save time presents a challenge [3]. Passenger
willingness to embrace biometrics while addressing privacy
concerns remains pivotal [3]. Finally, the need for human
experts in compliance verification and the counterproductive
implementation of Multitask Learning (MTL) in critical sce-
narios underscore the ongoing pursuit of automation in the
face of evolving threats [38]. In particular, the face-morphing
attack has demonstrated its effectiveness in breaching auto-
mated border control systems, highlighting the importance
of addressing these vulnerabilities to enhance border security
and document integrity [39].

B. AUTOMATIC BORDER CONTROL METHODS UTILIZING
FACIAL RECOGNITION
The application of facial recognition involves the utilization
of diverse methodologies. This study categorizes the col-
lected development methods into two distinct groups: ways
for applying face recognition in autonomous border control
andmethods for developing the face recognition system itself.
The categorization examined the similarities and differences

among each facial recognition system. Tables 7 and 8 provide
a comprehensive description of the methodologies employed
in the domain of face recognition.

The facial recognition methods and algorithms utilized in
Automatic Border Control are tailored to address the specific
challenges encountered in each case study. Deep learning has
emerged as a prominent technique in facial recognition due
to its ability to achieve high levels of accuracy.

C. WHAT ARE THE ESSENTIAL FACIAL FEATURES USED
FOR FACE RECOGNITION BASED AUTOMATIC BORDER
CONTROL?
The significance of facial attributes is undoubtedly overstated
in the context of face recognition for automated border con-
trol. By efficiently discerning and authenticating individuals,
this technology enhances the quality of travel experiences and
security protocols. As a result, it functions as an invaluable
resource for modern border control agencies.

Face recognition for automated border control employs
fundamental facial characteristics, including face detection,
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TABLE 8. List of algorithmic side-face recognition methods.

face alignment, feature extraction, face verification and
matching, and liveness detection. Based on a systematic
literature review, several features are used in facial recog-
nition, including facial emotion, facial expression, face and
ear, eye, and mouth, racial and ethnic, age, eye, and edge.
The quantity of papers devoted to the general topic of facial
feature utilization in face recognition is illustrated in Figure 8.
In comparison to seven other topics, facial expressions have
garnered among the most research attention in the past five
years, as evidenced by this graph. Since humans possess
a wide range of facial expressions, including wrath and

smile, the task of distinguishing and comprehending these
expressions presents a fascinating challenge. Additionally,
the degree of variation in an individual’s facial expression
will persistently fluctuate over time, thereby exacerbating
the challenge associated with facial expression recognition.
Facial expressions are carried out to analyze the level of
emotion a person shows, for example, the level of sympathy
in children [59].

Besides that, developing an emotion parsing module aims
to capture inclusion and exclusion characteristics in facial
expressions [60]. To detect indications of emotions such
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TABLE 9. List of dataset used in automatic border control.
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TABLE 9. (Continued.) List of dataset used in automatic border control.
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TABLE 9. (Continued.) List of dataset used in automatic border control.

as anger, fear, happiness, sadness, disappointment, surprise,
or neutral [61], [62], [63], [64], [65], [66], [67], [68], [69]
two methods can be applied such as facial action cod-
ing system and emotional expression prototype [62]. Apart
from that, Spatiotemporal CNN can also obtain video data
information for each frame and the information relationship
between frames well [70]. In age detection (age-invariant),
age dramatically influences the appearance of a person’s
face, resulting in variations between faces. What needs to

be done to overcome this is to extract features and syn-
thesize faces simultaneously because both provide mutual
benefits to each other [8]. The ear in face detection has
a fairly good level of stability in the 3D structure and is
almost not affected by aging and changing facial expres-
sions [71]. Meanwhile, determining racial and ethnic requires
a database containing the characteristics of each racial and
ethnic group based on facial features, expressions, gender
and so on [72]. Facial recognition attributes such as skin and
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eyebrows have stable characteristics but also have security
risks [73].

D. WHAT DATASETS CAN BE USED TO CONSTRUCT A
FACIAL RECOGNITION MODEL FOR AUTOMATIC BORDER
CONTROL?
Datasets are of paramount importance in training and evaluat-
ing facial recognition algorithms. The significance of datasets
in developing facial recognition systems lies in the neces-
sity of ample data for training machine learning models
to effectively identify pertinent facial attributes. Further-
more, including a diverse dataset with several situations and
variations can enhance the model’s generalization ability,
facilitating optimal performance. Datasets are employed to
assess and appraise the model’s efficacy, ascertaining its
accuracy and system performance. Utilizing a more signifi-
cant number of datasets contributes to enhancing the model’s
performance during the fine-tuning training procedure.More-
over, face datasets can serve to evaluate the efficacy of
security measures and detect potential vulnerabilities or pri-
vacy concerns inside facial recognition systems. Table 9
provides a comprehensive overview of the various types of
datasets utilized in developing a facial recognition system
designed explicitly for Automatic Border Control.

Based on the results of the review, the use of the dataset
is adjusted to the needs and research objects. Therefore,
most studies choose private datasets because they collaborate
with certain institutions. However, private datasets sometimes
have incompleteness in representing conditions, so they can
cause bias if the system is not managed well.

E. WHAT ARE THE REMAINING CHALLENGES IN
AUTOMATIC BORDER CONTROL USING FACIAL
RECOGNITION?
The objective of the remaining issues is to identify knowledge
deficits that have the capacity to be further investigated.
Based on the result of the four research queries, the following
gaps required additional investigation:

1. Face Recognition Methodology.
Methodology is a fundamental procedure that is necessary
when designing a system. As uncovered in the first research
question, the divergent interpretations of the face recognition
process indicate that a unified understanding of the system
development process is necessary for face recognition. The
objective is to offer methodical direction to facilitate a more
structured approach to attaining the intended outcomes.

2. Privacy.
Face recognition utilizes facial data as a verification instru-
ment; this, of course, raises numerous privacy and security
concerns. Even though facial recognition technology can
essentially function as a security system, this can give rise
to concerns concerning privacy ethics.

3. Architecture for large-scale development.
Face recognition has considerable potential for implemen-
tation on a large scale. Nonetheless, this development

necessitates a suitable architectural design to ensure an
efficient execution despite environmental variations during
implementation. The architecture under consideration incor-
porates every necessary component in the implementation
environment, encompassing data, systems, and auxiliary
devices.

VI. FUTURE DIRECTION
Based on the results of the remaining issues in research ques-
tion 5, this research tries to analyze and develop further the
findings described in the remaining issues. Two future works
will be carried out in this research: developing a methodology
for face recognition and architectural design in developing
face recognition on a larger scale. The development scale
in question requires integrating and combining technology
regarding data, systems, and infrastructure while still consid-
ering privacy ethics.

VII. CONCLUSION
This study collects, identifies, and analyzes research in
facial recognition. This analysis aims to find state-of-the-art
research in facial recognition, mainly applied to automatic
border control. The 112 papers presented in this research
include definitions, features, datasets, approaches, and algo-
rithms used in face recognition and issues that can be used
as material for consideration for further research in the field
of face recognition. The results obtained from the literature
review provide a detailed description of the implementation
of facial recognition in automatic border control and provide
a brief overview of solutions to problems found in previous
research.

There are discrepancies in the definitions of facial recogni-
tion among researchers; the definitions vary depending on the
research’s goals. Thus, it can be inferred from the researchers’
arguments that facial recognition technology uses specific
identification methods.

Apart from that, there were 12 threats found, but morphing
attacks are a type of threat that is a hot topic for researchers
because they have an enormous potential to occur, where this
type of threat is used as a means of disguising and falsifying
identity so that it can pose quite extensive security risks.
Several methods used in facial recognition prove the need to
adjust the type of threat and the approach offered to overcome
the problems to produce the best solution for each type of
threat and need.

Furthermore, the analysis found that expression has been
the most researched topic in the last five years. Because
the expression feature can monitor and analyze individual
behavior patterns. Most of the 53 datasets found in this
research used public datasets, that reduces the risk of privacy
violations. Even though face recognition is a topic that is
still a trend for research, there are still several limitations
and challenges that are interesting to research better, such
as designing a development methodology for the field of
face recognition to equalize perceptions between researchers
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and developing face recognition architecture in large-scale
development but still considering privacy policy.
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