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ABSTRACT This article addresses the optimality and stability issues of a Tidal power based hybrid power
system (HPS). The Tidal system gets destabilized by the uncertain variation of tidal waves and wind input.
Stability of the system is restored through the introduction of Unified Power Flow Controller (UPFC)
controller. The controller is optimized through the process of configuration of Hyper Spherical Search
(HSS) based algorithm. The evaluation of the effectiveness of the suggested controllers is conducted through
comparison analyses in order to regulate the voltage profile of the interconnected power network under
various loading scenarios. The efficacy of the suggested controllers is assessed by stability analysis utilizing
Eigen and Nyquist plots. Further, it is quite evident that optimal tuning is possible in case of the controller
where the parameters can create significant impact on the system performance. Consequently, a novel
heuristic optimization technique, such as HSSAlgorithm are suggested to find the best output of the proposed
controller. Finally, by using real-data, the performance as well as robustness of the suggested controller have
examined by utilizing a real-time digital simulation platform, specifically the OPAL-RT 5142.

INDEX TERMS Direct drive permanent magnet synchronous generator, HSS algorithm, stability, reactive
power compensation, unified power flow controller.

NOMENCLATURE
DG Distributed generation.
HPS Hybrid power system.
SG Synchronous generator.
FACTS Flexible AC transmission system.
ISE Integral square error.
ITSE Integral time multiplied square error.
Alpha Phase angle.
RES Renewable energy system.

The associate editor coordinating the review of this manuscript and

approving it for publication was Huaqing Li .

AVR Automatic voltage regulator.
IG Induction generator.
PMSG Permanent magnet synchronous generator.
ITAE Integrated time multiplied absolute error.
IAE Integral absolute error.
PM Permanent magnet.
DDPMSG Direct drive permanent magnet synch gener-

ator.
FACTS Flexible AC transmission system.
DFIG Doubly fed induction generator.
FPGA Field-Programmable Gate Array.
PMIG Permanent magnet induction generator.
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SVC Static var compensator.
UPFC Unified power flow controller.
HSS Hyper spherical search algorithm.
PWM Pulse width modulation.
OF Objective function.
GA Genetic algorithm.
GWO Grey wolf optimization.
PIG Real power DFIG/DDPMSG.
QDFIG Reactive power DFIG.
PSG Real power SG.
QSG Reactive power SG.
VSI Voltage source inverter.
RS Stator resistance.
PSO Particle swarm optimization.
HSS Hyper spherical search algorithm.
Kα,Kβ Exciter gain, Gain of energy balance.
QDDPMSG Reactive power/DDPMSG.
Tα,Tr ,TS Exciter time const, rising time const, settling

time const.
Xd Direct axis reactance of SG.
EM Energy storage(DFIG).
1QUPFC Variation in Reactive Power.
QIG Reactive power IG.
1EM Variation in change storage.
QUPFC Reactive power UPFC.
RS Stator Resistance.
Te,Tm Change in electromagnetic, mechanical

torque.
1E fd Change in voltage of Exciter.
CSI Current source inverter.
1α Change in phase angle.
1Eq Change in internal armature voltage.
Ls Stator Inductance.

I. INTRODUCTION
The deregulation of energy markets has resulted in the
emergence of innovative renewable modular power produc-
ing technologies known as distributed generations (DGs).
Renewable energy sources (RESs) exhibit unpredictable
behavior in terms of power generation. Due to this rationale,
the practicality of distributed generators (DGs) and con-
ventional fossil fuel-powered electricity generation systems
has prompted the emergence of a novel concept known as
the hybrid power system (HPS).Distributed generation (DG)
systems have demonstrated both economic and environmen-
tal benefits. Nevertheless, the presence of uncertainties in
renewable energy sources (RESs) invariably impact various
aspects of system performance, including power quality,
stability, and reliability of the power system.

Tidal energy has recently gained prominence as a viable
renewable energy source with the development of tidal
power systems. The viability of utilizing tidal energy as an
alternative energy source and the obstacles it presents are
consistently formidable factors in the advancement of this
technology. The utilization of hybridization or alternative

FIGURE 1. Power vs speed of a typical tidal power plant.

approaches to the wind energy system based on HPS
technology near coastal areas can be observed. Moreover, the
incorporation of the Tidal power plant into the primary grid
system has garnered significant attention in recent decades.
The integration of additional producing units, such as Tidal
orWind based power systems, into the current power network
is a highly favorable progression.

The establishment of a correlation between power and tidal
water speed is crucial in order to determine the appropriate
control type, optimization strategies, or limitations. The
power curve can be utilized in order to estimate the potential
energy that can be harnessed from the approaching tide.
Figure 1 illustrates an optimal power curve for a tidal
turbine, whereby the cut-in and cut-out speeds represent
the operational boundaries of the turbine. In addition, it is
guaranteed that the energy level within this range remains
above the minimum threshold in order to sustain the overall
structural integrity. The rated power refers to the power
recommended by the manufacturer, taking into account both
energy and cost considerations.

The evolution of Tidal power generating technologies
has been facilitated by the rapid advances in Tidal-based
energy [1], [2]. In contemporary times, the DFIG and
DDPMSG have gained extensive utilization in the domains
of wind power and tidal-based energy sources due to
their enhanced flexibility, improved efficiency, and notable
adaptability [3], [4], [5]. Consequently, it is imperative to
conduct an analysis to assess the influence of these two
turbine types on system stability. DFIG based turbines use
back to back converter in case of the rotor side circuit
where the rotor fixes decoupling control in the stating.
But it is noticed that DFIG based turbines make lots of
losses due to the gear box problems. Therefore direct-
drive permanent magnet generator (DDPMSG) is preferred
as they have no gearboxes and require less maintenance.
In case of DFIG based Tidal turbine the reactive as well
as active power is managed through rotor current that is
managed through the output voltage at the rotor portion
converter. Further the dynamic responses of the Tidal turbine
with DDPMSG are compared with DFIG.Custom power
devices are widely used for stability improvement as well as
reactive power management [1], [2]. In case of Tidal based
HPS [3],stability improvement becomes very essential as the
system often becomes unstable because of wide load variation
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and uncertain nature of renewable resources. Uncertainty
causes wide voltage deviation and creates unnecessary
system parameter fluctuations [4], [5], [6], [7], [8].

Various control methods are employed for the management
of controller design in Unified Power flow controllers
(UPFC). The methods can be categorized into two dis-
tinct groups: classical controllers and current controllers.
Within the realm of classical control techniques, such as
Proportional-Integral (PI) controllers, it is possible to get
the desired reference values for active and reactive powers,
input bus voltage, and the internal variable of the DC
capacitor voltage without resorting to the employment of
UPFC dynamic equations. Despite being recognized as
simple and practical techniques, PI controllers exhibit a lack
of robustness at the operating point and can occasionally
induce instability due to significant disturbances.

There have been numerous papers to improve the stability
of DFIG based HPS with the help of UPFC.This paper
suggests UPFC for improvement of stability [9], [10], [11]
through compensating reactive power in DDPMSG based
Tidal HPS [12], [13], [14].

Intelligent optimization techniques are always advocated
for optimal design of the controllers [15], [16], [17], [18].In
this regard this paper suggests HSS based algorithm [19],
[20], [21] for obtaining optimal outcome [22], [23].The
algorithm draws inspiration from the spherical spatial struc-
ture, wherein the population is comprised of two distinct
groups: particles and centers of spheres. Each particle is
assigned to one sphere space, goes toward the center of the
sphere, and looks for the best center [24], [25], [26].The
suggested method is evaluated against GA, PSO, and GWO
in terms of its ability to discover the global minimum and
its convergence speed. The simulation results support the
usefulness of the suggested method and show that the HSS
algorithm has faster convergence and results in a better
solution than GA, PSO and GWO. In addition, the suggested
HSS algorithm [26], [27] may be used as an alternate
approach to solve optimization problems in varied domains
of optimization problems, including industrial planning,
resource allocation, scheduling, decision-making, pattern
recognition and machine learning.

Authors of this present paper have used the efficacy
of these optimization techniques in tuning the controller’s
gains involved with the tidal based HPS.The outcome
yielded by these algorithms are compared with that of
existing optimization techniques. Further the validation of
the proposed control method in the linked power system
is conducted using the OPAL-RT 5142 real-time digital
simulation platform. The efficiency of the HSS [28], [29],
[30] optimized PID controller is demonstrated through the
comparison of simulation and real-time outcomes.

II. MATHEMATICAL MODELLING OF THE SYSTEM
Proposed tidal system composes of DFIG/DDPMSG based
tidal turbine managed by SG based diesel generator having
IEEE type-1 excitation system [Fig.1]. The Tidal based HPS

FIGURE 2. Tidal energy based HPS set up.

FIGURE 3. Overview of tidal energy test system.

has been subjected to an incremental variation in loading
that alters system parameters with a small magnitude and
affects the control of reactive power inside the entire system.
Small variation in the real power value affects the system’s
frequency while variable reactive power affects the system’s
terminal voltage.

Reactive power balanced equation of this Tidal based HPS

QSG + QUPFC = QL + QDFIG/DDPMSG (1)

With load variation 1QL

1QSG +1QUPFC = 1QL +1QDFIG/DDPMSG (2)

1QSG +1QUPFC −1QL −1QDFIG/DDPMSG = 0 (3)

The modified equation is

1V (S) =
KV

1 + ST V

[
1QSG (S)+1QCOM (S)−1QL (S)

−1QDFIG/DDPMSG (S)
]

where TV =
2Hr
DV

V 0 and KV =
1
DV

Typical small signal modelling [Fig.2,Fig.3]of the Tidal
based HPS having the Tidal turbine with one induction gen-
erator (DFIG/DDPMSG),Diesel engine with a synchronous
generator (SG) are connected to electrical loads is shown.
Stability and reactive power management are achieved
through custom power device like the UPFC.

The small signal modelling based SG equation is QSG =(
E ′
qvcosδ−V

2
)

X ′
d

in transient condition
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FIGURE 4. Tidal turbine model.

FIGURE 5. AVR model(IEEE-type1).

With incremental change

1QSG =
V cos δ
X ′d1E ′

q
+
E ′qcosδ − 2V

X ′d1V
(4)

With the Laplace Equation the relation is

1QSG (S) = Ka1E ′
q (S)+ Kb1V (S) (5)

Ka =
Vcosδ
X ′d and Kb =

E ′
qcosδ−2V
X ′d

The representation of the excitation system in literature
often involves a single time constant high gain automatic
voltage regulator (AVR).Among the various available AVR
models, this particular isolated hybrid system employs the
IEEE (type-I) AVR system as depicted in Fig. 4.

A. DFIG BASED TIDAL TURBINE
Single line DFIG block diagram has been shown in [Fig.6]
where, the supply portion of this DFIG maintains the
DC linked voltage continuous neglecting the orientation of
the rotor power movement. Depending upon stator- flux
vector positioning, the generator is managed through the
synchronously revolving dq-axis frame. This active as well
as reactive power management have been achieved through
Iqr & Idr control near the rotor portion converter. Generally
the diesel engine in the HPS manages active & reactive
power in case of higher and variable loadings. Reactive power
management in the output has been achieved through separate

FIGURE 6. Control scheme of the rotor side PI controller of DFIG.

PI. Further the outer loop draws a comparison in between
voltage related to DFIG with reference voltage.

QDFIG =
Lm
LSS

V1Idr −
V 2
1

wsLss
(6)

The reactive power involvedwithDFIG as clearly represented
in Fig. 5 is

1QDFIG (s) = Kf1Idr (s)+ Ke1V (s) (7)

where Kf =
LmV1
LSS

and Ke =
LmIdr
LSS

−
2V1
wsLss

Here the rotor d -axis based reference current, and output
signal in the voltage loop PI have been

1I refdr =

(
KP +

KI
s

) [
1V ref (s)−1V (s)

]
(8)

The dynamic inner loop is modelled as

1Idr =
1(

1 +
ts
4 s

)
1I refdr

X =

[
1I refdr ,1Idr ,1V ,1E fd ,1V a,1V f ,1E ′

q

]T
U =

[
1Vref

]
w = [1QL]

B. DDPMSG BASED TIDAL TURBINE
In direct drive PMSGTidal power system (DDPMSG)[Fig.6],
the converter in the generator-side happens to be a rectifier
while the grid portion converter remains as PWM type
inverter[Fig.7]. These have been employed to get the desired
dc bus voltage. Furthermore, it governs the power factor of
the grid-portion by employing a decoupled d-q based vector
controlling methodology. Furthermore, the dc-link serves to
decouple the operation of converters.

DDPMSG functions like a SG(synchronous generator)
having uniform rotor- flux linkage. From this equivalent
circuit, standard equation for DDPMSG is mentioned as

LS
dids
dt

= −Vds − RS ids + LSwiqs (9)

LS
diqs
dt

= −Vqs − RS iqs − LSwids + ωψ (10)
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FIGURE 7. Equivalent circuit of DDPMSG model.

by aligning the direction of the d axis of the d-q reference
frame with the flux linkage. Where v ds represents director
axis of the stator voltage while Vqs denotes the quadrature (q)
axis in stator voltage. Additionally, the acronyms ‘‘Ids’’ and
‘‘Iqs’’ are used to represent the stator currents. The symbol Rs
denotes the stator resistance, whereas Ls indicates the stator
inductance. Additionally, the symbol ω is used to denote
the speed of the generator. Thus Power equations have been
derived as PS = Vdsids + Vqsiqs and QS = Vqsids + Vdsiqs
The generator side converter controls the active power of
generator tracking the input of the Tidal turbine torque, and
minimizes power losses of the generator. Further active power
is governed through vqs and power generator’s power The
minimization of loss is achieved by effectively managing the
reduction of ids to zero. The implementation of control has
been carried out utilizing the variable directivity system Vds.
Now the control equations have been as follows.

Ẋ = f [x, z, u] ,Z = g [x, u]

X =
[
ωr , ids, iqs,Vdc,X1,X2,X3,X4,X5,X6

]T
Z =

[
Vds,Vqs,Vdg,Vqg

]T
U = [Vd1,Vd2,Vd3,Vd4]T

X ,Z ,U are vectors linked to the state variables.

1Ẋ = A′1X + B′Z + C ′U&1Z = D′X + E ′U (11)

The converter situated at the Grid side sustains a consistent
DC-linked voltage, as depicted in Figure 8, and influences
the terminal voltage. The integration of reactive power
management inside the Tidal-based HPS enhances the
system’s voltage stability. In the context of Tidal-based HPS,
a control mechanism is employed to govern both the DC-
link voltage and terminal voltage. This mechanism utilizes
specialized techniques including the manipulation of certain
variables VDg&VQg.

VDg = KP5
(
−KP31VDC + Ki3x3 − iDg

)
Ki5x5 + XciQg

(12)

VQg = KP5
(
−KP41Vt + Ki4x5 − iQg

)
Ki5x6 + XciDg (13)

KP5,Ki5 represent grid-converter gains. KP4,Ki4 represent
terminal voltage regulation, KP3,Ki3 stand for the gains
related to DC- bus voltage regulation.

FIGURE 8. Configuration of a PMSG based generator.

FIGURE 9. Control loop related to DC-linked voltage.

Here the combined system state matrix for the DDPMSG
based tidal HPS can be formulated where,

X =

[
1ωt ,1ids,1iqs,1V dc,1V ,1E fd ,1V a,1Vf ,1E ′

q

]T
U =

[
1Vref

]
w = [1QL]

For the Tidal based HPS with DDPMSG incorporated into
power grid [Fig.9, Fig.10], system is modelled as

H
dwt
dt

= TM − Te

TM =
0.5ρπR2CPV 3

W

ωt

where CP =
1
2

(
RCf

λ
− 0.022β − 2

)
e−0.255(RCf

/
λ)

Te = −pψ iqs

C. UPFC CONTROLLER
UPFC Controller is one of the FACTS controller which helps
in reactive power management and simultaneously increases
the system voltage.UPFC composes of two VSIs with one
source series and other source in parallel with that of the
transmission line. It not only controls the reactive power
but also controls the active power through injecting the AC
voltage to the transmission line.

D. OPTIMISATION OF UPFC CONTROLLER
In any optimization technique application to a controller,
objective function has been derived on desired specifications
as well as constraints. Further the objective function helps
in tuning the controller and is linked to performance index
that takes care of the entire close loop. Output specifications
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mainly compose of peak overshoots, steady-state Error, rising
time and the settling time. The performance criteria taken
into account in control design include the Integral of Squared
Error (ISE), the Integral of Time multiplied Absolute Error
(ITAE), the Integral of Timemultiplied Squared Error (ITSE),
and the Integral of Absolute Error (IAE). The commonest
form of the performance criterion have been ISE and the
ITAE criterions that show outstanding performances in
comparison to IAE and ITSE.

Here performance indices such as ITAE have been
considered that integrates all the absolute errors multiplied
by time over a period of time. Further the tuning of this ITAE
generates systems that settle rapidly than ISE based tuning.
Here objective function has been expressed as

J = IATE =

∫
∞

0
|1V | .tdt

where 1V indicates the system’s voltage deviation. Problem
constraints mentioned here are dependent on these control
parameters. The optimization problem is realizable through
minimization of objective function J in a range of KImin ≤

KI ≤ KImax
KImin and KImax stand for the optimum values of control

parameters.

III. HYPER SPHERICAL SEARCH (HSS) ALGORITHM
Similar to previous evolutionary algorithms, HSS algorithm
commences by establishing an initial population. The pop-
ulation consists of two distinct categories of individuals,
namely particles and hyper-sphere centers, which collectively
constitute particle sets. The suggested evolutionary algorithm
is founded on the exploration of the inner space of a hyper-
sphere, which is created by the hyper-sphere core and its
constituent particles. The HSS method is expected to con-
verge to a state where a singular hyper-sphere center exists,
and its constituent particles are positioned identically and
possess equivalent cost function values to the hyper-sphere
center. The application of the proposed approach exhibits
its effectiveness in tackling a wide range of optimization
difficulties by successfully optimizing several benchmark
cost functions. The method being examined is assessed in
relation to the GA,PSO, and GWO.The results suggest that
the HSS algorithm demonstrates faster convergence and
produces more optimal solutions in comparison to the GA,
PSO, and GWO algorithms.

The utilization of the HSS algorithm in relation to a
limited number of benchmark cost functions demonstrates
its effectiveness in addressing various types of optimization
tasks.

min { f (x)| x ∈ X}

Subject to g (x) ≥ and h (x) = 0

The application of the HSS method in conjunction with
various benchmark cost functions demonstrates its effective-
ness in addressing a wide range of optimization tasks.The
objective of this optimization procedure is to minimize the

magnitude of objective function, denoted as f(x). In the
realm of reality, each task is subject to varying degrees of
limitations. The objective function (OF) is influenced by the
sets of choice variables, which are constrained within the
determined ranges of values as identified by variable X.

Xi,min≤xi ≤ Xi,max

The algorithm technique in the novel consists of four distinct
steps, namely:
The first step involves the initialization of particles.
Second Step: The Procedure of Conducting a Search
Third Step: Retrieval of dummy Particle
Step 4: Finding of the centers of new HSC as well as

particles.
Step 5: Convergence Testing
The initialization process of the particle encompasses four

distinct steps: (i) the process of initialization of parameter
(ii) initial population and its generation (iii) the nomination
of the hyper spheres, and (iv) the distribution of particles
among the hyper spheres. Figures 3, 4, and 5 depict the spatial
arrangement of particles, the progression of the dummy
particle’s retrieval process, and the flowchart outlining the
High-Speed Sorting (HSS) procedure, respectively.
A.1. Initialization of parameter
The algorithm in question exhibits comparable parameters

that are assigned by the user. The factors considered in this
study are the initial population size Npop and the number of
HSCs.
A.2 Procedure for generating the initial population: In

contrast to most standard evolutionary algorithms, the
optimization process based on the (HSS) commences by
randomly generating a group of individuals. Moreover, each
variable xi has been selected randomly from a distribution[
Xi,min,Xi,max

]
with a constant probability. In this particular

instance, the answer has been designated as a particle, and the
value of OF has been computed for each individual particle.
A.3. HSC nomination: In this particular instance, the

particles are organized in a manner so that the OFVs are
grouped in ascending way. In this study, a selection of
the highest quality NSC particles has been made for the
purpose of the HSC (SCs). In the context of N-dimensional
optimization, particle is denoted by means of 1 × N type
vector, [p1, p2, · · · · · · pN ]. pi for i = 1, · · ··,N are
having these decision variables. Further, OFV is determined
after evaluation of the OF, f at (p1, p2, · · · · pN ) i.e.,
f ((p1, p2, · · · · pN )).
A.4 The generation of particle circulation among a

population of N particles in a HS’s setting has occurred.
Spherical shapes have been selected as the (SCs) in this
study. The remaining particles have been allocated among
the (SCs) while considering the dominance of SCs, which
is inversely proportional to the objective function values
(OFVs). To achieve a proportionate distribution of particles,
an (OFD) has been designated for each (SC). The OFD is
determined by calculating the difference between the OFV of
a certain SC and the greatest OFV among all SCs.
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Therefore, OFDSC = fSC − maxSCs {f }.
Further, the normalized dominance in each SC is defined

as

DSC =

∣∣∣∣∣ OFDSC∑NSC
i=1 OFDi

∣∣∣∣∣Kα,KV (14)

So the primary number of these particles, which remains
inside the SC, is equated to

{
DSC ×

(
Npop − NSC

)}
,

taken up randomly through every SC among all particles
remaining.

The search process is predicated on the notion that a
particle will iteratively explore a confined space, delimited
by a pre-established center, in order to discover an enhanced
solution. Moreover, the variable ‘r’ represents the distance
between the particles and the center of the sphere. The search
method has been advanced by modifying the parameters
in spherical coordinates, specifically the radial distance ‘r’
and the height ‘h’. Fig.3 illustrates the representation of
both the particle and the sphere within a three-dimensional
setting. Moreover, it can be observed that in the context of
an N-dimensional space, (N-1) angles appear in spherical
coordinates for every individual point. In case of the N-
dimensional space, it is observed that there are N-1 angles
that exist, wherein the alteration of each angle contributes to
the advancement of the particle within the seeking sphere.
When considering the HSS, the particle undergoes a variation
in its angle by one radian, with a corresponding probability
Prangle .During each iteration procedure, a selection α is made
randomly from a uniform distribution (0, 2π). Following
the introduction of angular variation, the distance between
the center and the particle has been chosen in a random
manner, with no specific constraints. When considering an
N-dimensional hypersphere, the value of ‘r’ is determined
between [rmin, rmax] in the following manner.

r2 =

N∑
i=1

(
Pi,center − Pi,particle

)2
Upon the adjustment and evaluation of the variables θS and
r the search process of the particle enters its completion
phase. Throughout the search process, the spatial location
of the particle undergoes alterations. Further, the parameters
have been rmin, rmax ,Prangle&SC . In this context, individuals
engage in the process of seeking HSs, taking into account
both the (SC) and the operators that are specified by
Q

[
rmin, rmax ,Prangle&SC

]
.Additionally, Following the parti-

cle seeking process within a sphere, it is possible for a particle
to reach a point that exhibits a lower objective function (OF)
value when compared to the associated (SC) value. In this
scenario, there has been an interchange of labels between the
SC and the particle, specifically, the newer SC still has the
designation of being the particle. Moreover, this algorithm
will advance its search by applying a novel search criterion at
a more recent position.

A. RECOVERY OF THE DUMMY PARTICLES
During this period SC, combines with its corresponding
counterpart to create a collection of particles. Amongst these
particles, certain ones exhibit the highest magnitude of (OF),
making it unfavorable for attending the global minimum level
of OF. Meanwhile, these simulated particles inadvertently
traverse unsuitable spatial regions. The process of doing a
search in high school should be modified. In this particular
stage, the aforementioned dummy particles are connected to
different SCs, as illustrated in Fig.4.The aforementioned fact
is represented by establishing the objective function value
(OFV) of each set using the subsequent equation.

SOF = fSC + γmean
{
fparticles of SC

}
A decrease in the value of (SC) impacts the determination
of the (SOF), whereas an increase in this value influences
the positioning of the particles in the discovery of the SOF.
Moreover, the value of 0.1 has been employed for the variable
‘c’ in the research article. The procedure for identifying
the fake particle has been simulated by selecting certain
dummy particles among the HSSs with the highest SOF and
subsequently linking them to the other SCs. Furthermore,
the distinction between each set can be effectively handled
through the utilization of the under mentioned equation:

DSOF = SOF − maxgroups {SOF of groups}

The DSOF has been employed to allocate these particles to
one of these SCs. Moreover, the determination of the AP of
every SC is undertaken.

AP =

∣∣∣∣∣ NTOF∑NSC
i=1 NTOF i

∣∣∣∣∣
AP = [AP1,AP2, · · · · · · ·APNsc]

A mechanism has been implemented to allocate the afore-
mentioned particles among the (SCs). based on APs. Specif-
ically, the dummy one is allocated to i-th SC having a certain
probability. Ultimately, the group with the highest (SOF) is
the one that relinquishes the dummy particle. Moreover, this
particular phenomenon applies to the emerging subcategory
within all SCs based on APs. Additionally, it is important
to consider the implications of this phenomenon. It is worth
noting that if a (SC) lacks any particles; it will undergo
modification by acquiring a new particle and thereafter
become a fresh SC through the use of a certain technique.

B. THE PROCESS OF IDENTIFYING AND CHARACTERIZING
STEM CELLS (SCs) AND THE PARTICLES THAT MAKES UP
THESE CELLS
As said earlier, particles that are examined within a spherical
region have the potential to settle at a location where
their magnitude is lower than the surrounding conditions
they are associated with. Moreover, this occurrence has
been visually represented following each search, with
the specific location of the SC and the particles being
interchanged. Moreover, in each iteration of the algorithm,
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TABLE 1. Gain setting in the tidal based HPS for different controllers.

FIGURE 10. Grid-Side converter of tidal based HPS with DDPMSG.

the (SCs) consistently exhibit reduced cost in terms of
the objective function value (OFV) as compared to the
particles within each set of particles. However, it is possible
for a group of superconductors to contain one or more
particles, resulting in these particles having a reduced cost
in comparison to other superconductors. Furthermore, this
particle demonstrates its superiority as a potential candidate
for the space search algorithm in the subsequent iteration.
Following each iteration, both particles and (SCs) have been
arranged in ascending order based on their objective function
(OF) values. The top-performing SCs have been identified
and designated as newerSCs.Additionally; the remaining
particles have been distributed across the aforementioned
newer super clusters.

C. TEST OF CONVERGENCE
Following a certain duration, it is possible that all the SCs,
with the exception of the highest quality ones, will be
eradicated, then all the remaining particles are allocated to
the superior SCs. In this scenario, there is no discernible dis-
tinction between the (SC) and all other particles. Moreover,
all of these particles, along with the subject complement,
exhibit comparable OF and occupy comparable positions.
The functioning of the algorithm gets ended if any one of the
under mentioned circumstances is reached.

In the event that the maximum number of iterations
has been attained. If the percentage of change seen
among the highest quality SCs in a series of consecutive
iterations remains consistently below the predetermined
threshold.

Fig.13 shows the convergence diagram (fitness value
versus number of fitness evaluations). All the algorithms
are testified for a particular number of fitness evaluations.
These fitness evaluations have been chosen in order to

TABLE 2. Results of the HSS based optimization in comparison to other
tools.

FIGURE 11. (a). Block diagram:Generator side . (b).Block diagram: Grid
side.

find out which particular algorithm produces best fitness
value. Because after that point the algorithms are not
able to reduce further. The convergence graphs depicted
in Fig.13 establishes that HSS algorithm is superior to
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FIGURE 12. The likely location of the particle within a 3D, indicated by
dashed lines.

FIGURE 13. Recovery of the dummy particle.

other conventional algorithms such as GWO,GA and PSO
in the context of convergence rate and minimum fitness
value. A higher convergence rate symbolises that a lower
fitness value would be generated within a certain specified
period. The convergence rate has been calculated with the
mathematical formula∑N

n=1 (fn+1 − fn)
N

fn stands for the fitness of n-th evaluation and N is the total
number of evaluations.

TABLE 3. Damping factor and eigen values of the proposed HPS.

IV. SIMULATION AND RESULTS
A comparative analysis has been conducted to assess the
transient responses of DFIG and DDPMSG based Tidal
turbines. Such as UPFC.Optimised outcome have been
studied with GWO, GA, PSO and HSS algorithms based
UPFC Controller. During observation it is noticed that
transient responses in case of DDPMSG with UPFC exhibits
better damping than DFIG based Tidal HPS. DDPMSG based
HPS’s performance has been further improved through HSS
based algorithm. It can be inferred that the transient responses
in case of DDPMSG based Tidal HPS with UPFC is better
than DFIG based system.

Transient responses for 5% step load increase in the Tidal
Turbine based HPS with UPFC is presented in [Fig.13 (a-f)].
It is noticed that for facing the mismatch of reactive
power during transient, reduction in the size of UPFC and
Tidal power generating unit require higher gain to offset.
Terminal voltage’s peak value variation occurs in accordance
with the sizing of the Tidal turbine. Results of HSS
based optimization [Fig.12] have been compared with other
techniques [Table.2].

Optimum gains of the PI and PID in UPFC based
DDPMSG have been tuned having 5% step increase in load
and tidal power. Optimum values for Tidal based HPS have
been shown. Optimized values have been determined with
the application of HSS optimization based UPFC. During
observation, peak values of the voltage deviation along with
settling time vary with the reduction in the dimension of
DFIG/DDPMSG based turbine [15(a-g), 16(a-e)].

A. STABILITY ANALYSIS
In addition, the stability study of the Tidal-based Hydro-
electric Power System (HPS) with Doubly Fed Induction
Generator (DFIG) and Direct-Drive Permanent Magnet
Synchronous Generator (DDPMSG) has been examined
using various analytical tools, including Bode plots, Nyquist
plots, circle criterion, and Popov criterion, as illustrated in
Fig.17 (a-e). The Nyquist stability criterion postulates that
a system will achieve stability when the feedback gain,
represented as k, satisfies the condition that the point -1/K
does not lie in the right half-plane of the stability plane. The
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FIGURE 14. Flow chart of HSS algorithm.

FIGURE 15. Convergence Curve for GWO,GA,PSO and HSS algorithm.

determination of the stability plane is contingent upon the
transfer function G(s), which serves as a representation of
the transfer function of the HPS. The establishment of the

FIGURE 16. (a-c).Comparative results of UPFC based DDPMSG and DFIG.

FIGURE 17. (a-h). Comparison of settling time of different parameters in
the hybrid System.

parameter K’s range is of utmost importance in guaranteeing
the stability of the Tidal diesel system. The proposed
control strategy is designed to meet the requirements of this
range, hence ensuring the system’s stability. The value of
K is constrained within the interval of negative infinity to
61.136. In addition, considering other significant stability
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TABLE 4. Comparison of participation factors of DFIG AND DDPMSG.

FIGURE 18. (a-d).Parameter outcome with random load inputs.

FIGURE 19. (a-c).Parameter outcome with PID,PSO+PID and HSS+PID
based optimization.

criteria such as Popov stability, the Popov line maintains
an arbitrary orientation. The determination of Fmin and
Fmax values occurs when the Popov line intersects the real
axis. The research conducted by Circle and Popov provide
valuable insights into the determination of the range of
K and the sector boundary criteria pertaining to voltage
stability.

Participation matrix indicates relationship in between
selected state variables with that of the eigen values.
Generally it represents the association between these right &
left Eigen vectors.

[P] = [p1 · · · · · · · · · · · · · pn] (15)

FIGURE 20. (a-f). Stability analysis and performance with HSS based
algorithm(a) eigen value plotting with DFIG(b) eigen value plotting with
DDPMSG (c) Nyquist plotting (d) Box plots for with HSS Algorithm
(e) Bode plotting (f)Popov criterion for stability analysis.

pi =


p1i
p2i
.

.

.

pki

 =


f 1iϕi1
f 2iϕi2
.

.

.

fkiϕik

 (16)

ϕki indicates the k-th row and i-th column of the
matrix[ϕ].Eigen values give an indication about the stability
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FIGURE 21. (a)The OP 5142 real-time digital simulator is utilized for conducting stability assessments. (b) A graphical
representation illustrating the sequence and interconnection of hardware components involved in the loop simulation. (c) A
visual depiction of the hardware configuration employed in the loop simulation.The graph displays the terminal voltage for
different control strategies: Violet represents the load change strategy, Blue represents the PID strategy, Green represents the
PSO-PID strategy, and Red represents the HSS-PID strategy. (d) This study investigates the performance of PID, PSO-PID, and
HSS-PID control strategies under random load conditions. (e) The effects of a 5% change in load input on the performance of
PSO-PID and HSS-PID control strategies are examined in this study. (f) The performance of PSO-PID and HSS-PID control
strategies under repetitive loading conditions is evaluated in this study.

of Tidal based hybrid power system under load variation and
uncertain Tidal power inputs.During observation it is found
that eigen values remain on the left side of the imaginary axis
of s plane. Eigen values in case of DDPMSG lie further left in
compared to DFIG based Tidal HPS indicating enhancement
of the damping as well as stability.

During the functioning of a real-time system, sensitivity
analysis can be employed to evaluate the effect of abrupt
changes (such as outages) on the system. Meanwhile,
participation factors can aid in comprehending the con-
tribution of specific generators or components to system
variables.Sensitivity analysis can assist in fine-tuning control
settings for best performance, while participation factors can
direct control strategies by prioritizing essential components.

B. REAL-TIME SIMULATION STUDY IN OPAL-RT
To assess the validity of the suggested control approach
and the efficacy of the corresponding system, a real-time
simulation is conducted using the OPAL-RT 5142 simulator.

The findings of this simulation are presented and analyzed
in the subsequent sub-section.Fig.18(a-b)This study aims
to combine a digital storage oscilloscope and an OPAL-
RT simulator into a Host PC running a 64-bit Windows
7 operating system with Xilinx v10.1 software. The multi-
area power system is simulated using an OPAL-RT simulator,
which is enhanced by the utilization of MATLAB 2011b
version and distributed processing to improve computational
speed. In addition, the Field-Programmable Gate Array
(FPGA) module is integrated within the system, operating at
a full-duplex rate of 2.6 gigabits per second. In addition, the
Simulink model has been implemented on an FPGA within
the RT-Lab real-time simulator. This was achieved through
cluster programming in order to enhance its speed and enable
distributed execution.

The aforementioned stages encompass the process of
constructing the Simulink model and implementing recom-
mended control techniques using s-functions available in
MATLAB. The model is conducted with a load change of
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5%, and the ensuing dynamic performance is illustrated
in [Fig.18].Here violet line depicts the variations in load
profile, whereas yellow, green as well as red curves
illustrate the deviations in system terminal voltage when
employing the traditional PID, PSO-PID, and HSS-PID
methods, respectively[Fig.21] The utilization of an HSS
optimized PID controller has been found to result in superior
dynamic performance of the system, as seen by reduced
settling time, overshoot, and undershoot in comparison
with traditional controllers. Consequently, drawing upon the
results elucidated in this investigation, one may deduce that
the HSS-PID controller emerges as the most advantageous
selection for the scrutinised power system owing to its
remarkable aptitude for voltage regulation.

V. CONCLUSION
This paper discusses the stability and optimisation of Tidal
HPS with Hyper Spherical Search (HSS) algorithm based
UPFC controller.UPFC as a leading custom power device
has improved the stability of Tidal system and established
its robustness in reactive power management. Optimization
and the System outcome at steady and transient state were
analyzed through the HSS based algorithm. It can be summa-
rized that the proposed HSS based DDPMSG system is more
stable and parameters demonstrate better performances in
terms of settling time,rise time,peak overshoot and damping
as mentioned in Fig.2. HSS is compared to GA, PSO,
and GWO to demonstrate its superiority in terms of both
running time and convergence speed.The hybrid home energy
system’s optimal operating point is thoroughly examined
and successfully attained, surpassing the findings of prior
research that utilized GA, PSO, and GWO. The convergence
curve is commonly considered the main qualitative indicator
for evaluating the convergence performance of algorithms.
Fig.15 illustrates the convergence curves, which represent the
rate at which GWO, GA, PSO, and HSS converge in search
spaces. Fig.15 demonstrates that the convergence curve of
HSS displays a notably smoother and more rapid drop in
comparison to GWO, GA, and PSO.

This approach is limited to selecting only continuous
variables and cannot pick the features of specific subsystems
using the continuous HSS technique. Thus, an additional
discrete component will be incorporated and linked to this
continuous process in order to choose the characteristic.
If there is a combination of continuous and discrete
variables, the search technique for the continuous com-
ponent follows the method described in the continuous
HSS, while the searching step for the discrete part is
modified.

Further it includes a real time experimental analysis
to validate the simulation results by the help of OPAL-
RT Platform. The efficacy of the suggested controllers is
assessed by stability analysis utilizing Eigen and Nyquist
plots. The evaluation of the suggested control technique in
the interconnected power system is performed utilising a real-
time digital simulation platform called OPAL-RT 5142.

TABLE 5. Tidal based hybrid power system.

APPENDIX
A1-

f (x, y) = xsin (4x)+ 1.1ysin (2y)

0 < X ,Y > 10,MINIMUM : f (9.039, 8.668)

A2-

f (x, y) = 0.5 +
sin2

√
x2 + y2 − 0.5

1 + 0.1
(
x2 + y2

)
− 10 < x, y > 10,min : f (0, 0) = 0

A3-

f (x, y) = −0.01e−0.2
√
x2+y2+3(cos2x+sin2y)

− 5 < x, y > 5,minimum : f (0, 0) = 3.4536

A4-(De Jong’s function)

f (x, y) = 0.1
(
x2 + y2

)
− 10 < x, y > 10,min : f (0, 0) = 0

A5-(Rosenbrock’s valley function)

f (x, y) = 100
(
y− x2

)2
+ (1 − x)2

− 10 < x, y > 10,minimum : f (0, 0) = 0

A6-(Rastrigin’s function):

f (x, y) = 0.1 ∗

(
10 ∗ 2 +

(
x2 − 10cos (2πx)

)
+

(
y2 − 10cos (2πy)

))
A7-(Griewangk’s function):

f (x, y) =
x2 + y2

4000
− cos (x) cos

(
y

√
2

)
+ 1

− 10 < x, y > 10,min : f (0, 0) = 0
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