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ABSTRACT Machines need to be able to recognize and understand complex visual surroundings to function
at their best in a variety of contexts. Here, we address the difficult problem of multi-object recognition to
obtain a sophisticated knowledge of complex visual environments, tackling issues such as size, occlusion,
fluctuations in object traits, and complicated backdrops. Our contribution is to provide novel methods
(Gaussian mixture model and mean-shift algorithms) for inferring multiple object segmentation in com-
plicated visuals, introducing a unique multiclass object classification strategy utilizing benchmark datasets.
Notably, by utilizing local appearance, texture, and geometry characteristics, our technique considerably
improves classification accuracy by integrating a Multi-Layer Perceptron (MLP) with area signatures and
local descriptors. By facilitating accurate object matching and identification based on local appearance,
texture, and geometric features, local descriptors are essential for collecting particular information and
regions of interest in images. When compared to state-of-the-art methods, empirical validation on MSRC
and Corel 10k datasets shows better performance, especially when managing object occlusion problems.
With an accuracy of 90.6% and 89.69%, respectively, our suggested system performs better than industry
standards for multi-object classification on both datasets, highlighting the significant progress our method
makes to the area of multiclass object classification in challenging visual contexts.

INDEX TERMS Gaussian mixture model, mean-shift segmentation, feature fusion, saliency map, multi-
object categorization, local descriptors.

I. INTRODUCTION

The Multi-object detection is essential for granting machines
the ability to comprehend and experience complicated visual
scenes. Multiple objects of interest must be located and
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identified simultaneously inside images or video streams to
complete the task. Machines must be able to discern vari-
ous objects in visual input in order to interact intelligently
with their surroundings. Real-world scenes usually contain
a range of objects with different sizes, shapes, orientations,
and spatial relationships [1], [2]. Traditional object detec-
tion methods centered around locating a single instance of
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an object within an image, but there is now a fast-growing
need for systems that can handle numerous objects at
once. Numerous applications, such as autonomous driving,
surveillance [3], [4], medical imaging, and robotics [5], [6],
depend heavily on these activities. Machines can comprehend
their surroundings, make wise decisions, and communicate
with the environment when they can detect and segment
objects [7]. One of the primary issues regarding multi-object
detection is coping, with the complexity and diversity of
object appearances [8], [9]. Objects may display differences
because of varying illumination, perspectives, occlusions,
and background clutter [8]. The inclusion of interesting
objects with varying scales and aspect ratios may also
increase the task’s complexity. It is vital to develop reliable
algorithms that can consistently locate numerous objects in
a range of situations in order to deal with these challenges
effectively. By giving each unique object in an image or
video a pixel-level label, object segmentation accomplishes
the task.

Segmentation offers a more precise understanding of
object borders and their geographic extent than object detec-
tion, which detects the bounding box of objects [9]. However,
handling variations in object appearance, occlusions, scale,
and crowded backgrounds presents challenges for object
detection. It is not easy to get precise and consistent detec-
tion in many environments [10]. On the other hand, there
are issues with precisely delineating object boundaries dur-
ing object segmentation, mainly when there are complicated
shapes, overlapping objects, and partial occlusions. The pre-
cise segmentation of objects at the pixel level remains a
research challenge [11]. Finally, difficulties with object cat-
egorization include deviations between object appearance,
class imbalance, a lack of labeled data, and generalizing to
unseen objects [12]. It is not easy to create models that can
categorize objects accurately under multiple circumstances
and adjust to new object classification. In this article, we out-
line a method for categorizing multiple objects to perform
multi-object detection using benchmark datasets to address
the difficulties in classifying more than objects in images. The
proposed system preprocesses the images in the first phase,
we efficiently segment images using two segmentation meth-
ods, Mean Shift Segmentation (MSS) and Gaussian Mixture
Model (GMM). The output of the two algorithms is compared
and examined in the second stage. The final stage involves
analyzing the detection of different regions and matching
the local descriptors and signatures [13] of the regions of
the images to classify various objects [14]. A vital aspect
of computer vision and artificial intelligence is multi-object
categorization. It adheres to the needs of a wide range of
industries and applications, including computer vision tasks
like object recognition and detection, vehicular autonomy for
secure navigation and avoiding hazards, robotics manipu-
lation, security, and surveillance needs to identify potential
threats, augmented reality and virtual reality for seam-
less incorporation of virtual elements, medical imaging for
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diagnosis and treatment planning, automated content moder-
ation and more [15]. Overall, multi-object categorization is
essential for automating processes, increasing productivity,
and improving user experiences across a wide range of sectors
and domains.

In this research, we strive to overcome the shortcomings of
existing approaches by incorporating new segmentation tech-
niques and a unique multiclass object classification strategy.
A novel methodology is suggested for object classification
that may result in improved performance over current tech-
niques by combining MLP with area signatures and local
descriptors. This novel approach encourages the pursuit of
novel directions in the domain of object segmentation and
categorization. The highlights and crucial contributions made
in this work are presented below.

In this article, feature detectors, local descriptors, and
multilayer perceptron have been employed for object catego-
rization to produce more precise findings. Two segmentation
techniques, the Gaussian Mixture Model (GMM) and the
Mean Shift Segmentation (MSS), are used to segment data
effectively. The result obtained from the two algorithms is
compared and analyzed. A feature detector called Maximally
Stable Extremal Regions (MSER) is used to identify areas in
an image that display consistent and recognizable intensity
variations across several scales. Robust and effective feature
matching across several images or scenes is made possible by
merging feature detectors and descriptors. The distribution
of gradient orientations in various local image regions is
determined by the Histogram of Oriented Gradients (HOG)
descriptor. A multilayer Perceptron(MLP) is employed for
multi-object categorization in an image. We compare two
benchmark datasets that are publicly accessible: MSRC
and Corel 10k datasets for multi-object detection and
categorization:.

o We use the Mean Shift Segmentation (MSS) and
the Gaussian Mixture Model (GMM) as segmentation
strategies for effective data segmentation. The outputs
from both methods are then compared in the next phase.

o We generate a saliency map by deriving the color, tex-
ture, and spatial features of an image.

« Next, we employed a variety of feature extractors and
MSER to compute local descriptors that were all gener-
ated from the saliency map. Finally, we merged all of the
features we had acquired.

o The assessments and experimental findings are per-
formed based on the GMM algorithm and MLP
approach on two different datasets.

The rest of the paper is structured as follows: Section II
is a full architecture discussion of the proposed multi-object
categorization paradigm. Section III discusses previous sys-
tems reviews and methodologies. Section IV discusses the
evaluations and experimental results based on MLP method-
ology and GMM algorithm. Lastly, Section V unveils the
paper’s conclusion, parameters, and considerations for future
study.
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II. LITERATURE REVIEW

According to references [17], [ 18], researchers have recently
introduced a variety of computer vision algorithms for image
segmentation and recognition. The first part of the pertinent
study discusses aspects like identifying objects and image
segmentation, while the second part focuses on multi-object
classification.

A. OBJECT SEGMENTATION

Different researchers have used numerous models to segment
and detect objects [19]. Hu et al. [20] suggested an improved
RCNN network that combines Region Regression and RCNN
to accurately recognize different objects in pictures. The
potential region’s size must be modified, though. Region
mean pooling was employed by Kuan et al. [21] to identify
objects in the context; however, this approach involves com-
puting complexity and expense, particularly for big images.
A three-stage video tracking approach, which includes detec-
tion, tracking, and assessment using MoAG segmentation,
was developed by Mahalingam and Subramoniam [22]. How-
ever, it might not sufficiently handle occlusions, complicated
backdrops, and shifting illumination conditions. Owing to its
substantial processing demands, this approach might not be
appropriate for scenarios requiring limited resources or real-
time applications. Chahyati and Arymurthy [23] make use
of mean shift as the primary tracker when the target object
was not hidden. To enhance the tracking results, the particle
Kalman filter was selected as the primary tracker. The system
was not effective when occlusion is present. RetinaNet is used
by Zhang and Zhang [24] to determine the various target
objects, and the Hungarian method is then applied to detect
them. RetinaNet is well known to govern object instances
accurately at varying scales, which makes it relevant to a
variety of applications. By methodically assigning and asso-
ciating identified objects, the Hungarian method’s inclusion
improves accuracy and fortifies the system’s overall effi-
cacy. The system’s accuracy is constrained by the notion that
a complex crowd lessens the detection accuracy. Accurate
object recognition [25] can be hampered by complex crowd
situations’ occlusions, overlapping objects, and complicated
patterns. This means that in cluttered situations, the system’s
performance may be less dependable, indicating a possible
disadvantage when used in scenarios with a high object den-
sity or complexity. A. Jalal et. al in their research employed
region based segmentation with decision trees to detect the
object and got 86.01 accuracy. Naseer and Jalal [26] used
fuzzy c-mean to segment the object from the image with
86.61 accuracy.

B. MULTI-OBJECT CATEGORIZATION

Many academics have invested their time and efforts in
developing systems for object categorization using various
methods. A thorough summary of studies pertinent to these
models is revealed below. The fluid force concept and scene
perception are used to find anomalies by Di et al. [27]. One
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class SVM made a choice based on the collected features
after extracting fluid and appearance features. The proposed
model was ineffective in various situations, therefore, the
method’s ability to adapt to different circumstances needs to
be improved. Lecumberry et al. [28] developed a measure
of form similarity and used the steepest descent minimiza-
tion technique to simulate the iterative shaping of each
object. They automatically classified a variety of things using
energy optimization. When working with many objects or
complicated scenarios, energy optimization strategies may
have scaling problems. The optimization challenge becomes
increasingly challenging and time-consuming as the number
of objects rises. In addition to labeled object categorization
algorithms, Shi et al. [29] suggested the MVFL-VC approach.
The approach’s potential in classifying labeled objects and
taking label correlations into account is acknowledged, but its
practical application is noted as perhaps limited. Its reliance
on a particular dataset for training has drawn criticism as it
could make it less flexible to adapt to different datasets or sit-
uations. Due to its limits in terms of generality and adaptation
to different settings, the technique may not be as useful as it
may be, which highlights the need for careful thought in real-
world applications. A context-based technique for identifying
saliency zones in images has been offered by Prabu et al. [30].
They generated featurepoints deploying a CNN model and
tested them on five datasets (Label Me, UITUC-Sports, Scene-
15, MIT67, and SUN) before using them, but they only
performed well indoors. In an outdoor context, the system
accuracy will be significantly reduced, when dealing with
complex environments with cluttered backgrounds, occlu-
sions, or numerous salient objects. The method of Shi et
al. aids in identifying study gaps in outdoor settings with
complicated surroundings, crowded backdrops, occlusions,
or plenty of conspicuous things. This lays the groundwork
for the significance of our actions in resolving these prob-
lems. Dong et al. [46] compare two distinct segmentation
approaches then for object categorization they used multi
kernel learning.

Comparing the methodology employed in this work to
cutting-edge object recognition and segmentation techniques,
there are many positive aspects. By combining classic
techniques like the Gaussian Mixture Model (GMM) for
segmentation, the Histogram of Oriented Gradients (HOG),
the Maximally Stable Extremal Regions (MSER), and
Accelerated-KAZE (AKAZE) for feature extraction with
the use of a Multilayer Perceptron (MLP) for detection,
our approach offers a distinctive blend of conventional and
contemporary methods. This hybrid technique may make
segmentation and detection assessments less complicated to
understand due to its interpretability. Because of the inherent
adaptability and fine-tuning aspects of our methodology, it is
possible to create a framework that is customized to specific
dataset properties and even to gradually progress towards
more sophisticated techniques.

Having been considered, the method offers an accept-
able alternative for accurate and resource-efficient object
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FIGURE 1. Block diagram of the proposed multi-object categorization system.

identification and segmentation by balancing the advantages
of modern and conventional techniques.

Ill. THE PROPOSED MULTI-OBJECT DETECTION AND
CATEGORIZATION

In this article, we present an innovative approach for catego-
rizing objects that correctly identifies and labels every target
object shown in the image. The first steps of the proposed
system include preprocessing, eliminating unwanted details,
such as noise elements, and adjusting object dimensions
across all data sets’ images. Then retrieved data are applied
to precise image segmentation using two different segmen-
tation algorithms —the Gaussian Mixture Model(GMM) and
mean shift segmentation(MSS). We are able to detect dif-
ferent objects of various sizes for all of the images in the
datasets by conducting a comparative analysis of signatures
and local descriptors inside the images and evaluating the
effectiveness of the multiple areas detector. In this paper,
we used the MSER feature detector for evaluating multiple
different regions. In the end, Multilayer Perceptron is used to
accomplish multi-object categorization. Time complexity is
also shown for both datasets using two distinct segmentation
methods. The architecture flow diagram for this research
work is shown in more depth in Figure 1. The comprehensive
schema shows step by step visual description of the pro-
posed methodology. The next subsections provide in-depth
explanations of the functions and processes of each of the
aforementioned modules. Figure 1 displays an overview at
a glance of the proposed model.

A. PRE-PROCESSING
The n Images are taken under various types of circum-
stances during preprocessing, including variable lighting and
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Salience Map

surroundings, which can cause the images to have noise and
high-intensity levels (see Figure 2a). In the adaptive weighted
median filter, neighboring pixels are given adaptive weights
based on weights based on their similarity to the center pixel
rather than applying a fixed-weight median filter to all pixels
evenly. The Adaptive Weighted Median Filter [31] reduces
noise while crucial image details are maintained. It offers
a versatile approach to denoising [32], either preserving or
suppressing image information [33] as needed by adaptively
assigning weights based on similarity. These filters employ a
P x Q sliding window that moves across each image. The fil-
tering procedure takes advantage of the image’s local statistic
weights. using Eq. (1).

c(Dis)varizj

Z =27, —
(a,b) 0 M”lij

ey

where ““c” is the scaling factor applied to the scale of the filter
frame (i.e., 3 x 3), “Z,” denotes the weight of the central
pixel of the filter frame, and “Dis” denotes the Euclidean
distance between pixels. The P x Q sliding window’s mean
and variance are represented correspondingly by the values
Mpn; j in Eq. (2) and varizj in Eq. (3). Figure. 2 is representing

FIGURE 2. Preprocessed images after removal of noise using AWMF with
filter frame 3 x 3.
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the filtered images after applying AWMF.
1 P—-1 o1
Mn;; = P0 Za:O szo la,b 2

1 P—1 0-1
2 .
varj; = E —1 za:() szo iq,p—Mn; 3

B. IMAGE SEGMENTATION

After the pre-processing stage, segmentation—the division of
an image into multiple sections or segments—is performed,
each of which corresponds to distinct objects or areas of inter-
est in the image, it is known as image segmentation [34] for
multi-object. Many techniques and algorithms are available
for segmenting images with numerous objects. This paper
analyzes two robust methods known for their efficacy in
object segmentation: Mean Shift Segmentation (MSS) and
Gaussian Mixture Model Image Segmentation (GMM) in this
section.

1) MEAN SHIFT SEGMENTATION

The Mean Shift Segmentation [30] technique is used in the
proposed system to segment an image into multiple areas.
The MSS algorithm estimates the local pixel density and
seeks the part of the image’s sample with the largest con-
centration of similar pixels. The MSS algorithm performs
density estimation iteratively to get the minimal local value
for density and then quickly shifts all pixels with a local
density close to the local minimum density to clusters with
comparable attributes [35]. This non-parametric clustering
method doesn’t rely on prior information about the objects or
image components. As a result, it can swiftly locate cluster
centers and carry out effective image segmentation. In the
meantime, the suggested technique calculates the minimal
local density value using kernel density estimation. At a
position of x, K(z) is estimated in D-dimensional space SP
for n pixels z_i, where i = 1, 2, 3,..., n. The formula is as
follows in Eq. (4).

1 2—Z

1 n
K (Z) = ; Zi:l hn_DK(h_z,) (4)

where £, is the window function’s (kernel density’s) width,
which is measurable by using Eq. (5) and Eq. (6).
hi(zi) = (1 —d (z) &)
hi(z;) = (h* hi(z) (6)
where h is a constant and d (z;)is the probability density
function of the specified pixel space. The given requirement
is met by the kernel density (window function) K (z) as given

in Eq. (7) and Eq. (8). Results from using the suggested MSS
technique on the MSRC dataset are shown in Figure. 3.

/K (dz=1 @)
/ 2K () dz = 0 ®)
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FIGURE 3. Image segmentation achieved through the mean shift
segmentation.

2) GAUSSIAN MIXTURE MODEL(GMM)

A function called a Gaussian Mixture is composed of several
Gaussians [36], each denoted by the cel,..., K, where K
denotes how many clusters there are in our dataset. The
following parameters are the components of each Gaussian
“c” in the mixture shown in Eq. (9).

o 1 defines the mean of the distribution

e > determines the width of the covariance. This would
be equal to an ellipsoid’s dimensions in a multivariate
setting.

e m is a mixing probability that determines the size
of the Gaussian function? The formula that follows
is the probability density function of a Gaussian
distribution.

1 *(X*;)z (9)
= e 20
Y o2m

Together, the Gaussian distributions in the GMM reflect
various data components or clusters, forming a mixed
model. Methods such as the Expectation-Maximization (EM)
method are used to estimate the parameters of each Gaussian
distribution, such as variance and mean, using the obtained
data. Figure. 4 shows the pictorial representation of the pdf
plot Gaussian distribution for multi-objects.
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FIGURE 4. Spatial distribution of multiple objects using Gaussian.

Component weights and variances/covariance are the two
values that parameterize the Gaussian Mixture Model. “u”
is the mean of the kth component of a Gaussian mixture
model, which has “k’’ components. The mixture component
weights are defined by “k” and are given for each component

37169



IEEE Access

A. Naseer et al.: Efficient Multi-Object Recognition Using GMM Segmentation Feature Fusion Approach

in Eq. (10).

P =3 mxy (10)

where m;, is the mixing probability that illustrates how
big or small the Gaussian function is and y is the
one-dimensional pdf of a Gaussian distribution. The mixing
coefficients are probabilities and must satisfy the con-
straint that the total probability [37] must be 1 [38] after
normalization as shown in Eq. (11). The output of the sug-
gested GMM method system’s Corel-10k dataset is shown
in Figure 5.

FIGURE 5. Statistical patterns of segmented images by GMM.

Object segmentation accuracy done by using pixel-wise accu-
racy. It is a metric that calculates the proportion of pixels [39]
in an image that are properly identified to all of the pix-
els in the entire image. Pixel wise accuracy is calculated
using Eq. (12). It is simple and easy to understand. It offers
an overall segmentation accuracy score for the complete
image.
Number of accurately identified pixels

PWA = 12
Total number of pixels (12)

As a result, the suggested system evaluates the segmentation
accuracy and computation time efficiency of the output of
the GMM and MSS algorithms. When compared to MSS,
GMM requires less computing time and yields more lucid
results. We used the GMM results for additional analyses
because they were more significant and superior to MSS’s
performance. Saliency maps will be produced in the next
phase by using different characteristics that were taken from
the segmented visuals.

C. SALIENCY MAP

A saliency map is a graphic depiction of an image where
specific areas are highlighted according to their prominence
or significance. These highlighted areas, also known as
“saliency regions,” are those that stand out from the sur-
rounding area and most successfully draw attention [40] from
the public. Various low-level features of the image, such as
A saliency map is a graphic depiction of an image where
specific areas are highlighted according to their prominence
or significance [41]. These highlighted areas, also known as
“saliency regions,” are those that stand out from the sur-
rounding area and most successfully draw attention from the
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public. Various low-level features of the image, such as color,
texture, and spatial location, are examined via a saliency map
to identify the salient regions.

1) COLOR FEATURES

When deciding [42] whether areas of an image are more
important than others, color characteristics are extremely
important. Colors that stand out and contrast with one another
are more likely to catch the eye. As a result, areas with these
color qualities [43] frequently stand out on the saliency map.
Features of a color might include things like hue, saturation,
and intensity [44]. In the saliency map, areas with distinctive
color qualities are highlighted.

2) TEXTURE FEATURES

The visual patterns [45] and characteristics included in an
image are referred to as texture features. Salient areas are
those that stand out from their surroundings with distinctive
textures [46]. To locate areas with distinctive textures, texture
analysis techniques [47] can be used, such as Gabor filters or
Haralick texture features. For instance, the textured surface
would be highlighted in the saliency map in an image with a
smooth, textured surface and a consistently plain backdrop.

(b)

FIGURE 6. (a) Color channels extracted from color features.(b) Texture
analysis of segmented images.(c) Spatial patterns depicted from spatial
features.

3) SPATIAL FEATURES

The positioning [48] and arrangement [49] of areas or objects
inside an image are referred to as spatial characteristics [50].
The centroid [51], bounding box [52], and geometric charac-
teristics [53] of objects are notable spatial attributes. Objects
that are positioned differently from the norm or that are at the
center of the visual frequently develop alienation. Saliency
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(a)

FIGURE 7. Saliency maps (a) Color channels (b) Texture analysis
(c) Spatial analysis (d) Saliency features.

maps of the segmented images by combining all feature maps
(color + texture + spatial) are shown in Figure. 7.

D. FEATURE DETECTOR AND LOCAL DESCRIPTORS

To get better results, two distinct types of features are
extracted and integrated. we applied a feature detector to
segmented images. Feature detectors pinpoint certain areas of
interest in images or data. These detectors have been designed
to endure various situations, including variations in scale,
rotation, and lighting. They seek distinguishing character-
istics that can serve as reference points [54] for additional
research, such as corners [55], edges [56], and blobs [57].

1) FEATURE DETECTOR: MAXIMALLY STABLE EXTREMAL
REGIONS

MSER works by identifying areas in an image that keep
steady across various thresholds [38]. These areas frequently
correspond to blobs or regions with consistent gradients in
texture or intensity. Based on the variance in the region’s
intensity or gray-level values under various threshold levels,
the algorithm below defines stability.

Detected features from saliency maps by maximally stable
extremal regions are shown in Figure. 8. The scale parameter
is time t, and bigger values result in simpler visual represen-
tations. Fig. 8 shows the results of KAZE features.

FIGURE 8. Stable regions are depicted by MSER feature detector.

2) HISTOGRAM OF ORIENTED GRADIENTS (HOG)

The HOG (Histogram of Oriented Gradients) local descrip-
tor [39] is a feature descriptor in the vision field. By dividing
images into small, overlapping cells and producing his-
tograms of gradient orientations inside these cells. It extracts
local gradient information from an image by breaking it
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FIGURE 9. Gradient Orientations depicted using HOG.

up into tiny, overlapping cells and producing histograms of
gradient orientations inside them. The horizontal and vertical
gradients are used to determine the HOG Descriptor. This
technique requires a single feature kernel, which can count
the “h” gradient from the image’s (Hj) (see Eq. 13) and
(Hy) (see Eq. 14) gradients using a Sobel operation. Features
extracted using HOG have been shown in Figure. 9.

[—1 0 +1

Hy,=|-2 0 +2 (13)
-1 0 +1
[ +1 42 41

H=|0 0 0 (14)
-1 =2 -1

H = /H} + H? (15)

where Hj Sobel horizontal matrix and H, Sobel vertical
matrix. We determined by applying the square root of the
gradients Hyand H,. The value of the gradient directionH
can be computed using Equation (15). To capture the varying
intensities in the image, gradients are produced in the “h”
and “v” dimensions. Based on the “h” and “v” gradients,
each pixel’s gradient orientation (angle) and magnitude are
computed. The value act as a representation of the local
gradient data as define in Eq.16 and Eq. 17:

2 2
o vll = v (Hiy — Hier)? + (Hiy — Hipsr)® (16)
@ (h,v) = atan2[(Hp,y — Hyt1,v) -Hpop1 — Hp)l (17

3) ACCELERATED-KAZE(AKAZE)

The feature extraction technique known as AKAZE,
or Accelerated-KAZE, is used in computer vision to find and
characterize key points or interest points in digital images.
AKAZE stands out for its effectiveness and adaptability. It is
appropriate for tasks demanding swift and precise feature
extraction since it is built to operate effectively in real-
time applications. AKAZE has scale and rotation invariance,
which allows it to identify and characterize key points in an
image regardless of their size or orientation. Additionally,
it is effective in circumstances involving object tracking since
it is resistant to affine transformations like shearing and
perspective distortions. AKAZE computes descriptors that
store details about the immediate picture region surrounding
each key point in addition to identifying key points. For
applications like image matching, object identification, and
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FIGURE 10. Corners, edges and blobs extracted by AKAZE.

image stitching, this makes it indispensable. The output
showcases the detected features by AKAZE in Figure 10.

4) FEATURE FUSION

In this section, we combine the previously acknowledged
qualities, including attributes obtained from HOG (F_hog),
MSER (F_mser), and AKAZE (F_akaze) characteristics.
According to reference [40], the feature vectors are first
normalized to provide uniformity within the merged feature
vector. After being averaged, the HOG, AKAZE, and MSER
features are joined together to create a full feature vector by
using Eq. 18. Resultant images after fusion have been shown
in Figure 11. Fused images passed to multi kernels for object
categorization.

Ffused = Fhog + Fakaze + Funser (18)

FIGURE 11. Integration of distinctive features extracted via HOG, AKAZE
and MSER.

IV. OBJECT CATEGORIZATION

This section describes categorization that doesn’t call on
previously determined classes. Instead, it looks for naturally
occurring cluster groups within a dataset based on similarities
or shared characteristics. In this paper, we define how the sug-
gested system achievesvarious object categorizations based
on numerous areas and signatures of the regions in complex
images using the Multilayer Perceptron (MLP) classifier.
When categorizing objects, a region R of an image “ i
(which contains clusters k of numerous items represented by
different colors) is initially set for the local descriptor D;
(i.e., HOG, AKAZE) and establishes the region R of
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image “ 1 . Using a function Fg from local descriptors D;
as Fg: D; < S, the signature S; is calculated. The following
mathematical formula(Eq. 19,20,21) is used to derive this Fg
conversion.

= Ikl Z, 12} Dk (19)
1 = |k|ZZ<D,,k CODy_Co" (20

ik = Z (Dy— CODy_CoT = 1)

where Dy stands for the descriptors of image *“ 1 that belong
to cluster k, Cy denotes the cluster’s center, |k| for the total
number of descriptors in the clusters,* k of each image in
a class, and “u;” for the average of clusters k’s centered
descriptors. The computation of an image’s signature is rep-
resented by w;x Then, w;j is turned into a vector called
Vi k. The concatenation of all the signature vectors V; ; for
each cluster in an image ““ i~ results in the signature vector
={Vi1,Viz,eooo... ,Vik}

A multilayer perceptron (MLP) classifier comprises multi-
ple layers of interconnected nodes, also referred to as artificial
neurons or perceptron. It is a feedforward neural network
model; it denotes a single direction of data flow from the
input layer to the output layer via the hidden layers [41].
Each node in an MLP classifier receives input signals from
the nodes in the layer above (as shown in Figure 12), pro-
cesses the weighted sum of the inputs using an activation
function, and then generates an output y (x) . The network
can learn complicated patterns and make non-linear decisions
due to the activation function, which brings non-linearities
into the system. Representing objects as feature vectors and
training [42] an MLP (as shown in algorithm 1) to orga-
nize them into several categories are the steps involved in
using a multilayer perceptron (MLP) for categorizing objects.
Any perceptron’s procedure could be described as shown
in Figure 12.

Algorithm 1 Multilayer Perceptron
Initialize input, output, and hidden layer, weights and
biases
1. Input x1 2, . » .,y (x),weights <= c randomly
2. DO compute (x1,2,....n,, y(x)) where xi 2, = {set
of features}, y (x)is original class y (x) is a label for the
predicted class.
a. Calculate output<— y(x)
b. measure error, J < y(x) — y(x)
c. Update w by using @ as given below:
AC = Cpew — Cold
3. Repeat 2 Until error 6 = 0 or start converging
Crew = Cold +a*P* x
a < learning rate

) < error
Return/Output: y(x)
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FIGURE 12. The architecture of MLP to object recognition.

FIGURE 13. Multi-objects classified and categorized based on learned
features and patterns by MLP classification.

In order to attain similarity throughout the entire image,
an image, however, contains many regions. Therefore,
Figure. 13 illustrates the object categorization method
using MLP.

V. EXPERIMENTAL SETUP AND ANALYSIS

This section provides thorough experiments that back up the
proposed paradigm. Tools from MATLAB and Google Colab
(Python) were applied for processing and experimentation.
A 2.4GHz Intel Core i7 processor, 16GB of RAM, and
Windows 10 Pro comprised the hardware setup. The tests
are broken down into three categories: feature identification,
local descriptor extraction from images, and segmentation
evaluation using MSRC and Corel 10k datasets. In the last
section, the model we recommend is contrasted with cutting-
edge techniques. In the final three subsections, there are
summaries of the dataset, performance metrics and findings,
and corresponding remarks.

A. DATASETS DESCRIPTION

1) MSRC DATASET

The MSRC-v2 dataset [42], [52] included 591 different kinds
of objects in dynamic contexts such as city structures, hilly
terrain, traffic signs, and beaches. The dataset consists of
12 distinct classes, such as bike, car, cow, chair, bird, flower,
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house, plane, signboard, tree, sheep, book, and building. The
images in the collection have a 213 x 320 resolution and each
image has a complex background.

2) COREL 10K DATASET

10,000 challenging images in 10 classes, with various sizes
and backgrounds, are part of the Corel-10k dataset. Twenty
classes, including a horse, deer, car, water, building, elephant,
plane, tree, tiger, bike, wolf, dog, boat, flower, bear, sky,
land, cat, bird, and fish, were the subjects of our experimental
evaluations.

3) EXPERIMENT 1: EXPERIMENTAL RESULTS USING
PROPOSED APPROACH

The suggested methodology has been used over the MSRC
dataset. Table 1 in the form of the confusion matrix showing
the accuracy for object categorization over MSRC dataset.
The Corel-10k dataset is utilized to test the experiments over
the proposed model and displayed using Table 2 in the form
of a confusion matrix [43]. It is evident from the table that
the offered methodology was able to attain an accuracy rate of
89.69% in this experiment. Table 3 gives object segmentation
accuracy of Corel 10k dataset while Tables 4 and 5 give us
computational time of both datasets MSRC and Corel 10k
respectively.

4) EXPERIMENT 2: EVALUATION USING OTHER
CONVENTIONAL

We have examined the suggested MLP-based multi-object
categorization method with other existing, related systems
using the Corel 10k datasets. Tables 6 and 7 provide a
comparison of our method with traditional state-of-the-art
procedures. When compared to other traditional models, the
suggested approach has improved the mean accuracy rate
to 89.69%.
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TABLE 1. Confusion matrix for object categorization using MLP accuracy on the MSRC-v2 [67] dataset.

Objects Bi Cw Ca Sp Dg Gr By Du Wr Fl
Bi 091 0.0 0.0 0.3 0.0 0.0 0.2 .02 .01 0.0
Cw 0.0 0.93 0.3 0.0 .0 0.2 0.0 0.0 0.0 0.0
Ca 0.0 0.4 0.84 0.0 .04 0.1 0.0 0.0 0.0 0.0
Sp 0.3 0.0 0.0 0.92 0.0 0.0 0.2 0.0 0.0 0.0
Dg 0.0 0.2 0.3 0.0 0.89 0.0 0.0 0.0 0.0 0.0
Gr 0.0 0.2 0.4 0.0 0.3 0.91 0.0 0.0 0.0 0.0
By 0.0 0.0 0.0 0.0 0.0 0.0 0.89 0.0 0.6 0.0
Du 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.92 0.1 0.5
Wr 0.1 0.0 0.0 0.0 0.0 0.0 0.5 0.1 0.90 0
Fl 0.2 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.95

Mean accuracy = 90.60%

*Bi = Bird, Cw = Cow, Ca = Car, Sp= Sheep, Dg = Dog, Gr = Grass, By= Bicycle, Du = Duck, Wr = Water, Fl = Flower

TABLE 2. Confusion matrix for object categorization using MLP accuracy on the Corel-10K [60] dataset.

Objects Ho El Bu Ap Tr Tg Bi Bd Fs Ld
Ho 92 0.0 0.0 0.3 0.0 0.0 0.1 0.2 0.0 0.0
El 0.0 .88 0.2 0.0 0.1 0.2 0.0 0.0 0.0 0.0
Bu 0.0 0.1 .84 0.0 0.4 0.2 0.0 0.0 0.0 0.0
Ap .03 0.0 0.0 90 0.0 0.0 0.2 0.0 0.0 0.0
Tr 0.0 0.1 0.4 0.0 91 0.3 0.0 0.0 0.0 0.0
Tg 0.0 0.0 0.4 0.0 0.1 .89 0.0 0.0 0.0 .02
Bi 0.0 0.0 0.0 0.0 0.0 0.0 .86 0.0 0.6 0.0
Bd 0.0 0.0 0.0 0.0 0.0 0.0 0.0 .83 .01 0.9
Fs 0.2 0.0 0.0 0.0 0.0 0.0 0.5 .01 .89 0.0
Ld 0.1 0.0 0.0 0.0 0.0 0.1 0.2 0.0 .01 90

Mean accuracy = 89.69%

* Ho = Horse, El= Elephant, Bu= Building, Ap = Airplane, Tr = Tree, Tg= Tiger, Bi = Bike, Bd = Bird, Fs = Fish, Ld= Land

TABLE 3. Object segmentation using GMM accuracy on the Corel-10k dataset.

Objects Accuracy
Ho 94.0
El 97.5
Bu 84.8
Ap 88.9
Tr 84.4

Objects Accuracy
Tg 82.4
Bi 87.0
Bd 86.8
Fs 92.3
Ld 83.3

Mean Segmentation Accuracy = 88.1%

TABLE 4. Comparison of object segmentation algorithms’ computing times on the MSRC dataset.

Objects GMM MSS
Bi 41.5 43.7
Cw 97.5 101.5
Ca 45.8 46.1
Sp 65.9 71.2
Dg 35.2 43.5

Objects GMM MSS
Gr 51.4 52.2
By 36.2 41.8
Du 172.9 201.5
Wr 29.8 333
Fl 76.5 78.2

GMM's average calculation time is 55.27s
MSS's average calculation time is 71.30 s

Figures 14 and 15 are showing ANOVA test to com-
pare the accuracies of both datasets Corel-10k and MSRC,
respectively.

Abbreviations used in this article are shown with their
descriptions in Table 8. This table contains a comprehen-
sive overview of all the abbreviations used in the text,
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together with the full forms or descriptions that relate to each
one.

VI. RESULTS AND DISCUSSIONS

In this research, we present an innovative way of segment-
ing images and processing them by combining two different
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TABLE 5. Comparison of object segmentation algorithms’ computing times on the Corel-10k dataset.

Objects GMM MSS
Ho 112.0 131.2
El 96.5 114.2
Bu 171.0 188.9
Ap 150.2 170.3
Tr 94.1 105.9

Objects GMM MSS
Tg 133.2 156.3
Bi 170.9 199.2
Bd 131.2 157.0
Fs 135.0 162.7
Ld 97.5 113.2

GMM's average calculation time is 129.16s
MSS's average calculation time is 149.89s

TABLE 6. Accuracy comparison for object detection of the proposed
approach to SOTA using Corel-10k dataset.

Procedures Overall Accuracy (%)
A. Ahmad et. al [60] 86.10%
N. Kahyan et. al[61] 56.31%
M. Bansal et. al[62] 85.90%
A. Ahmad et. al [67] 88.75%
Proposed system 90.6%

TABLE 7. Accuracy comparison for object detection of the proposed
approach to SOTA using MSRC dataset.

Procedures Overall Accuracy (%)
X. Long et. al[63] 81.0%

C. Cheng et. al [64] 83.70%
R. Rajaet. al.[65] 87.33%
Y. Zhao et. al [66] 79.20%
A. Ahmad et. al [67] 85.75%
Proposed Model 89.69%

Ovarall Accura]gg Comparison using ANOVA TEST among Procedures over Corel-10k dataset

Overall Accuracy (%)

20 1 1

Procedures

FIGURE 14. ANOVA TEST among accuracies over Corel 10k dataset.

TABLE 8. Abbreviations with their descriptions.

Abbreviations Descriptions
MSS Mean Shift Segmentation
GMM Gaussian Mixture Model
AKAZE Accelerated
HOG Histogram of Gradient
MSER Maximally Stable Extremal
Regions
RCNN R Convolution Neural
Network
MLP Multi-Layer Perceptron

segmentation strategies: The Gaussian Mixture Model
(GMM) and the Mean Shift Segmentation (MSS). In the next
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FIGURE 15. ANOVA TEST among accuracies over MSRC dataset.

step, the use of both approaches enables a thorough assess-
ment of their relative outputs, exposing possible benefits and
drawbacks. We also provide a comprehensive approach that
extracts color, texture, and spatial information for the creation
of a saliency map. This special combination captures a wide
variety of visual features, improving the saliency map’s accu-
racy. The saliency map is then used to generate a variety of
feature extractors and Maximally Stable Extremal Regions
(MSER) for the purpose of computing local descriptors. It is
noteworthy that these descriptions have been integrate.

VIi. CONCLUSION

Even though our suggested approach provides novel segmen-
tation methods and a distinctive classification scheme, it’s
essential to acknowledge its limitations. These include chal-
lenges with generalizing across different datasets, possible
sensitivity to parameter choices, and computational complex-
ity. Further studies have to concentrate on enhancing these
constraints in order to augment the technique’s suitability and
efficiency in real-world applications.

VIil. FUTURE WORK

Our next work will focus on enhancing scene recognition
and object identification. We are concentrating on improv-
ing algorithms to accurately and sensitively analyze scenes,
optimizing for use in real-time, and adjusting to various
environments. In order to ensure optimal model performance
in dynamic contexts, we also seek to handle temporal fluctu-
ations and dynamic situations.
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