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ABSTRACT In recent years, there has been a notable surge in the utilization of remote desktop services,
largely driven by the emergence of new remote work models introduced during the pandemic. These
services cater to interactive cloud-based applications (CIAs), whose core functionality operates in the
cloud, demanding strict end-user interactivity requirements. This boom has led to a significant increase
in their deployment, accompanied by a corresponding increase in associated maintenance costs. Service
administrators aim to guarantee a satisfactory Quality of Experience (QoE) by monitoring metrics like
interactivity time, particularly in cloud environments where variables such as network performance and
shared resources come into play. This paper analyses anomaly detection state of the art and proposes a novel
system for detecting interactivity time anomalies in cloud-based remote desktop environments. We employ
an automatic model based on LSTM neural networks that achieves an accuracy of up to 99.97%.

INDEX TERMS Remote work, interactivity time, anomaly detection, LSTM, cloud-based interactive
applications, remote desktop, QoE.

I. INTRODUCTION
Cloud-based interactive applications (CIA) are those appli-
cations whose major part of load runs in the cloud with strict
end-user interactivity requirements. They are also known as
cloud-based distributed interactive applications (CDIAs) [1]
or real-time interactive applications (RIAs) [2]. Examples
of CIA are remote desktop services, cloud gaming services
and interactive web applications [1]. In remote desktop
services, user interaction occurs by pressing a key or clicking
a mouse. The response corresponds to an update of the
screen content so fast that the user cannot perceive that the
application is not running locally. Services such as video-
on-demand or voice-over IP are not considered CIA because
they do not have interactions as defined above. These services
utilize audio/video data streams with temporal requirements
but without specific user interaction requirements with the
service.

The associate editor coordinating the review of this manuscript and
approving it for publication was Omer Chughtai.

In the CIA paradigm, users can connect from a local device
to a remote one as if they were sitting in front of the remote
device. The local device may have limited computational
resources and is referred to as a thin client in the context
of remote desktop scenarios. In the context of interactive
web applications, the local device can be a web browser
running on any device, while in cloud gaming scenarios,
it can be a gaming console, computer, smartphone, tablet,
etc. The remote device is typically a virtual machine running
on a shared server, although it can also be a dedicated
computer. The thin client captures mouse movements, clicks,
and keyboard keystrokes to send them to the remote device,
which is responsible for executing the applications. This
paradigm facilitates user mobility, allowing access from any
device and location, with minimal reliance on an internet
connection and lowered requirements for management and
maintenance, leading to cost savings.

The COVID-19 pandemic imposed remote work measures
in favour of public health. Studies [3] and [4] suggest
that approximately 40% of large and small companies
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expected 40% or more of their workers to adopt remote
work after the health crisis. Ultimately, of those workers
before the COVID-19 pandemic, nearly 50% became remote
workers [5]. It is estimated that by 2025, 70% of employees
will work remotely at least five days a month [4]. Many
of the services that enable remotework are within the scope of
interactive cloud-based applications. Specifically, the use of
remote desktops dramatically increased due to this situation.
In the information technology sector, the increase in remote
desktop deployment was 258% in 2020 [6], and spending on
remote desktop solutions doubled in 2021 [7]. Meanwhile,
other types of CIA such as cloud gaming solutions are
also booming, with this industry expected to reach a value
of $3.107 billion by 2024, representing a 54% increase
from 2019 [8].

These data reveal that CIAs such as remote desktops
are increasingly prevalent and require the development of
solutions to monitor Quality of Experience (QoE) [9], [10].
It’s crucial for cloud service providers to grasp users’
perceptions of the services they offer [11], [12], especially
as both personal and business applications transition to the
cloud, making perceived service quality a key differentiator
among providers [13]. Among the metrics that characterize
QoE, the interactivity time, the number of frames per
second, and the image resolution stand out. Interactivity
time [14] is the time elapsed between a user interaction
via keyboard or mouse and the on-screen update with the
result of the user interaction. This metric is also referred
to as responsiveness [15]. CIAs have particular interactivity
requirements and therefore the interactivity time metric is,
to a larger extent, responsible for the user experience. While
these requirements are present in applications running locally,
they become critical in cloud-based interactive services
because there is a network between users and the cloud.
The network introduces additional elements like latency,
jitter, packet loss, and bandwidth constraints. Moreover,
server computational resources are frequently shared among
multiple users, potentially impacting the end-user experience.

The literature suggests that further work is needed on
remote work communications [16]. In this work, we build
upon the extraction of interactivity time from a previous
study [14], using the system in a national parcel delivery
company with a network of remote desktops across different
offices. We collected data from real users to design a scheme
for the automatic detection of anomalies in interactivity time.
While there have been previous attempts to measure QoE
in remote desktops, as we will elaborate in state of the art
section, they frequently exhibit significant limitations.

This study presents a pioneering system aimed at pre-
emptively identifying operational issues in remote desk-
tops before they become perceptible to the user. Our
approach involves the implementation of an automatedmodel
employing Long Short-Term Memory (LSTM) neural
networks and supervised learning. Notably, no previous
work has addressed anomaly detection during interactivity

times, marking a significant gap in the existing research
landscape. We introduce, for the first time, available options
for anomaly detection and propose a viable solution based on
a comprehensive literature analysis, leveraging LSTM neural
networks.

The main contributions of this paper are as follows:
• We conduct an extensive analysis of the state of the
art in anomaly detection. We propose a novel and clear
categorization that can assist researchers in deciding
which method is more suitable for anomaly detection in
this or any other domain.

• We evaluate and identify the most suitable solutions
from the literature for quantifying QoE in CIAs.
Additionally, we highlight the drawbacks of current
solutions.

• We propose an innovative system for detecting anoma-
lies in interactivity time in cloud-based remote desktop
systems. This system enables service administrators to
assess the real-time QoE of their deployments.

• For the implementation of the anomaly detection
system, we employ LSTM neural networks due to their
inherent ability to capture long-term dependencies in
time series data.

• We present and discuss new research directions derived
from this paper with the intention of facilitating further
investigations.

The rest of the document is structured as follows: in
Section II, we evaluate the state of the art in QoE quan-
tification and anomaly detection. In Section III, we explain
the test environment we use and present the data used
for training and evaluating the anomaly detection model.
In Section IV, we describe the proposed LSTM model, the
features it employs, and the parameter adjustments we made.
In Section V, we evaluate the proposed model, achieving an
accuracy of up to 0.9997, a precision of up to 0.9367, a recall
of up to 0.9779, and an F1 score of up to 0.9569. Finally,
Section VI concludes the paper.

II. STATE OF THE ART
In this section, we delve into the analysis of the state of the
art. Firstly, we explore the current state of the art related
to acquiring interactivity time metrics. To achieve this, first
subsection is dedicated to outlining the primary options
identified in the literature. We elaborate on their operation,
advantages, and disadvantages. Also, we focus on the state
of the art in anomaly detection. For this purpose, the second
subsection conducts an extensive categorisation of existing
anomaly detection methods in the literature. We anticipate
that this categorisation will serve as a valuable starting
point for future implementations of anomaly detection,
regardless of the application domain. Finally, last subsection
summarizes the key conclusions from the two preceding
subsections, justifying the procedures followed and the
proposed anomaly detection model in this paper.
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TABLE 1. Comparison of techniques for measuring interactivity time.

A. TECHNIQUES FOR MEASURING INTERACTIVITY TIME
The literature currently presents two primary methodologies
for assessing QoE of remote desktops through the quantifica-
tion of interactivity time: Slow-motion benchmarking [17],
[18] and thin client latency analysis (TeCLA) [14]. Both
approaches aim to measure the interactivity time of remote
desktops. For more detailed and comprehensive information,
we recommend consulting the original papers.

Slow-motion benchmarking provides only an estimation of
interactivity time based on the patterns of network packets
exchanged between the thin client and the cloud server. When
a user interacts with an application through a remote desktop,
the thin client sends a request to the cloud server. This
request generates an increase in network traffic. When the
application located on the cloud server produces a response,
it sends it back to the thin client, generating another spike
in network traffic. Slow-motion benchmarking monitors the
network traffic to obtain the time elapsed between the
two traffic peaks. If slow-motion benchmarking captures
the traffic near the thin client, this elapsed time is an
approximation of the time the user perceives from interacting
via keyboard or mouse with the thin client to perceiving a
response on the screen. However, the methodology requires
instrumenting the applications on the thin client to prevent a
new user interaction until a response to the previous request
is received. Therefore, it is not suitable for measuring a
user’s real-time QoE, but only serves to characterize the
scenario under controlled conditions. Several works in the

literature employ the methodology described by slow-motion
benchmarking [19], [20], [21].

TeCLA provides another method to quantify QoE in
remote desktops, regardless of the protocol used, and without
the need to instrument the applications. The system is based
on an agent running on the thin client that collects timestamps
of keyboard and mouse interactions, as well as timestamps
of screen changes. By correlating these timestamps, TeCLA
extracts the interactivity time for each user interaction.
The interactivity time is, therefore, the sum of the time
taken to capture the interaction on the thin client, transmit
that interaction to the server over the network, process it
by the remote desktop system on the server, the time it takes
for the application to generate the response, the generation
of the screen refresh and its compression, the transmission of
that refresh over the network, and the display of the refresh
on the screen.

In summary, Table 1 shows the two primary methodologies
from the literature, along with their respective advantages and
disadvantages.

While these two proposals from the literature are consid-
ered the most effective for capturing interactivity time, the
dynamic nature of CIA service operations necessitates more
than static thresholds to gauge sufficient QoE. Administrators
require advanced anomaly detection and trend identification
systems to effectively manage these dynamic environments.
In the next subsection, we explore the existing options in the
literature to address these needs.
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TABLE 2. Comparison of anomaly detection methodologies.

B. TECHNIQUES FOR ANOMALY DETECTION
Anomaly detection involves identifying individual samples
or sets of samples that are substantially different from what
would be expected [22], [23]. Due to the novelty of the
interactivity time metric, to the best of our knowledge, there
are no previous works in the literature that specifically
address anomaly detection in time series of this nature.
However, the development of algorithms for anomaly detec-
tion is a well-established research field with over 30 years
of work [23] in various domains such as network traffic
monitoring and computer systems, cybersecurity banking
sector, and healthcare [24].

By definition, anomalies are rare occurrences because
if they were common, they would change the typical
pattern of the data. One immediate option for handling
observations or sets of observations that deviate from the
common pattern or distribution is to model the normal
observations. These anomalies can be global or local in
nature, leading the literature to distinguish between three
types of anomalies [22], [23], [24], [25].

• Point anomaly: An observation whose value is atypical
at any point in time.

• Contextual anomaly: An observation or set of observa-
tions that deviate from the usual pattern not because of
their value but due to the context (date, time, and/or
adjacent observations).

• Collective anomaly: Groups of observations where
individual observations alone are not anomalous, as they
can occur in a usual manner separately and in their
temporal context, but not consecutively.

There are several works in the literature that address the
classification of anomaly detection methods [22], [23], [24],
[25], [26], [27], [28]. From these studies, we extract some
common methods:

1) HEURISTIC MODELS
In this type of method, a maximum and/or minimum
threshold is selected, and it is compared when one or several
samples of the time series fall outside the limits defined by
these thresholds. Within these models, we find:

• Static Thresholds: The analyst manually selects the
threshold for each time series. They require prior
knowledge of the monitored metric. If the usual values
of the metric change, the analyst must repeat the
process. If the metric under study varies significantly in
magnitude following a periodic pattern, it becomes nec-
essary to define multiple thresholds based on date/time.
Otherwise, the ability to detect contextual anomalies
may be limited.

• Statistical Tests: The threshold is calculated based
on the data series model. For example, assuming the
data follows a Gaussian distribution and setting the
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thresholds at the mean ± 3 standard deviations or
considering percentiles [26], [29], [30]. This approach
does not take into account the temporal component and
the potential periodic nature of the samples.

• Baseline Models: For data with periodic temporal
patterns, the historical data can be used to estimate
normality over recent periods and apply thresholds or
statistical tests for anomaly detection. However, if the
pattern of normality varies over time, the baseline may
not be representative. Additionally, if past anomalies
represent a significant deviation in the magnitude
of the monitored metric, this can affect statistical
descriptors such asmean and standard deviation, making
it challenging for the baseline to function correctly [31].

• Density-Based Models: These models involve con-
structing a model that represents the density of
observations or the probability of encountering cer-
tain values. Less probable values are identified as
anomalies [23], [25], [26].

2) STATISTICAL MODELS
These models assume a specific model or distribution of the
data they try to fit. They involve fitting a statistical model
that allows for evaluating whether the underlying process
generating the data series has undergone any changes. Often,
these models use statistical fitting to predict future samples
and compare their prediction with the actual observation [24].
The error made in this process can determine whether the
sample is an anomaly. Within these models, we find:

• SARIMAX Models: These models are widely used
in the field of statistics for sample prediction. They
take into account previous samples (autoregressive
component), errors made in predicting previous samples
(moving average component), and the possible variation
in magnitude of the data series (differencing transforma-
tion component) [24].

• Exponential smoothing: It encompasses methods that
provide an estimation of the current observation based
on a weighted average of previous observations, follow-
ing an exponentially decreasing distribution according
to the age of the samples. This allows the model to adapt
more easily to new patterns in the time series. However,
in order to work properly with periodic time series,
manual adjustments to the model are required [29].

3) MACHINE LEARNING
These algorithms have been developed for use with multi-
dimensional observations without temporal reference. How-
ever, sliding windows can be used with a certain number of
observations or the time frame to which the sample belongs
can be included in the observation in the case of patterns with
periodic behaviour. Within these models, we find:

• Clustering: this technique assigns each observation to
different groups or clusters based on their relative
positions in the sample space. The distances of the

samples to the centre of their cluster (centroid) or the
size and density of the clusters provide a metric that
can be used to assess the abnormality of a sample.
However, the anomalous and non-anomalous samples
need to be highly distinguishable, making it difficult
to identify collective or contextual anomalies using
these techniques [23], [25]. Some methods within this
category include K-Means or DBSCAN.

• Nearest Neighbour: These techniques are based on
the assumption that normal observations, compared to
anomalies, exhibit closer proximity to other observa-
tions or are situated in regions of higher density.

• Classification: These methods involve training a model
to differentiate between normal and anomalous samples.
However, it is necessary to have a sufficient amount
of labelled data for the algorithm to undergo training.
Examples of algorithms belonging to this category
include One-Class Support Vector Machine (OC-SVM),
K-means, hierarchical clustering, or Decision trees.

• Ensemble: These methods use a combination of simpler
algorithms to achieve better performance than each
algorithm would achieve individually. The ensemble
can consist of multiple instances of the same algorithm
or model, or it can be formed by different algorithms
working together [22]. Some well-known ensemble
models include Isolation Forest, Robust Random Cut
Forest, Adaptive Boosting, Gradient Boosting, and
Extreme Gradient Boosting.

4) DEEP LEARNING
These algorithms utilize neural networks for anomaly detec-
tion. Similar to machine learning algorithms, this type of
approach does not require assuming any specific distribution
or process responsible for generating the observations [24].
Within the realm of deep learning models, we find:

• Convolutional Neural Networks (CNNs): These neural
networks are commonly used in image processing
and object detection tasks. They operate by applying
mathematical convolutions on n-dimensional matrices
using a sliding kernel matrix.

• Autoencoders: This type of neural network produces
a simplified yet representative version of the input at
the output, enabling the reconstruction of the original
values. It is commonly employed by training the
network on non-anomalous samples and assuming that
anomalous values will result in higher reconstruction
errors, facilitating their detection.

• Generative Adversarial Networks (GANs): GANs
involve the training of two independent neural networks,
the generator and the discriminator, in a competitive
manner. The networks aim to optimize their respective
metrics by improving their outputs through iterative
training. In the context of anomaly detection in time
series data, the generator network is trained to produce
samples that resemble the input time series. The
discriminator network is then trained to differentiate
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between real samples and artificially generated samples
produced by the generator. Once both networks are
trained, the discriminator can be directly utilized for
anomaly detection (considering anomalies as artificial
observations), or the difference between the generated
and real samples can be used as a reconstruction
error [32].

• Recurrent Neural Networks (RNNs): These neural
networks employ feedback connections within their
internal layers. These connections enable the networks
to retain information across time, improving their
performance on temporal data. Among the common
recurrent layers in this type of network are LSTM (Long
Short-TermMemory) and GRU (Gated Recurrent Units)
[24], [33]. One of the advantages of these recurrent
architectures is their ability to not only adjust their
internal parameters during training but also alter internal
memory variables as they process observations during
regular usage. This allows them to store information
from processed observations that may be useful for
subsequent ones, which is particularly relevant in the
context of time series data, where observations often
exhibit dependencies on immediately preceding values.
These recurrent networks account for the temporality,
periodicity, and repetitiveness of anomalies, making
them potentially useful for detecting point anomalies,
contextual anomalies, and collective anomalies.

Due to the significant increase in computational capacity in
recent years, the utilization of technologies such as Machine
Learning and Deep Learning for large-scale data applications
has become feasible, demonstrating their successful perfor-
mance in a wide range of tasks. Currently, there is a need and
opportunity to develop automatic algorithms that can enhance
the capabilities of existing systems [24] and allow for more
efficient utilization of available human resources [27]. In this
study, we aim to explore the implementation of LSTM neural
networks for anomaly detection in time series of interactivity
time.

For some machine learning problems, it is important to
consider information from nearby time steps. In such cases,
recurrent neural networks (RNNs) have shown satisfactory
results [34], [35]. However, when there are long-term
dependencies, as in the case of this paper [24], traditional
RNNmodels are unable to effectively capture them [36]. This
is why Long Short-Term Memory Networks (LSTM) were
developed to address these issues [36]. LSTM networks are
designed to overcome the limitations of traditional RNNs and
are capable of modelling long-term dependencies in practice.

In summary, we have compiled the primary anomaly
detection methodologies from the literature, including their
respective advantages and disadvantages, in Table 2.

C. SUMMARY
In a remote desktop deployment, monitoring user QoE is
crucial. Tools like Slow-motion benchmarking or TeCLA
provide interactivity time metrics, but it is imperative to

conduct contextual work to define the typical interactivity
times for each specific deployment. However, the operation
of these services is highly dynamic, and it is not sufficient to
define static thresholds on interactivity time to determine if
the QoE is sufficient. Administrators require more advanced
systems for anomaly detection and trend identification. These
systems should not only focus on discrete interactivity times,
but also analyse the time series of interactivity experienced
by the user. Among the two literature options, we selected
TeCLA for extracting interactivity times in this study,
motivated by the advantages listed in Table 1.
The nature of the input data, whether numerical data

sets, server logs, user text strings, or images, substantially
influences the methods employed for anomaly detection or
trend identification in each respective field of study [24],
[37]. There is an obvious challenge in using algorithms
developed in one field for another [22]. Moreover, with the
surge in simultaneous real-time monitoring [38], [39] and
the unprecedented volumes of data, which now reach tens
of terabytes per day in a single system [24], [27], new
difficulties and limitations have emerged. In the specific case
of information systems, many of the metrics used exhibit
strong relationships with human behaviour patterns, creating
temporal dependencies and periodicities (daily, weekly,
monthly, yearly, etc.) [40], which complicates their analysis.
In recent years, these systems have been experiencing
constant shifts in volume and structure [41]. Additionally,
the near-daily deployment of new services has significantly
heightened the complexity of monitoring and alarming in
such environments.

Given these challenges, the use of machine learning
and deep learning solutions [42] has increased, enabling
automation of parts of the analysis process. With these
tools, data classification, temporal estimations, and anomaly
detection can be successfully developed. For machine
learning problems that necessitate information from nearby
time steps, RNNs have demonstrated good results. However,
in the presence of long-term dependencies, as in this
case, traditional RNNs are limited. For this reason, LSTM
networks were developed to overcome these limitations,
enabling the effective capture of long-term dependencies in
practice. Hence, based on existing literature and the specific
characteristics of the data in this article (time series of inter-
activity time), we chose to employ LSTM neural networks.

III. DEPLOYMENT OF INTERACTIVITY TIME
MEASUREMENTS
From the options discussed in the state-of-the-art analysis,
we have opted to utilize the TeCLA methodology for
extracting interactivity times. In this section, we provide
a more detailed explanation of how we implemented this
methodology in two real-world environments to gather data
for developing an anomaly detection model using LSTM
neural networks. It is important to note that while we
have selected TeCLA for extracting interactivity times, any
literature option, such as Slow-Motion Benchmarking, would
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be suitable as input for the LSTM model to be described in
subsequent sections.

A. TeCLA DEPLOYMENT
The TeCLA methodology can be deployed in two operating
modes:

• Active mode: allows the emulation of user interactions
from the thin client. It generates periodic keyboard or
mouse inputs, enabling the collection of interactivity
time metrics at regular intervals. This mode provides
greater temporal visibility and does not require direct
involvement from the user.

• Passive mode: This mode allows for capturing samples
of the interactivity time as the user interacts with a
remote desktop. The interactivity time extraction tool
runs in the background and only collects measurements
when the user interacts with the thin client using
the keyboard or mouse. This mode enables real-time
monitoring of the actual QoE for users in the deployed
scenario.

The suitability of each operating mode depends on
the characteristics of each environment and the level of
granularity required. In some cases, service administrators
may not have the possibility to deploy in passive mode due to
administrative reasons (security policies, connectivity issues)
or because they are not interested in detailed QoE information
for individual users in managed remote desktops. Instead,
their interest lies in understanding the average perceived QoE
of a generic user infrastructure. In such cases, the active mode
is more suitable, as it simplifies the deployment process and
provides higher temporal granularity.

Figure 1 presents the procedure to extract interactivity
measures. The only difference between the passive and active
modes is who triggers the interactions with the remote
desktop. In the active mode, the process would be repeated
periodically using an automator (e.g., every two seconds),
while in the passive mode, it would be the user who
determines when the next interaction occurs in their normal
usage pattern.

FIGURE 1. Procedure for obtaining measures of interactivity.

B. SCENARIO AND AVAILABLE DATASET
The use of both modes in different scenarios allowed
us to have a representative dataset of interactivity time.

We deployed the interactivity measurement tool in active
mode to evaluate andmonitor the remote desktop architecture
in a university environment. With over a month and a
half of continuous monitoring, we were able to study the
behaviour of the university’s Virtual Desktop Infrastructure
(VDI), which includes instances based on both Linux and
Windows [43]. Additionally, we deployed the measurement
tool in passive mode in a national parcel company to collect
QoE data from 22 real users across 11 different offices. Each
user connects from their office to a remote desktop located
in the central corporate data centre using Citrix [44] and
Windows RDP [45]. The user’s thin client has a specific
installation for this type of equipment (Windows 7 Embedded
Standard), and the offices are located at different distances
from the data centre. Both types of deployments served as
sources of information for the development of the dataset
in this paper. From a network standpoint, the offices are
organized in a star network configuration with connections
to the central virtualization server. Each office benefits from
its own independent internet access, which is shared among
all users within the office. Tomaintain the effectiveness of our
measures throughout both our experiments, we thoroughly
assessed the network’s available bandwidth and latency in
both scenarios, eliminating any potential issues related to
congestion or packet losses.

Since we opted to develop supervised models, it is
necessary to label the samples through a labelling process.
It is the analyst’s task to determine which time intervals
in the dataset should be considered as anomalies. For both
data sources (active and passive interactivity time time
series), we collaborated with the service administrators of
the remote desktops in both scenarios to identify periods that
the machine learning model should interpret as anomalies.
Incorrect labelling of the training and evaluation dataset
can lead to the model learning incorrect behaviours and
patterns. The administrators have access to other sources
of information on incidents, which helped them to identify
periods in the available time series where the QoE of the
remote desktop deteriorated.

Figure 2 and figure 3 represent an example of two time
series labelled in passive mode and active mode respectively.
The labelling was done by the service administrators, and the
difference in time between samples is evident in each mode.
In the active mode, the samples are approximately equispaced
every two seconds, while in the passive mode, the samples are
separated based on when the user interacts with the remote
desktop.

A total of 22 different users were available for the passive
mode dataset. We measured the available samples over a
period of 20 days. We collected 109,144 keyboard or mouse
employee’s interactions. In the case of the active mode
deployment in the university environment, we monitored
26 days, comprising a total of 1,322,969 samples. Table 3
provides an overview of both scenarios. We reduced this
dataset to include only the days that had anomalies in order
to have a representative dataset for training the model.
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TABLE 3. Summary of the samples available for training and evaluation
of the models we propose.

As we will discuss in later sections, the features used for the
proposed model take into account that the data comes from
two different environments (different network, virtualization
software, clients, and servers, etc.). We carefully selected
the features to eliminate such variability. The measurement
tool originally provided information on metrics related to the
state of the thin client, such as CPU usage, RAM memory,
transmitted and received bytes, and consumed bandwidth,
in addition to the interactivity time metric. However, these
quality of service (QoS) parameters were not the focus of our
study.

We divide the main dataset into training and evaluation
sets. In our evaluation, the dataset is randomly split by day
and by user after the data fusion process, where all days of
all users are concatenated. In this way, we assign each day
to the training set with a probability of 60%. We use the
remaining days for evaluation. We train the models with the
training set, and then we evaluate their performance using the
evaluation set. It should be noted that, due to the temporal
nature of the dataset, this splitting of samples must be done
while respecting the membership of samples to a specific
day. For example, if the dataset has 10 days, 6 days will
be used for training and 4 days for evaluation. All samples
from the 6th day will be included in the training dataset. This
splitting should be done precisely to avoid mixing samples
from different days, which could lead to the network learning
unrealistic temporal relationships.

From the total available days of active mode time series,
we prepared the training and evaluation sets while respecting
whole multiples of days as closely as possible. We allocate
60% of the samples to the training set and 40% to the
evaluation set. In this case, we used a total of 272,275 samples
for training and 165,504 for evaluation, resulting in a ratio
of approximately 62.19% to 37.81%. Within the training set,
administrators labelled a total of 759 samples as ‘Anomalous,’
while in the evaluation set, they labelled 499 samples.

For the passive mode dataset, once again, we prepared the
training and evaluation sets while respecting integermultiples
of days as closely as possible. We allocated approximately
60% of the samples to the training set and 40% to the
evaluation set. In this case, we used a total of 28,992
samples for training and 17,541 for evaluation, resulting
in a ratio of approximately 62.30% to 37.69%. Within the
training set, administrators labelled a total of 1,040 samples
as ‘Anomalous,’ while in the evaluation set, they labelled
474 samples.

The anomalies present in figures 2 and 3 seem easily
distinguishable. Traditional methods such as heuristic or

FIGURE 2. Example of labelling of passive mode interactivity time series.

FIGURE 3. Example of labelling of active mode interactivity time series.

statistical models would have no problem in correctly
categorising the represented anomalous samples. However,
the available dataset exhibits certain peculiarities that limit
the utility of such methods. The dataset contains contextual
anomalies where the value of a sample alone may not
determine its anomalous nature, as the figure 4 shows.
Additionally, we observe the presence of background noise
or non-anomalous periodic behaviours that can potentially
be confused with anomalous patterns, emphasizing the
importance of temporal context in our dataset. Given these
data characteristics and a thorough review of the literature,
we have chosen to employ recurrent neural networks,
specifically LSTM, as they account for temporal, periodic,
and repetitive anomalies, making them potentially useful for
punctual, contextual, and collective anomalies.

FIGURE 4. Example of labelling of a complex active mode interactivity
time series.

IV. INTERACTIVITY TIME ANOMALY DETECTION MODEL
A. MODEL STRUCTURE
In this section, we address the development of the machine
learning model for anomaly detection in time series of
interactivity time. We considered two main objectives in
the design. Firstly, we prioritize the development of models
that require a smaller number of features. The smaller the
dimension of the feature space (fewer different features),
the fewer observations are needed to cover the feature
space. Additionally, observations of the same class become
more compact. This phenomenon is known as the curse of
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dimensionality [46]. A smaller number of features requires
a smaller volume of data, thus reducing the time required
to generate a dataset for training the models. This shortens
the time required for deploying the analysis tools in new
environments. Secondly, we aim to develop a model that
accurately detects anomalies in time series of interactivity
time extracted in both active and passive modes.

The Figure 5 depicts the final structure of the machine
learning model we employed for anomaly detection in time
series of interactivity time. The diagram does not show the
internal details of the LSTM models. We developed this
structure to be applicable to both types of time series: active
mode and passive mode.

FIGURE 5. General diagram of the model for anomaly detection in time
series of interactivity time.

The input to the general system is the time series of inter-
activity time, denoted as tInteractivity. The structure consists
of two stages. The purpose of the first stage is to perform
a regression task, i.e., predicting values. Subsequently, the
model uses this prediction to internally calculate the error
by comparing it with the actual values. The error is then
used to determine whether the samples are anomalous. The
purpose of the second stage is to perform a classification task.
In the case of the objective of anomaly detection in time series
of interactivity time, it is a binary classification, indicating
membership in the ‘Anomalous’ class (value ‘True’) or ‘Non-
anomalous’ class (value ‘False’).

Figure 6 illustrates the detailed structure of the first stage.
The figure does not show the internal details of the LSTM
models. Stage 1 processes the time series x of interactivity
time. This stage receives a window of N samples (x[n+N ]) of
interactivity time, and its objective is to estimate the average
of the next temporal window with a shift of 1 sample (i.e.,
a windowwith a new sample). For each window of N samples
of x, a new feature sample x ′ is generated. For each time
instant n, the mean of all samples from n to n+N is calculated
to form a new sample of x ′. The result is a vector of the mean
of each interactivity measure and the previous N-1 samples.
Next, this feature vector x ′ is standardized. Standardization
is a common practice in machine learning techniques that
facilitates algorithm convergence [35], [47]. It scales all
features to a similar range so that, regardless of their original
magnitude, they are comparable to each other. The result of
this transformation is a new distribution of samples x ′′ with
a mean µ = 0 and standard deviation σ = 1. To achieve
this, the mean of x ′ is subtracted and divided by the standard
deviation of x ′. The mean and standard deviation values must
be calculated during training and used during evaluation.

The standardized feature vector x ′′ is the input to the
LSTM network, which generates an output vector y. Each

FIGURE 6. Diagram of stage 1 of the model for anomaly detection in
interactivity time series.

element i of the vector y represents the estimation of the next
window with a shift of one sample (x̃i+1). Due to the previous
standardization, the result has a mean of 0 and a standard
deviation of 1. To obtain the vector of estimations for the
next windows (y′), the process needs to be reversed using the
original µ and σ values that were stored earlier.

Figure 7 illustrates the detailed structure of the second
stage. The figure does not show the internal details of the
LSTM models. Its objective is to generate an output vector o
whose elements are binary values to estimate the class
membership of the last sample in each interval.

The second stage receives as inputs the interactivity time
samples x and the vector y′ obtained from stage 1, referred to
as ‘prediction’ from now on. Using these inputs, the feature
matrix F is constructed, consisting of feature vectors fj where
j ∈ [0, 5]. The features employed in this second stage are:

• f0: Prediction
• f1: (Sample i) / Prediction
• f2: Mean(window[i-N,i]) / Prediction
• f3: Sample i
• f4: Sample i / Mean (window[i-N,i])
• f5: Sample i / Median(window[i-N,i])

Or expressed mathematically:

• f0 = y′

• f1 = x/y′

• f2 = µ(x[i− N , i])/y′

• f3 = x
• f4 = x/µ(x[i− N , i])
• f5 = x/Me(x[i− N , i])

FIGURE 7. Diagram of stage 2 of the model for anomaly detection in
interactivity time series.
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Each vector of the feature matrix F should be standardized
similarly to what was done in Stage 1. For each vector j
of F, the mean and standard deviation values from the model
training must be stored for evaluation purposes. The result
of this process is the matrix F′. The new feature matrix
serves as the input to the second LSTM network in the
architecture, which is designed to generate an output vector
o with values ranging from 0 to 1. Each element of o is then
subjected to a threshold (0.5) to determine itsmembership to a
specific class. In the case of the anomaly detection objective
in the time series of tInteractivity, the classification is binary,
indicating membership in the ‘Anomalous’ class (value > 0.5)
or ‘Non-anomalous’ class (value ≤ 0.5).
We implemented the proposed structure using Python

as the programming language. Specifically, we utilized
the built-in functionalities of Python, numpy [48], and
Pandas [49] for data management and processing. For the
implementation of LSTM neural networks, we employed
Scikit-learn [50] and Keras [51].

B. ADJUSTMENT OF MODEL PARAMETERS
In this section, we present the results obtained with the
classification system, as well as the methodology used in
the experiments. The experiments consist of four distinct
parts: a) processing the data to adapt it to the input format
of the network, b) randomly dividing the structured dataset
into training and evaluation sets for cross-validation, c)
constructing and training the models, and d) evaluating the
system. The processes of division, training, and evaluation
are repeated to ensure result consistency. Each repetition of
this sequence is referred to as an iteration.

We repeat the processes of division, training, and
evaluation multiple times using cross-validation to ensure
result consistency. We evaluate the results of the different
experiments and iterations using metrics commonly used in
the field of machine learning: Accuracy, Precision, Recall (or
sensitivity), and F1 score, defined in equations 1, 2, 3, 4,
respectively. All these metrics provide output values ranging
from 0 to 1.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

F1Score = 2 ·
Precision Recall

Precision + Recall
(4)

For all the available datasets, the model performs binary
classification. In the case of detecting anomalous samples in
time series of interactivity (tInteractivity), Class C1 corresponds
to samples labelled as ‘Anomalous’. This is the positive
class, and its label value is ‘True’. Lastly, Class C2 is the
complementary class and corresponds to samples identified
as ‘Non-Anomalous’. This is the negative class, and its label
value is ‘False’.

TP is the number of true positives (samples that the
model classify correctly as anomalous), FP is the number of
false positives (samples that the model classifies incorrectly
as part of class C1, anomalous samples), and FN is the
number of false negatives (samples that the model incorrectly
classifies as the second class C2, non-anomalous samples).
The precision metric reflects the model’s ability to correctly
classify the total number of samples identified as positive
(belonging to class C1, anomalous samples). In other words,
it reflects the tendency to classify samples as belonging to
class C1. On the other hand, the recall metric reflects the
model’s ability to correctly classify samples as belonging to
class C1 when they are part of that class. The F1 score metric
is defined based on precision and recall and provides a way
to quantify both metrics together.

Due to the nature of the dataset, we opted to maximize
recall. We prefer the model to correctly classify as many
samples as possible as ‘Anomalous’ in the time series
of tInteractivity. Maximizing recall over precision means
preferring to identify a sample incorrectly as ‘Anomalous’
rather than labelling it as ‘Non-anomalous’. This decision
also aligns with the proportion of labelling in the available
datasets. The dataset is highly imbalanced. We have a total
of 106 samples out of 39,798 labelled as ‘Anomalous’ in the
case of the dataset obtained in active mode, and a total of
165 samples out of 19,628 labelled as ‘Anomalous’ in the
case of the dataset obtained in passive mode. Due to the
small number of samples belonging to the classes of interest,
we prefer the neural network to prioritize identifying them
correctly and not opt for the opposite behaviour. This way,
the model prioritizes the identification of the opposite class
and making more errors with the ‘Anomalous’ samples.

The proposed model consists of two LSTM networks, one
for each stage. Each network has two layers, an input layer,
and an output layer. We use the rectified linear activation
function (ReLU) for the regression task in the first stage
and the hyperbolic tangent activation function (tanh) for the
classification problem in the second stage. The number of
neurons used in both stages is 20. The number of neurons
affects the learning capacity of the network. Generally, more
neurons can learn more complex patterns but may require
longer training time. However, increased learning capacity
can lead to overfitting, where the network easily learns the
training data but struggles to generalize patterns and makes
incorrect classifications or predictions on the evaluation data.
We have experimentally adjusted the value of 20 neurons.
Lower values showed limited learning capacity, while higher
values resulted in unsatisfactory results on the evaluation
dataset.

Both stages require an output layer. We use a layer called
Dense, as described in the literature [52]. The purpose of
this layer is to be fully connected to all neurons in the input
layer. Depending on themachine learning problem, the Dense
layer may have a different number of neurons. For regression
classification, where the output value is only one, a single
neuron with a linear activation function (commonly used
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for regression problems) is sufficient. For the second stage,
which involves binary classification, the model could use
two output neurons, where each activated output indicates
membership in a specific class. However, it is possible to
reduce the number of neurons in the Dense layer to one.
If the output is activated, it can be interpreted as belonging
to one class, while its deactivation can be interpreted as
belonging to the opposite class. This decision simplifies the
implementation and reduces the computational complexity of
training.

For both stages, we use the Adam optimizer [53] instead
of the traditional stochastic gradient descent. Adam is
computationally more efficient and has lower memory
requirements. To promote convergence during training and
prevent overfitting, we employ techniques such as Early
Stopping [54] and Model Checkpoint [55]. These techniques
help monitor the model’s performance during training and
stop the training process if no further improvement is
observed or save the best model weights during training,
respectively.

V. EVALUATION
A. EVALUATION OF ACTIVE MODE INTERACTIVITY TIME
SERIES ANOMALY DETECTION
Figure 8 shows the evaluation metrics for different window
sizes (N) that constitute the input to stage 1 of the model.
The figure represents the results obtained by the model on the
evaluation dataset, averaged over 100 iterations. The results
obtained are satisfactory for any window size value. There
is a slight improvement in the results as the window size
increases. However, the results start to deteriorate fromN=20
onwards. Therefore, for the final configuration, we choose
this value as the optimal window size.

FIGURE 8. Average evaluation metrics for different window sizes in the
tInteractivity time series anomaly detection model in active mode.

Figure 9 shows the classification result on the time series
of the evaluation dataset for a window size of N=20. The
classification result is positive. However, we observe the
generation of false positives. To facilitate visualization, the
figure 10 shows a temporal zoom on these intervals of time
with anomalous samples

FIGURE 9. Classification result on the evaluation set of the time series of
interactivity times obtained in active mode.

FIGURE 10. Zoom of the classification result on the evaluation set of the
time series of interactivity times obtained in active mode.

The figure 10 shows additional classification of anomalous
samples. We collaborated with the service administrators of
the remote desktops to identify the periods that the machine
learning model should interpret as anomalous. However,
these samples were not labelled as ‘Anomalous’ during the
labelling phase, as they did not meet the administrators’
criteria. In a real-world scenario, they could be considered
anomalous. It is challenging for the analyst responsible for
labelling the dataset to determine the boundary between an
anomalous and a non-anomalous sample. The administrators
did the labelling carefully; however, the network interprets
that the samples represented in yellow are ‘Anomalous’ due
to similarities. In a real implementation, this suggestion could
be useful, and it would be up to the analyst to confirmwhether
it is a false positive or a true anomaly.

Figure 11 shows the confusion matrix for the evaluation
dataset, demonstrating the correct functioning of the architec-
ture. The model misclassifies only 11 samples out of a total of
499 as ‘Not anomalous’. In this scenario, the architecture is
more prone to generating false positives due to the complexity
of labelling, the decision to prioritize recall over precision,
and the imbalance in the dataset. The false positive error
amounts to 33 samples.

Finally, table 4 summarizes the evaluation metrics for the
evaluation dataset using a window size of N=20.

TABLE 4. Summary of the evaluation metrics of the evaluation set for
anomaly detection in tInteractivity time series obtained in active mode.

B. EVALUATION OF PASSIVE MODE TIME INTERACTIVITY
TIME SERIES ANOMALY DETECTION
Passivemode interactivity time samples are not evenly spaced
in time. The first stage performs a regression task, predicting
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FIGURE 11. Confusion matrix of the evaluation set for anomaly detection
in tInteractivity time series obtained in active mode.

the value of tInteractivity for the next window with a shift of one
sample. When the samples are close in time (approximately
2 seconds), the prediction is easier as the transitions between
sample values are smooth. However, in passive mode, the
time interval between samples is determined by the user’s
actions. There can be a few milliseconds or minutes between
two samples depending on the user’s activity. For example,
when editing a document, the time between samples may
be determined by the typing frequency. But if the user is
engaged in a less active task, such as reading a document,
the frequency of clicks or keystrokes may decrease. In these
scenarios, the prediction task becomes more challenging.
Two distant timestamps may not have similar tInteractivity
values as they are less correlated than two samples obtained
within a few seconds. To address this issue, we artificially
generate a dataset with a constant sample frequency using an
interpolation process.

Starting from the beginning of the dataset, every T seconds,
the stage 1 model introduces an interpolated sample based on
the mean value of the tInteractivity samples from the previous
T seconds. Figure 12 shows the new interpolated time
series. The interpolated samples should be excluded when
calculating the evaluation metrics. Only the classifications of
real samples are taken into account. However, it is important
to correctly label the added samples as the second stage of the
architecture will learn from the available samples, including
the interpolated ones. A sample is labelled as anomalous
if the analysts label any of the passive measures within
the sampling interval T as anomalous. Additionally, during
periods of inactivity in remote desktops (holidays, nights,
etc.), no interpolation was performed.

We performed a sweep of the interpolation interval T
to determine the most suitable value for this variable.
The figure 13 shows the sweep and the preference for
an interpolation interval of 4 seconds. The figure shows a
decreasing trend in the evaluation metrics as the value of
the interpolation interval increases. The figure represents

FIGURE 12. Zoom on the passive mode interactivity time series using an
interpolation method.

FIGURE 13. Average evaluation metrics for different temporal
interpolation intervals in the anomaly detection model for passive mode
time series of tInteractivity .

the results obtained by the model on the evaluation dataset,
averaged over 100 iterations.

Figure 14 shows the evaluation metrics for different
window sizes N that form the input to stage 1 of the model.
The figure represents the results obtained by the model on the
evaluation dataset averaged over 100 iterations. The results
are satisfactory for any value of N. The sweep shows a
positive trend as the window dimension increases. The best
model achieves the best result with a sliding window size of
N=20. Beyond this value, the results deteriorate.

FIGURE 14. Average evaluation metrics for different window sizes in the
anomaly detection model of tInteractivity time series in passive mode with
a interpolation interval of 4 seconds.

Figure 15 shows the classification result on the time series
of the evaluation dataset for a window size of N=20 with a 4-
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FIGURE 15. Classification result on the evaluation dataset of the time
series of interactivity times obtained in passive mode using interpolation
techniques.

FIGURE 16. Temporal zoom of the classification result on the evaluation
set of the time series of interactivity times obtained in passive mode
using interpolation techniques.

second interpolated data using the mean. The proposedmodel
is able of generalizing the training data to the evaluation data.
The figure 16 shows a temporal zoom of the same data where
we observe an absence of interpolated samples.

Figure 17 shows the confusion matrix for the evaluation
set and the correct functioning of the architecture. The model
incorrectly classifies 19 samples as ‘Not anomalous’ out of a
total of 474.

FIGURE 17. Confusion matrix for the evaluation dataset of anomaly
detection in time series of tInteractivity obtained in passive mode using
interpolation techniques.

Finally, the table 5 summarizes the evaluation metrics for
the evaluation dataset using T = 4 s and N = 20.
Finally, there are hardly any differences in the results

obtained by themodel between the data obtained in active and
passive modes. Despite the different measurement scenarios,
the features we proposed allow for the elimination of the
dependence on the environment, office, and users fromwhich

TABLE 5. Summary of the evaluation metrics of the evaluation dataset
for anomaly detection in tInteractivity time series obtained in passive
mode and interpolation techniques.

the interactivity measures are obtained. We demonstrated
that thanks to interpolation, the results remain satisfactory in
scenarios with data obtained in passive mode.

C. COMPARISON WITH OTHER ANOMALY DETECTION
MODELS
To the best of our knowledge, no literature study has
proposed an anomaly detection model for interactivity times.
In this section, we compare the proposed model with other
alternatives.

We used the dataset described in section III-B to compare
the results of different models of anomaly detection. The
Table 6 compiles the models that exhibited the best results.
For comparison, we employed the same evaluation metrics
described in the results of the LSTM model proposed in this
article (Accuracy, Precision, Recall, F1-measure). Although
all models display good Accuracy values, they encounter
challenges with the Recall metric. While the evaluated
models excel at determining when a sample is not anomalous,
they struggle to identify anomalies satisfactorily. We attribute
this phenomenon to the imbalanced nature of the data—there
are very few anomalous samples compared to non-anomalous
ones, posing a challenge formodel learning.Moreover, unlike
RNNs and specifically LSTM neural networks, these models
do not consider the temporal information of interactivity time,
resulting in the loss of valuable information for determining
when a sample is anomalous. The results in Table 6 highlight
the suitability of LSTM-based models for time series of
interactivity time.

The results in Table 6 highlight the suitability of
LSTM-based models for time series of interactivity time.

TABLE 6. Comparison with other anomaly detection models.
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VI. CONCLUSION
Interactivity time is the time the user perceives from when
they interact with the application until they obtain a graphic
response. In this paper, we develop and implement a model
for anomaly detection in time series of interactivity using
machine learning strategies. We extensively analysed the
state of the art of anomaly detection and to the best of our
knowledge, no previous work targeted this scenario due to
the novelty of the studied metric. Our proposal addresses
a topic especially relevant in light of the prevailing remote
work trend. For the development of the model, we leverage
information available through a measurement tool based on
TeCLA deployed in a university environment and a national
parcel delivery company. We propose a single and novel
architecture based on two LSTM networks that allows us to
achieve the main objectives of the project: anomaly detection
in time series of tInteractivity in both active and passive modes.

Our proposal approach successfully employs a reduced
set of 6 features for the implementation of the machine
learning model. We validate the model using over 165,504
samples in the active mode case and over 17,541 samples in
the passive mode case. The model demonstrates satisfactory
results for both active and passive operation modes. For
anomaly detection in time series of tInteractivity in the active
mode, the proposed model achieves an accuracy of 0.9997,
precision of 0.9367, recall of 0.9779, and F1 score of 0.9569.
In the case of anomalies in time series of tInteractivity in the
passive mode, the model achieves an accuracy of 0.9995,
precision of 0.9957, recall of 0.9873, and F1 score of 0.9915.
These results clearly outperform other anomaly detection
models that we have also analysed.

We bring to light crucial aspects that were previously
unknown for the metric of interactivity time. We emphasize
the importance of accurately labelling interactivity time
datasets, fine-tuning model features through temporal win-
dows, and underscore the need to interpolate time series in
passive mode to achieve satisfactory model results.

As part of our future directions, this study delves into
sample-by-sample anomaly detection, opening up avenues
for refining the proposed model to analyse sample windows.
Furthermore, recognizing the crucial role of accurate dataset
labelling, we envision an exploration of unsupervised solu-
tions as an important next step. The model we have developed
has the potential to serve as a valuable tool for validating
future implementations in this area.
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