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ABSTRACT Conventional model-based probabilistic inference methods require increasingly complex
models to improve Electric Vehicle (EV) battery State of Charge (SOC) estimation. Deep learning methods
gained popularity in recent years with their model free estimations. However, practical constraints such
as insufficient training data, model complexity for real time implementation, and generalization on new
dataset hinder performance reliability. Another major practical drawback of the data driven deep learning
approach is its poor convergence from an unfamiliar initial error state as training dataset does not adequately
accommodate these practical error scenarios. This paper proposes an ensemble method that uses a weighted
estimate of the Central Difference Kalman Filter (CDKF) and Nonlinear Autoregressive with Exogenous
Input (NARX) to accurately estimate SOC in the early stages of degradation. We employ a parallel ensemble
estimation method that reduces the estimation bias, improves generalization, accuracy, robustness, and
reliability of the estimator. We propose a pre-estimated voting weight to combine the ensemble algorithm
and employ the CDKF covariance dependent method as the optimum approach for initializing the ensemble
system to achieve a robust convergence performance. The state converges on an average of 136 time-steps
when initialized halfway from the true state. The average Mean Absolute Error (MAE) performance of
the ensemble method is about 0.5 % with an average training data of about 31,041 time-steps. The model
was validated using conventional drive cycle data and was shown to outperform its individual ensemble
members and gated Recurrent Neural Networks (RNN) such as Gated Recurrent Unit (GRU), Long Short-
Term Memory (LSTM) and the Bidirectional LSTM (BiLSTM).

INDEX TERMS State of charge (SOC), batterymanagement system (BMS), bidirectional LSTM (BiLSTM),
central difference Kalman filter (CDKF), drive cycles, gated recurrent unit (GRU), long short-term memory
(LSTM), nonlinear autoregressive with exogenous input (NARX), SOC convergence.

I. INTRODUCTION
The increasing awareness of the impact of carbon emissions
on our environment has led to an upward shift towards
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electric vehicle (EV) adoption. Many developed countries
are looking toward increasing EV adoption by the end of
the decade [1], [2]. However, studies have shown that range
anxiety is one of the major hinderances to the popular
adoption of EV [3], [4], [5]. Nonetheless, studies have
suggested that reaching for more accurate and reliable
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SOC estimation methods in EV can help alleviate this
problem [6], [7], [8].

For EVs to compete with internal combustion engines,
charging time has to reduce to the 5-10 minute range [9]. Fast
charging tends to momentarily increase battery temperature,
hysteresis, and diffusion resistance which adversely affects
the ability of simple algorithms to accurately estimate State
of Charge (SOC). A robust and accurate SOC estimation
algorithm is important to achieve effective fast charging.
Moreover, the demanding and sensitive application of
EVs require advanced SOC estimation algorithm (SOC
estimators) that can enable Battery Management Systems
(BMS) efficiently exploit battery pack capabilities [9]. EVs
require robust SOC estimation algorithms that can handle
the dynamic voltage response of the battery to the EVs
aggressive current demand at varying operating temperatures.
Maximizing the life cycle of EV batteries also require
maintaining the battery at manufacturer’s recommended
operating SOC. Operating the battery pack outside the
recommended SOC can be a safety concern [10]. There has
been a lot of research over the past decade on improving
the SOC estimation accuracy of BMS. Commonly researched
methods are data driven machine learning approach and
Bayesian Probabilistic Inference methods. With the recent
advancements in deep learning, various deep learning
methods have been successfully applied to estimate SOC
with admirable accuracy [11], [12]. Gated Recurrent Neural
Network (RNN), among other deep learning methods has
achieved tremendous success in estimating SOC because of
their ability to capture the complex temporal dependencies of
battery states [11], [13].
Song et al. combined Convolutional Neural Network

(CNN) and Long Short-Term Memory (LSTM) network [14]
to estimate SOC. However, the real time implementation
of both deep networks is costly. Vidal et al. [15] achieved
an improved SOC accuracy with transfer learning on an
LSTM network pretrained on a different battery. However,
caution must be taken to avoid domain mismatch and
larger datasets are often required to fine tune. Terala et al.
proposed a novel high performance Neural Network (NN)
SOC estimation approach using Stacked Encoder-Decoder
Bi-Directional LSTM [16]. However, they also suffer from
fluctuating-SOC [17] effects frequently seen in deep learning
applications. In addition, they also require a very long
sequence of historical data to produce a stable output [18],
[19], [20]. On the other hand, probabilistic inference methods
such as Extended Kalman Filters (EKF), Sigma Point
Kalman Filter (SPKF), and Particle Filter estimates SOC
by using battery models, hence it requires less data for
implementation. Plett proposed an Enhanced Self-Correcting
(ESC) cell model for implementing EKF [21], [22] and
SPKF [23]. Hu et al. also proposed a multiscale framework
with EKF to estimate SOC and capacity [24]. The Bayes
probabilistic based methods combine cell model with Bayes
inference algorithm to eliminate noise uncertainties. How-
ever, its accuracy heavily depends on the accuracy of the

model developed [16]. Data driven algorithms are preferable
to model-based filtering algorithms because they do not
require complex model design and parameter identification.
However, model based filtering algorithms are better trackers
of battery states especially when the state initialization is
uncertain [25].

Recent trends have shown tremendous benefits with the
hybridization of data driven methods and model-based meth-
ods as they are more accurate, robust, and free of fluctuating
outputs. He et al. proposed a series Feed-Forward Neural
Network with Unscented Kalman Filter (UKF) to filter the
fluctuating output SOC [26]. Tian et al. estimated SOC with
a LSTM Network in series model with a Kalman filter [27].
Yang et al. also proposed using the UKF to filter out noises
in the LSTM output SOC [13]. Similarly, UKF was used to
filter out noise output from a Nonlinear Autoregressive with
Exogenous Input (NARX) network by Qin et al. [28]. The
downside to this series filtering design is that the instability
of one estimator may lead to a significant error of the
output.

Alternatively, this paper proposes a parallel ensemble
algorithm that combines two ensemble members (in this case
NARX and Central Difference Kalman Filter (CDKF)) to
gain an improved performance than either of its ensemble
members by taking advantage of their salient properties
[29]. The proposed method estimates the ensemble members
concurrently, hence improving the runtime speed of the
algorithm. We propose using the closed-loop feed-back
NARX network to feedback the output SOC as input at
every iteration, hence, mitigating vanishing gradient problem.
We also propose recalibrating the NARX network to prevent
complete divergence by forcing the feedback SOC at voltage
boundary voltages and at specified ensemble variance point.
We estimated the weights of the ensembles by using the
offline performance inverse of the ensemble member on the
Dynamic Stress Test (DST) training. This weight can then be
subsequently updated online when the variance of the ensem-
ble members reaches some specified limit indicating a drift in
estimations.

The contribution of this paper is summarized as follows:
1. A simple novel method of estimating SOC is proposed

using CDKF and a relatively inexpensive NARX which is
compatible for online state estimation.

2. An effective convergent method and monitoring tech-
nique in an online scenario is proposed.

3. The proposed model achieved an impressive perfor-
mance accuracy which is robust under various temperatures.
The performance was validated with 3 standard drive cycles
at 8 discrete temperatures.

The rest of this paper is organized as follows:
Section II discusses the details of the experimental

data and Open Circuit Voltage (OCV) data preprocessing
method.

Section III explains the proposed model and algorithm.
Section IV discusses the results.
Section V presents the conclusion.
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II. DATA AND METHODOLOGY
A. PERFORMANCE METRICS
SOC performances can be viewed in terms of estima-
tion speed, accuracy, robustness, and rate of convergence
from inaccurate estimates. The proposed algorithm has
a constant computational cost (O(1)), because input at
every iteration is fixed. The computation speed will vary
only with the BMS processor design. Hence, this paper
focuses more on accuracy, robustness, and convergence
performance. The Mean Absolute Error (MAE) is used to
evaluate the performance accuracy while the number of
iterations in seconds is used to evaluate the convergence
performance.

B. EXPERIMENTAL DATA
Publicly available CALCE dataset was used for modelling
and performance verification [30]. The two important
datasets needed are the Open Circuit Voltage (OCV) data and
the dynamic drive cycle data. The OCV data was collected
by fully charging and discharging the battery at C/20 [30],
[31]. The dynamic data set was collected by passing current
profiles of DST, US06 and FUDS through 18650 Lithium
Iron Phosphate (LFP) batteries at 8 discrete temperatures
and the voltage response of the battery was obtained. The
average data points collected per temperature for the training
data is about 31,041. The nominal capacity of the battery
tested is 1.1 Ah, the nominal voltage is 3.3 V, and the
upper and lower cutoff (bound) are 3.6 V and 2.0 V
respectively. The battery continuous discharge current was
limited to 30 A [31].

C. OCV DATA AND MODEL
The OCV is the terminal voltage of the battery when the
battery is in equilibrium [32]. The OCV data is required in the
output equation of the CDKF. It is experimentally impossible
to obtain the OCV for every discrete state. Hence, there is
a need to approximate using a polynomial expression. The
CALCE OCV data were obtained at various temperatures:
−10◦C, 0◦C, 10◦C, 20◦C, 25◦C, 30◦C, 40◦C, and 50◦C
by charging and discharging the test cell at C/20 at the
specified temperature [26], [31]. A commonly used approach
of estimating the true OCV by taking the average of the
charge and discharge OCV [33], [34] was applied. OCV
linear function of temperature and SOC was developed as
shown in (1) and (2) for possible computation online by
BMS. The pseudo-inverse of (1) can be performed offline
to obtain variables v1 and v2 from estimated true OCVs
on the right-hand side of the equation. Having obtained
v1 and v2, (2) can then be performed online to estimate
OCVs at untested temperatures. Experimental true OCV
value at 25◦C was used to verify the performance of the
Least Square Approximation. An acceptable MAE value of
4.23 mV was obtained as shown in Fig 1(a) to validate the
performance of the OCV model. It should be noted that the
accuracy of the CDKF highly depends on the accuracy of

FIGURE 1. (a) OCV plots of the LFP battery at 25◦C showing the estimated
OCV (solid blue line), approximate OCV from data (solid red line),
measured discharged OCV (short black dash line) and measure charged
OCV (long black dash line) (b): DUF drive–cycle dynamic charge-discharge
profile at 25◦C.

the OCV approximations.
1
1
1
1
...

T1
T2
T3
T4
...


[
v1(z)
v2(z)

]
=


OCV1(z,T1)
OCV2(z,T2)
OCV3(z,T3)
OCV4(z,T4)

...

 (1)

OCV (z,T25) = v1 + (T25 ∗ v2) (2)

where T1, T2, T3, T4 and T25 are the test temperatures. v1,
v2 are the estimated parameters. z is the SOC, andOCV is the
input OCV data.

D. DYNAMIC STRESS TEST (DST)
DST is a 6-minute sequence of power steps with seven
discrete power levels designed by the US Advanced Bat-
tery Consortium (USABC) to simulate a dynamic charge-
discharge regime of an EV battery demand [25], [35]. The
DST profile is scaled and repeated with respect to battery and
test demand. DST is a good excitation signal for obtaining
battery dynamic properties. This dynamic profile shown in
Fig 1(b) is used to obtain the preliminary performance and
weights of the proposed algorithm.
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E. SUPPLEMENTAL FEDERAL TEST PROCEDURE (US06)
US06 is a 596 second test procedure used to simulate an
aggressive acceleration of highway driving condition at a top
speed of 80.3 mph and an average speed of 48.37 mph over an
8.01-mile distance. The US06 is also referred to as EPAUS06
or Supplemental Federal Test Procedure (SFTP) [36], [37].
Similar to other drive cycles, the charge-discharge current
can be scaled to the maximum current of the battery under
test. The US06 drive cycle is used to verify the performance
of the proposed algorithm as discussed in Section IV of
this paper.

F. FEDERAL URBAN DYNAMOMETER SCHEDULE (FUDS)
FUDS is an end-to-end 1372 second power dynamic regime
estimated using FUDS vehicle time-velocity profile, scalable
to the peak power or capacity of the battery under test [35].
This profile can be scaled to battery under test parameter
requirements. Fig 1(b) is a plot of the driving profiles
scaled for the battery under test. The FUDS drive cycle
is also used to verify the performance of the proposed
algorithm. The integration of the 3 drive cycles (DST-US06-
FUDS) is abbreviated as DUF drive profile in the rest of
the paper.

III. ESTIMATION ALGORITHMS AND MODELS
A. NARX
NARX is a recurrent dynamic NN architecture used to model
input-output nonlinear systems. NARX uses the present
input, past input and past output to model the nonlinear
system dynamic [28]. NARX is employed in the battery
SOC estimation due to the time series dynamic properties in
Lithium-ion batteries [38]. In a NARX network, the output of
the network at a given time step is fed back as an input to the
network at the next time step, along with its delayed input.
This is the major architectural contrast between NARX and
other RNN where feedback connections are mainly found in
the hidden layers [39]. NARX as a function of the input and
output delay expression is shown in (3) below [38], [40]:

y (n+ 1) = f
(
y
(
n− dy

)
; x (n+ 1) , . . . , x (n− dx)

)
(3)

where f (.) is the mapping function of the NARX, y(n) is the
output at time step n, x(n) is the input at time step n, dx is the
number of input delay, and dy is the number of output(layer)
delay. A more explicit form of equation (3) with weights and
bias expressions of the hidden layer is shown below in (4).

y (n+ 1) = f0

(
b0 +

∑N

h=1
whofh(bh +

∑dx

i=0
wihx (n− i))

+

∑dy

j=0
wjhy (n− j)

)
(4)

where f0 (.) and fh (.) are output and hidden layer nonlinear
functions, b0 and bh are the output and hidden node biases
respectively,wihis the weight vector of the input-hidden node.
who is the weight vector of the hidden to output node and wjh
is the weight vector of the layer to hidden node. The NARX

design is of two main forms: the Open-Loop NARX (OLN)
or Series-Parallel Network and the Closed Loop NARX
(CLN) or Parallel Network. For BMS applications, theNARX
Network can be used in Open-loop form or the Closed Loop
form. Our BMS application requires both forms for effective
training, but online implementation requires just the Closed
Loop form.

1) OPEN LOOP NARX
This architecture uses target value as feedback input instead
of the output from the previous time step Fig. 2(a) below is a
network representation of OLN.

The simple expression for the OLN is shown in (5) below:

ŷ (n+ 1) = F
(
y(n), y(n− 1), . . . , y

(
n− dy

)
, x(n+ 1)

x(n), x(n− 1), . . . , x (n− dx)

)
(5)

where F(.) is the mapping function of the open loop NARX,
x(n) is the input at time step n, y(n) is the target value at
time step n, while other variables used are the same as in
equations 3 and 4.

2) CLOSED LOOP NARX
This architecture uses output from previous time step as
feedback input. Fig. 2(b) is a representation of CLN.
The mathematical expression for the CLN is as shown

in (6) below:

ŷ (n+ 1) = F
(
ŷ(n), ŷ(n− 1), . . . , ŷ

(
n− dy

)
, x(n+ 1),

x(n), x(n− 1), . . . , x (n− dx)

)
(6)

where ŷ(n) is the output variable at time step n, while other
variables are as represented in equation (3), (4) and (5).

3) NARX NETWORK DESIGN AND TRAINING
Similar to other RNNs, hyperparameter tuning and method
of training play a huge role in the model’s performance.
It is impossible to train the network model for every
discrete operating temperature, hence, we chose to train the
network at temperature intervals of −10◦C, 0◦C, 25◦C and
50◦C. A MATLAB integrated development environment and
its time-series libraries were used in training and model
implementation of the network. Algorithm 1 provides a step-
by-step procedure to effectively train the NARX model for
BMS application.

As shown in Algorithm 1,line 7, it is very important to sort
the training data chronologically. This can be easily done in
MATLAB using net.divideblock or net.divedeind. Levenberg
Marquardt backpropagation is employed in training the
network because it is a blend of gradient descent and Gauss
Newton algorithm [41]. This makes it relatively faster than
the Gauss Newton and harder to get trapped in the local
minima. Since models are trained at discrete temperatures,
estimating SOC at untrained temperature makes use of the
nearest available temperature model.
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FIGURE 2. (a) Open Loop NARX Network (Series-Parallel Network) (b): Closed Loop NARX
(Parallel) Network.

B. CENTRAL DIFFERENCE KALMAN FILTER METHOD
(CDKF)
The CDKF maps points through a model and uses a weighted
means to estimate the system’s state. CDKF is a non-
linear Bayesian probabilistic inference model where selected
points around the mean of the estimated value is propagated
through the function f(x) and the output is weighted to
obtain the state estimate and the covariance [42], [43].
We use CDKF rather than EKF because it performs better
at lesser or equal computation cost [44], [45], [46], Also,
CDKF need no derivatives which can be difficult to compute
for some complex nonlinear function [42], [44], [47]. The
CDKF, among other SPKF family uses Sterling polynomial
interpolation to derive covariance and mean weight function.
CDKF has just one tuning parameter hence has relatively
simpler implementation and marginally better accuracy in
comparison to UKF [23]. CDKF methods require battery
model dynamics for the state model. Hence, we applied a
robust equivalent circuit model (Enhance Self Correcting)
[21] shown in (7) below. The state variables are the SOC
(z(k)), diffusion current (iR(k)), and hysteresis parameter
(h(k)). The output variable is the voltage (v(k)) as shown

in (8). z [k + 1]
iR [k + 1]
h [k + 1]

 =

 1 0 0
0 ARC 0
0 0 AH

  z [k]
iR [k]
h [k]


+

−η [k]1t
/
Q 0

(1 − ARC ) 0
0 (AH − 1)

 [
i [k]
sgn (i [k])

]
(7)

v[k] = OCV(z[k],T [k]) +M0s[k] +Mh[k]

−

∑
j

RjiRj [k] − R0i[k] (8)

whereARC = exp−(1t/RC),AH = exp−(Hη [k] i[k]1t/Q),
i [k] is the input current, Q is the cell capacity, η is the
coulombic efficiency. While the observation parameters
are the instantaneous hysteresis parameter (M0), dynamic
hysteresis parameter (M ), charge transfer resistances (Rj)
and the solution resistance (R0) respectively. The Resistance-
Capacitor function (ARC ) in (7) was gotten using system
identification. The observation parameters (M0, M ,Rj,R0)
in equation (8) were obtained using least squares to fit
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Algorithm 1 NARX Network Training
Input: Drive-Cycle current, voltage response, temperature
Target: SOC
Output: CLN model
//NARX Network Design and Hyperparameters
1 Network choice type : Open loop NARX
2 Input Nodes: 2; No of Targets: 1
3 No of Hidden Layer and nodes: 1 hidden layer, 5 nodes
4 No of Input delay:2; No of feedback (layer) delay: 2
5 Activation function: tansig

//Weight Training
6 Backpropagation Algorithm: Levenberg Marquardt
7 Data Preprocessing: sort in chronological block form

// use net.divideblock in Matlab
8 for Temperature = -10, 0, 10,20,25,30,40 50//
9 Start Training
10 while (training conditions are not met)// wait

here till the conditions (Error Gradient, Error
Correlation, MAE, Iteration) are met

11 Stop training and Close the Network Loop
12 Test Closed Loop Network (CLN) performance
13 if (CLN Performance < acceptable range)
14 Retrain in CLN //transfer learn in closed loop
15 else
16 Save the CLN model.//save at various temp.
17 end if
18 end for loop

the difference between the terminal voltage(v(k)) and the
OCV (z[k],T [k]) while simultaneously evaluating the best
hysteresis dependent factor (H ) to minimize the error. The
CDKF Bayesian algorithm for estimating the states is as
shown in Algorithm 2 below.

C. ENSEMBLE NARX—CDKF
An ensemble algorithm is the combination of two or more
domain algorithms in a systematic manner to achieve a
stable and more accurate result than its individual algorithm.
We use DST drive cycle as the weight performance drive
cycle because of its good excitation properties. We propose
estimating the ensemble weights of the base learner from
DST preprocess offline performance. We also propose using
covariance slope of the CDKF as a convergence monitoring
system for the ensemble model. A detailed procedure
showing the inter-relationship of the base models and the
ensemble is shown in Algorithm 3 below.
Fig. 3 shows a block illustration of the offline algorithm.

This algorithm is suitable for real time BMS application
because the bulk part of the algorithm is evaluated offline
before installation to the EV. Fig. 4 shows online part of the
algorithm to be embedded on a BMS. (9) below shows the
weighted expression for estimating the combination of the

Algorithm 2 CDKF Offline Preprocessing and Online
State Estimation
Input: Drive-Cycle current, voltage response, temperature
Output: SOC, diffusion- current, hysteresis, covariance.
// CDKF Offline preprocessing.
1 Collect the OCV Charge-Discharge of the battery at

−10, 0, 10, 20, 25, 30, 40, 50(◦C)
2 Use the Discharge OCV capacity at 25◦C as the

nominal capacity.
3 Estimate the model parameters of the ESC Model

with the preprocessed drive cycle data.
4 xk = g (xk−1, uk−1,wk−1) // state equation
5 yk = h (xk , uk , vk) // output equation
6 X+

k−1 =

{
x̂+

k−1, x̂
+

k−1 + γ
√
(P+

x̂,k−1), x̂
+

k−1

−γ
√
(P+

x̂,k−1)
}
where γ =

√
3

// CDKF Online Algorithm
7 X x,−k,i = g

(
X x,+k−1,i, uk−1,wk−1

)
8 Yk,i = h

(
X x,−k,i, uk,wk

)
9 x̂−

k =
∑p

i=0 αmi X
x,−
k,i ; where, αmi=0 =

1
2γ 2 ,

αmi̸=0 =
γ 2

−L
γ 2 ,L = length(xk ) // prior state

10 ŷk =
∑p

i=0 αmi Yk,i. //p = 2∗L, prior output
11 Pȳ,k =

∑p
i=0 αci

(
Yk,i − ŷk

) (
Yk,i − ŷk

)T
// prior

output-covariance
12 P−

x̂ȳ,k =
∑p

i=0 αci

(
X x,−k,i − x̂−

k

) (
Y − ŷk

)T //prior
cross- covariance

13 Lk = P−

x̂ȳ,kP
−1
ỹ,k // kalman gain

14 save: x̂+

k = x̂−

k + Lk
(
yk − ŷk

)
, // state output (SOC).

15 save: P+

x̄,k = P−

x̄,k − LkPȳ,kLTk // Covariance output
16 return to Algorithm 3.

estimates of the ensemble members.

SOC (k) =
Wn ∗ NARX_SOC(k) + Ws ∗ CDKF_SOC(k)

Wn + Ws
(9)

where the Wn(1/NARX_MAE) is the contributing weight
of the NARX pre-estimated offline on File-2 DST data.
Similarly, Ws (1/CDKF_MAE) is the contributing weight of
the CDKF pre-estimated offline on File-2 DST data. The
NARX_SOC(k) is the iterative online estimated SOC at time-
step (k) by the NARX model. Similarly, the CDKF_SOC(k)
is the iterative online estimated SOC at time-step (k) by the
CDKF Algorithm 2. The MAE is used here in weighting to
avoid putting more weights on rogue noise outliers that might
completely throw off our estimations.

D. MITIGATING PERFORMANCE LOSS
The proposed model does not encompass a battery lifetime
model. Hence, as the battery ages, the SOC estimation
accuracy drops, and the variance of the ensembles tends
to drift apart. However, the covariance of the CDKF,
the feedback SOC and the variance of the ensemble are
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FIGURE 3. Offline block diagram of the ensemble CDKF-NARX algorithm, the thick arrows represent a bus of signals (current, voltage, temperature, and
SOC).

Algorithm 3 Ensemble Algorithm
Input: Drive-Cycle current, voltage response, temperature.
Output: SOC, convergence point.
1 Estimate preprocessed SOC and MAE with NARX

model generated from Algorithm 1
2 Estimate preprocessed SOC and MAE with CDKF

algorithm (Algorithm 2)
3 Compute the running weights Wn, Ws of the model

algorithms by inverting the offline pre-estimated NARX
MAE and CDKF MAE respectively.

4 while k ̸= 0 // Recurring ensemble online estimation
5 if (k = 1) and (C=1) // run convergence only if the

BMS is starting from off state
6 C = C+1 // avoid running convergence twice
7 initialize the SOC using voltage.
8 Run CDKF Algorithm 2 to converge the SOC
9 Wait here till Algorithm 2 Covariance slope is

close to zero and save convergent point
10 end
11 Estimate online NARX_SOC with the NARX

model output from Algorithm 1
12 Estimate online CDKF_SOC with CDKF

Algorithm (Algorithm 2).
13 Compute Estimated SOC(k) with Equation (9)
14 save SOC(k) as SOC Estimate
15 if (N mod k = 0),

NARX_SOC = CDKF_SOC = SOC(k)
16 if Ensemble Variance is > 0.25, recalibrate the

weights to penalize the ensemble member with
larger uncertainty

17 end.

mitigating(correcting) factors to reduce the performance
drop. The feedback SOC is used to reinitialize the state of the

NARX when the battery is at boundary voltages. The CDKF
covariance(uncertainty) estimate is also used iteratively to
adjust the kalman weights. The variance of the ensemble
members is used to adjust the ensemble weights, using the
additive properties of the variance.

E. CONVERGENCE DESIGN
It is sometimes the case that EV batteries need replacement
or for some reason there is power loss to the BMS. Hence,
it is highly important for BMS SOC estimator to return
to an acceptable error boundary close to the true SOC as
quickly as possible. It would be expected of a superfast
charging EV SOC to converge as quickly as possible to
prevent overcharging. However, online BMS cannot truly
verify its SOC convergence accuracy because the true SOC
state is unknown and can only be estimated. We addressed
this issue by using the CDKF covariance to drive the estimate
towards convergence, while using the covariance slope to
indicate the convergence point. Our decision to use CDKF
as the convergence algorithm is based on its relative pre-
evaluated convergence performance of the NARX and the
CDKF as seen in Table 1.

IV. RESULTS AND DISCUSSION
The performance of our proposed ensemble SOC estimator
is evaluated on accuracy, convergence speed, and robustness.
We verified the performances using the 2 CALCE dynamic
data files, each consisting of the 3 drive cycles (DST, FUDS,
US06). File-1 was used for system Identification of battery
model for the CDKF and weight training for the NARX.
The DST part of File-2 was used for offline ensemble
weight estimation. The rest of File 2 (FUDS, US06) of the
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FIGURE 4. Online block diagram of the ensemble CDKF-NARX algorithm. The thick arrows represent a bus of signals (current, voltage, temperature and
SOC).

TABLE 1. Offline convergence performance test result on DUF drive cycle.

data was used for testing the performance of the proposed
method. The MAE was used here as the performance metric
because it has a 1:1 scale when compared with the actual
SOC. Hence, making error interpretation easier. We first
evaluated the convergence of the ensemble members at
various temperatures to decide the best approach to design
the initialization.

A. NARX CONVERGENCE TEST RESULT
Even though the RNN algorithms are good estimators, their
ability to converge while starting from a wrong SOC is
rarely evaluated in literature. Convergence is technically
irrelevant in OLN because OLN uses the last known true
SOC to converge after one iteration, and the last known
true SOC is unavailable for online applications. Hence,
we tested the CLN convergence performance alongside the
CDKF convergence performance on DUF drive cycles at all
available temperatures. We choose the minimum acceptable
convergence limit to an absolute error value of 0.03. The
closed loop NARX converges better at low SOC for most of
the test temperatures. Fig. 5(a) shows the observed typical
convergence pattern of the CLN. The CLN was tested at all
available temperatures with an initial offset of 0.5 (50%) from
the actual SOC. Convergent points at all tested temperatures

FIGURE 5. (a) NARX convergence test at 20◦C, inset shows the convergent
point of the CLN. (b) CDKF convergence test at 20◦C, inset shows the
convergent point of the CDKF.

are provided in Table 1. Our interpretation of the convergence
of NARX is that the NARX learned to associate the very low
voltage of the battery to zero percent SOC. We also believe
that poor convergence of CLN stems from the lack of similar
initialization condition in the training data. In conclusion,
the NARX convergence property cannot be trusted in BMS
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FIGURE 6. (a) Steady-state performance plot and error plot of ensemble estimates on US06 drive cycle at 0◦C (b) Steady-state
performance plot and error plot of ensemble estimates on US06 drive cycle at 50◦C.

application as complete discharge cannot be guaranteed in
BMS daily operation.

B. CDKF CONVERGENCE TEST RESULT
Similar to the NARX convergent test experiment, convergent
experiment was performed on the CDKF algorithms under
the same condition. The actual SOC is at 1 (100%) while the
initialized SOC is at 0.5 (50%). It can be seen in Fig. 5(b)
that the estimated SOC converges quickly to the true SOC
after 87 iterations. This shows that the covariance properties
of the CDKF enable quick convergence. Hence, this validates
our reasoning behind the use of covariance property of
the CDKF as an initialization method. Table 1 shows the
convergence performance comparison between CDKF and
NARX. It illustrates the time it took for the algorithms
to converge to an AE of less than 3% SOC at various
temperatures. The AE is the absolute value of the difference
between the true SOC and the estimated SOC, while the
convergence time is the number of iterations it took for our
algorithm to come to less than 3% of the actual SOC. It should
be noted that the algorithm would not absolutely converge on
the exact SOC since the battery is in continuous operation and
the true state changes with time. The presence of noise in the
system is also another reason the actual state will never be
reached. However, the error should be within our acceptable
tolerance limit, usually estimated with consideration of the

battery’s overcharging and undercharging allowance limits.
It took the NARX on average about 9326 seconds to
converge, while the CDKF converges on an average of
48 seconds as shown in Table 1. The CDKF performs well
in convergence, because of its ability to estimate covariance
errors. As seen in Table 1, there is no convergence at 50◦C
for the NARX algorithm, and we consider this an outlier
in computing the average NARX convergence. However,
it can still be concluded with the available data that training
NARX on conventional drive cycle will not perform well
when initialization is far off. However, NARX provides better
estimation stability than the CDKF when the estimate is in
the ballpark of the truth. Once again, the true SOC will
not be known in a working BMS, therefore knowing the
convergence performance of the estimator by absolute error
is impossible. We therefore propose using the correlation
property of the CDKF covariance and convergence. Since
the estimated covariance always tends to remain constant
when the SOC converges, we use the slope of the covariance
to determine the time of convergence. We use a slope
value of 0.0001 on error bounds (SOC ± 3 ∗

√
P) as

the point of convergence. Table 2 shows the convergence
performance of the proposed online convergence estimation
method. The proposedmethodwas tested at 0◦C, 10◦C, 20◦C,
30◦C, 40◦C and 50◦C on FUDS drive cycle. The average
convergence time was 136 seconds with an absolute error
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FIGURE 7. (a)Steady-state performance plot and error plot of ensemble estimates FUDS at 20◦C. (b) Steady-state performance
plot and error plot of ensemble estimates on FUDS drive cycle at 40◦C.

TABLE 2. Online convergence test result (slope < 0.0001) on FUDS.

of 0.002 (0.2%), this is acceptable as it is well within our
absolute error acceptance limit and executed in just over
2 minutes.

C. MAE PERFORMANCE RESULTS
The performance of our algorithms is reported when offset
initialization is at 0% and 50%. The zero offset initialization
means that we started estimation at the true SOC, while
the 50% offset initialization means that we started SOC at
0.5 when true SOC is 1.

1) ZERO OFFSET INITIALIZATION MAE PERFORMANCE
(STEADY STATE PERFORMANCE)
The zero offset initialization performance is also regarded
as the steady-state MAE performance, this is used to ana-
lyze the performance of the algorithms when the estimate is
stable within the vicinity of the true SOC. The performances
were evaluated using the US06, FUDS drive cycle as seen in
Fig. 6 (for US06) at 0◦C, and 50◦C respectively. The stability
and robustness of the ensemble model can be clearly seen in
the error plots shown in Fig. 6 a and b (US06). In both cases,
CDKF deviates a little from the actual SOC at about 6000-
time steps. This deviation can be seen to pull the ensemble
estimates a little away from the actual SOC but not enough to
cause a significant error estimate.

Deviation from the actual SOC can also be clearly seen
in the NARX and the CDKF estimates, performance test on
FUDS drives cycles at 20◦C as seen Fig. 7a.
However, this deviation has little to no negative effect on

the ensemble estimate due to the uncorrelated counteracting
errors of the CDKF and NARX as clearly seen in its error
plots. Similar deviation pattern is observed in the estimation
at 40◦C on FUDS drive cycle in Fig. 7b. The NARX in this
case is seen to deviate more from the true state as seen.
The ensemble and the NARX estimates are closer to the
true state. Even though the CDKF is seen to be a little bit
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FIGURE 8. (a) Steady-state performance plot and error plot of ensemble estimates on US06-FUDS at 0◦C. (b) Steady-state
performance plot and error plot of ensemble estimates on US06-FUDS at 20◦C.

TABLE 3. Steady state performance on drive cycles.

more accurate than the ensemble in this test case, this is
the rare cost paid for stability as the accuracy of the CDKF
cannot always be guaranteed over the NARX at other test
temperature as seen Table 3. Table 3 summarizes the zero
initial offset performance (steady state performance) of the
estimators (CDKF, NARX, Ensemble) on US06 drive cycle.
It shows that the ensemble performs better than the NARX
and the CDKF in most cases and on average. The average
MAE performance of the ensemble is 0.0043 while the
average MAE that of the CDKF and NARX are 0.0049 and
0.0117. Table 3 also shows that the ensemble algorithm also

outperforms both ensemble members on FUDS drive cycle.
The average MAE performance of the ensemble was 0.0051,
while that of NARX is 0.0159 and that of the CDKF is 0.0117.

The performance on US06-FUDS with a charging phase
in between the drive cycles was also evaluated. Fig. 8
shows the tracking performance of the ensemble and the
ensemble members at 0◦C and 20◦C. The NARX and the
ensemble estimates were closer to the true SOC in the 0◦C
test case while the CDKF is seen to deviate from the true
SOC. The uncorrelated oscillatory error of the ensemble
member at the 20◦C test case is shown in Fig. 8b error
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FIGURE 9. (a) Offset performance plot and error plot on FUD at 0◦C. (b) Offset performance plot and error plot on FUDS at 50◦C.

plot. It enhanced the accuracy of the ensemble method
over the ensemble member’s accuracy. Table 3 shows that
the ensemble outperformed the NARX and the CDKF with
an MAE of 0.0022 while the CDKF and the NARX are
0.0144 and 0.0045. The average ensemble result of the US06-
FUDS outperforms the ensemble members with an average
MAE performance of 0.0056 as shown in Table 3.

2) 50% OFFSET INITIALIZATION MAE PERFORMANCE
(OFFSET PERFORMANCE)
The performance of our algorithm was also evaluated when
the initial estimate is forced to 50% (0.5) while the true SOC
was at 100%. This is used to simulate an extreme initialization
error scenario that could occur in a BMS. Fig. 9 shows the
behavior of all 3 algorithms with respect to the actual value.
All 3 algorithms used the CDKF covariance for initialization,
which explains why only the yellow plot (CDKF) was the
only visible plot in the beginning of Fig. 9 plots. Fig. 9a
is the convergence performance plot and error plot at tested
temperature of 0◦C, the inset plots of Fig. 9 shows that
right after the convergence axis point (126, 0.98), the NARX
estimates jumps closer to the actual SOC, hence improving
the ensemble estimates. Similar behavior is observed at test
temperature 50◦C as shown in the performance plots Fig. 9.
The inset plot of Fig. 9b shows that the NARX algorithm
performs well near the convergent axis point (188, 0.94). This

again illustrates the contributing benefit of the NARX to the
ensemble algorithm. Table 4 below shows that the ensemble
method also outperforms the NARX and the CDKF at an
uncertain initialization scenario. The table summarizes the
performances of the algorithms at all the tested temperatures.
It shows that the average MAE Performance of the ensemble
algorithms is 0.0074, while that of the NARX and CDKF are
0.0075 and 0.0213 respectively.

D. PERFORMANCE COMPARISON WITH GRU, LSTM, AND
BILSTM
We benchmarked our proposed model with standard GRU,
LSTM, and BiLSTM, and performed exhaustive searches for
the optimum layer structure at various discrete temperatures
using MATLAB deep network designer application. As the
battery dynamics changes with temperature, so does the
network structure and its optimum hyper-parameter. Hence,
in some cases, various optimum network structures were
achieved for varying temperatures. The optimum optimiza-
tion algorithm used in this case is the Adaptive Moment
optimizer. The network structure for the GRU at 25◦C
consist of a sequence input layer, 100 gru layer, tanh layer,
fully connected layer, leaky relu layer, fully connected
layer, clipped-relu layer and a regression layer. The network
structure for the LSTM at 25◦C consists of a sequence input
layer, 128 LSTM layer, 10 fully connected layers, a fully
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TABLE 4. MAE convergence performance on FUDS drive cycles at an 0.5 offset initialization.

FIGURE 10. (a) SOC performance comparison of ensemble method with
GRU, LSTM and BiLSTM (b) SOC convergence performance comparison of
ensemble method with GRU, LSTM and BiLSTM.

connected layer, and a regression layer. TheBiLSTMnetwork
structure at 25◦C contains a sequence input layer, 80 BiLSTM
layers, a relu layer, 20 fully connected layers, a relu layer,
a fully connected layer, and a regression layer.

Table 4 shows that convergence performance of the ensem-
ble model outperforms the gated-RNNs. The average MAE
convergence performance of the ensemble is 0.0074 while the
GRU, LSTM and the BiLSTM MAE are 0.0968, 0.2849 and
0.1072 respectively.

The steady state performance of the GRU, LSTM,
BiLSTM and the ensemble on FUDS is shown in Table 5

TABLE 5. Steady state MAE performance comparison with GRU, LSTM and
BiLSTM on FUDS drive cycles.

The performance shows that the proposed model outperforms
the gated-RNNs as the average MAE is 0.0051 while that of
the GRU, LSTM and the BiLSTM are 0.1016, 0.0532 and
0.1095 respectively. Fig. 10a shows the performance compar-
ison of the ensemble and the gated-RNNs at 40◦C. Fig. 10b
also shows the ensemble was able to converge better than the
gated-RNNs. Both figures also show the commonly reported
negative characteristics of the gated-RNNs as it fluctuates
around the true SOCwhich is not seen in the ensemble model.

V. CONCLUSION
The proposed ensemble model proved to be very accurate
and robust under various aggressive drive cycles input with
an average steady state MAE performance 0.0043 (0.4%) on
US06, 0.0051 (0.5%) on FUDS and 0.0056 (0.56%) onUS06-
FUDS drive cycle. The model is very robust and stable as
it stayed within a 1% error bound at steady state, and under
extreme dynamic temperatures. The proposed algorithm was
also able to meet the convergence requirement of a superfast
charging EV by converging in about 2 minutes on average
with an average MAE Performance of 0.0074 (0.7%) when
initialized half-way from the true SOC. The ensemble model
is also seen to outperform the conventional gated-RNNs
model under the limited training data constraints.
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The proposed parallel design model is also expected to be
relatively fast in comparison to series hybrid SOC estimators
when implemented on multi-core BMS processor.

To further improve the performance of the proposedmodel,
we suggest including another adaptive SOC estimator to
the ensemble at an increased computational cost. We also
suggest the design of rich drive cycle training data that
encompasses erroneous initialization conditions to improve
the convergence performance of the NARX.
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