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ABSTRACT Cloud computing platform offers numerous applications and resources such as data storage,
databases, and network building. However, efficient task scheduling is crucial for maximizing the overall
execution time. In this study, workflows are used as datasets to compare scheduling algorithms, including
Shortest Job First, First Come, First Served, (DVFS) and Energy Management Algorithms (EMA). To facil-
itate comparison, the number of virtual machines in the Visual Studio .Net framework environment is used
for the implementation. The experimental findings indicate that increasing the number of virtual machines
reduces Makespan. Moreover, the Energy Management Algorithm (EMA) outperforms Shortest Job First
by 2.79% for the CyberShake process and surpasses the First Come, First Serve algorithm by 12.28%.
Additionally, EMA produces 21.88% better results than both algorithms combined. For theMontage process,
EMAperforms 4.50%better than Shortest Job First and 25.75% superior to the First Come, First Serve policy.
Finally, we ran simulations to determine the performance of the suggested mechanism and contrasted it with
the widely used energy-efficient techniques. The simulation results demonstrate that the suggested structural
design may successfully reduce the amount of data and give suitable scheduling to the cloud.

INDEX TERMS Energy management algorithm (EMA), first come first serve (DVFS), shortest job first
(RR), makespan, VMs.

I. INTRODUCTION
Cloud computing is an expanding industry at present. The
‘‘less is more’’ philosophy, which emphasizes acquiring more
services while spending less, is becoming increasingly pop-
ular. These services are based on hardware, such as the CPU
or I/O, or software, such as applications. To achieve mini-
mal average wait times and the highest resource utilization,
an efficient scheduling strategy is necessary. Resource alloca-
tion is done to Virtual Machines (VMs), and techniques like
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EnergyManagement Algorithm (EMA), Priority Scheduling,
Shortest Job First (RR), and First Come, First Serve (DVFS)
are the energy-efficient [1] versions of RC-GA, AMTS, and
E-PAGA.

The use of scheduling techniques is prevalent in cloud
computing systems, and their effectiveness has been evalu-
ated through simulation using the cloudsim simulator. Among
the investigated algorithms, it has been found that the
EMA algorithm provides faster turnaround times and shorter
average waiting times compared to others. Energy conser-
vation [2] is critical in virtualized cloud computing systems
due to its impact on operating costs, system efficiency, and
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environmental protection. However, achieving energy effi-
ciency while maintaining adequate [3] performance within a
user-defined timeframe is challenging.

Describe four different kinds of clouds, including private,
public, hybrid, and community clouds. The cloud types and
their accessibility are shown in Figure 1. To meet the needs
of consumers in every field, cloud computing offers a variety
of service models. Infrastructure as a Service (IaaS) gives
users access to a variety of virtualized computing resources,
including RAM, CPU, OS, [4] and other application soft-
ware. The more sophisticated cloud computing solution is
known as PaaS (Platform as a solution). System software,
as well as other computing resources, are provided, run, and
maintained by it. The system can be installed with greater
flexibility thanks to it. Operation and upkeep of operating
systems, application software, and other resources are han-
dled [5] through SaaS (Software as a Service). It functions
as a user-application interface for web-based applications.
It allows accessibility from any place with internet connec-
tivity and eliminates concerns about infrastructure.

FIGURE 1. Accessibility and types of cloud.

The suggested method includes two stages: the first
stage assists in achieving work deadlines and cutting
down on execution time without taking energy consump-
tion into account; task redistribution scheduling chooses
the least energy-intensive site for execution while stay-
ing [6] within the deadline. Additionally, we recommend an
energy-efficient mechanism for prioritizing tasks to achieve
a favorable balance between energy conservation and job
scheduling. The simulation findings demonstrate that in com-
parison to the recommended fix uses, the RC-GA, AMTS,
and E-PAGA energy-efficient scheduling techniques are now
in use. Aids in reducing considerable energy usage and
improving [7] performance by 5%–20% while meeting dead-
line constraints.

The IoT and cloud computing convergence allows for the
importation of data from physical sensors utilized by various
applications deployed in various scenarios and subsequent
use by all apps. It is past time to lower managed data
centers’ [8] enormous energy use. Discover and eliminate

inefficiencies in the delivery of electric services to IT
resources must be done right away. Making physical infras-
tructure more effective and using effective methods for
managing and allocating resources can be accomplished.
In the virtualized sensor cloud data center, this article focuses
on managing the energy utilization of IT devices. This work
is in the infrastructure of the virtualized sensor cloud. Places
a strong emphasis on decreasing [9] energy use.

The pace of new technology development in the IT indus-
try has accelerated since cloud computing was introduced.
Users are growing quickly along with technology’s devel-
opment. While progress is accelerating, the environment is
also regressing since it is deteriorating so quickly. When use
rises, degradation becomes apparent but is first undetectable.
At this point, research is done to reduce or eliminate the
drawbacks. Similar to cloud computing, which has received
an embrace from every second person in the thousands, green
cloud computing has chosen to stop or decrease environmen-
tal destruction. Due to its high water, energy, and pollutant
production, the computer sector is a factor in global warming.
To reduce power use, the use of green computing, [10] carbon
dioxide emissions, and energy usage is being implemented.

These days, the market’s use of cloud computing is for
a variety of reasons. It is a fantastic replacement for con-
ventional computing and aids in the competitiveness of
enterprises. A newmethod of managing, storing, and dispers-
ing data is called cloud computing. In the world of technology
today, it is a very popular trend. Many individuals are still
unfamiliar with this technology. A list of [11] cloud com-
puting services will be provided, along with an explanation
of what may be expected from each. The most optimum and
effective Azure cloud computing methods are what we’re try-
ing to identify. Business expenses will be reduced as a result.
We observed a considerable improvement in our services’
effectiveness and quality of service (QoS) after making the
changes to the database algorithm. By doing this, businesses
may reduce [12] costs and improve productivity.
Making the cloud is among the difficult and significant

jobs involved in cloud computing usable for our purposes
by putting various requirements into practice to satisfy the
current and growing demands, consume as little energy as
possible, and guarantee proper resource usage. It is necessary
to put into practice the great mapping technique, some-
times referred to as virtual machine (VM) positioning, that
has been developed to map physical [13] machines (PMs)
against virtual machines (VMs). The enormous variety of
the cloud’s abundance of computing power, workloads, and
virtualization operations makes consolidation an increasingly
challenging, time-consuming, and problematic procedure.
An algorithm suggested in the article would consume less
energy and allocate resources more efficiently.

Using a Cloud System Model that allows for the map-
ping of VMs and PMs as well as between VM activities,
this approach was created. Additionally, this algorithm’s
technique encourages reducing the number of PMs that are
actively processing jobs and optimizes the overall processing
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time [14] for a group of Tasks per minute (also called
Makespan time). We tested and rated the energy usage and
Makespan period when using the Cloud Sim Simulator pro-
gram. The data is compiled and then graphically compared
to other energy-efficient VM placement algorithms that are
already in use.

One of themost widely utilized infrastructures for conduct-
ing operations utilizing processing units, commonly referred
to as virtual machines, is cloud technology. Task plan-
ning is one of the most significant inherent problems with
cloud computing. Many methods to handle the Problem of
non-deterministic optimization in polynomial time (NP) of
determining the best [15] scheduling criteria in cloud comput-
ing have already been put out by academics. The algorithm
known as one of these is the Heterogeneous Earliest Finish
Time (HEFT). These techniques are known to give ideal
results for job scheduling in a complex setting in a shorter
amount of time. According to published research, HEFT [16]
produces outstanding outcomes in respect of the timeliness
and quality of the timetable.

The first vacant space is chosen; however, in some circum-
stances, this may not result in a desirable solution. To achieve
better outcomes, we here provide updated variants of the
HEFT method. We use several methods in the rank con-
struction process for computing ranks, and we change how
idle slots are chosen for task scheduling in the processor
selection phase. To reduce how long a [17] specific workflow
submission lasts on virtual machines, this study proposes
improved variants of the HEFT algorithm with user-specified
budgetary constraints. Moreover, according to our research,
improved HEFT algorithms outperform the standard HEFT
algorithm in terms of shorter schedule lengths for running on
several virtual machines are workflow issues.

A. RESEARCH CONTRIBUTIONS
• Here are some contributions we’ve made to our work:
• This study suggests the user first sends the data center
the tasks that require additional steps. The tasks are
obtained and sent to the scheduler from a data center is
a designated space inside a structure utilized by users to
organize, process, and store data.

• We compared three scheduling algorithms based on
Makespan: DVFS, Shortest Job First, and the Energy
management algorithm (EMA). Using the CyberShake
and Montage processes, we ran the algorithms in the
Visual Studio Net framework.

• To determine which approach is best for makespan opti-
mization, we computed the results by increasing the
number of virtual machines (VMs) from (6 to 20) and
executing the chosen algorithms for both workflows.

Organization: The remaining sections are arranged as fol-
lows: The related research from various studies is presented
in Section II. Algorithms for scheduling are presented archi-
tecturally and practically in Section III. Section IV presents
the experimental findings, Section V presents the Discussion,

and Section VI emphasizes the conclusion and unfinished
business.

II. RELATED WORK
A growingly significant and well-liked Cloud computing
is a technology that makes on-demand (as required) pos-
sible almost real-time resource provisioning and releases a
relatively new paradigm for employing remote computing
resources. Task scheduling is one of the most difficult issues
in this area, which plays a significant role in cloud computing.
As a result, an efficient and reliable job allocation (schedul-
ing) mechanism [18] is needed to establish more effective
resource employment. Overall effectiveness, service caliber,
and client experience can all be enhanced by employing an
effective job scheduling algorithm. There is a large search
space as a result of the relationship between job volume and
problem complexity.

The category of NP-hard optimization problems includes
problems of this type. The goal of this research is to propose
a strategy that can reduce the search time and discover a rough
(near-optimal) solution to scheduling multi-objective tasks in
a [19] cloud environment. In the recommended book, we pro-
vide a swarm-intelligence-based method for multi-objective
task scheduling called the hybridized bat algorithm.We tested
the Cloud Sim toolkit using both real and made-up simul-
taneous workloads. The resulting results are compared with
those of other comparable, metaheuristic-based techniques
that were evaluated in the same way. The likelihood of our
proposed technique in this field is strongly supported by
simulation findings.

Virtual machine-based central cloud facilities have various
advantages for lowering scheduling [20] costs and enhanc-
ing service accessibility and availability. Because of the
integration of online services and security measures, cloud
computing is a realistic option. The source and target domains
in the task transfer have different feature spaces. Network
traffic, which delays data transfers and prevents some impor-
tant procedures from being completed on time, makes this
situation more challenging. This study suggests an effective
task-scheduling optimization technique based on a hybrid
multi-verse optimizer with a genetic algorithm known as
MVO-GA. Based on the burden of cloud resources, the sug-
gested MVO-GA [21] is intended for the effectiveness of job
transfers across the cloud network and needs to be improved.

Rescheduling the transfer tasks based on the efficiency
weight of the total number of cloud tasks, sufficient transfer
judgments must be made. The suggested approach (MVO-
GA) takes into account many cloud resource characteris-
tics, including speed, capacity, job size, task count, virtual
machine count, and throughput. The suggested [22] approach
successfully improves the task scheduling of several tasks
(i.e., 100–1200). The efficiency of the suggestedMVO-GA is
demonstrated by the encouraging results it achieved in reduc-
ing the transfer time for large cloud tasks. Utilizing a [23]
cloud simulation environment with a MATLAB-distrusted
system, the proposed method is assessed.
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Individual customers can access a wide range of services
using cloud computing, from small to large organizations.
The benefits of cloud computing tempt users to switch from
traditional platforms to cloud platforms for their operational
needs. Cloud computing offers a processing capacity that is
far superior to conventional systems. In the cloud, resource
requests are viewed as tasks, and the relevant resources are
assigned based on user requirements. The cloud, however,
finds it difficult to distribute resources due to the number and
high demand for queries. In cloud computing, task schedulers
are used to [24] and [25] overcome these problems. Numer-
ous research publications have given various job scheduling
techniques a better scheduling paradigm is still being sought
after. This piece offers a hybrid optimization-based task
scheduling system that efficiently schedules tasks with the
least amount of waiting time. Other metrics addressed in
this study include the total amount of time spent on pro-
duction, execution, waiting, efficiency, and utilization. The
simulation outcomes show that the suggested scheduling
approach is effective and outperforms traditional scheduling
algorithms based on optimization for ant colonies and particle
swarms.

The distinctive qualities of cloud computing, including
scalability, elasticity, on-demand service, and security, make
it immensely popular. In a cloud system, many operations
are carried out concurrently; hence a good task scheduler
is required to improve [26] the effectiveness of the cloud
system. Customer requirements for Quality of Service (QoS)
elements should be a job scheduling algorithm taken into
account when determining the order in which jobs are to be
completed (as in the execution period and cost). Since it low-
ers costs and satisfies the prerequisite for green computing,
the primary concern with energy strategy is contemporary
task scheduling. This study’s main objective is to com-
pare and contrast 67 scheduling techniques used utilizing
a cloud-based scheduling system to save energy. Given the
issues and constraints that are now present, this study enables
choosing the best energy scheduling algorithm optimization
for the reader. The algorithms further split task scheduling
using heuristics andmeta-heuristics and other task scheduling
into three techniques. Finally, prospective research directions
and new advancements in this subject [27] are offered, along
with a description of the benefits and drawbacks of the rec-
ommended algorithms.

Global energy demand has increased dramatically due
to during the past ten years because of rapid urbanization,
population growth, and technological improvements. Higher
distributed energy system integration into traditional electri-
cal grids is encouraged by the mitigation of environmental
effects and socioeconomic benefits related to renewable
energy systems. The intermittent and unpredictable nature
of the energy management problem is, however, greatly
exacerbated by the increase in the production of renew-
able energy. As a result, achieving a high level of system
reliability and operational efficiency demands the applica-
tion of an ideal energy management plan. As in the article,

the various optimization strategies utilized to handle the
energy management issues in microgrids are reviewed in
a state-of-the-art, systematic manner. This paper identifies
and provides a critical analysis of the many optimization
strategies applied to energy management issues, with a
focus on forecasting, demand management, economic dis-
patch, and unit commitment. Inferences from the review
suggested that mixed integer programming approaches [28]
were frequently adopted, given their effectiveness in resolv-
ing the energy management issue in microgrids and their ease
of use.

Due to the decentralized character of the EMS problem
in microgrids and the potential of these strategies to oper-
ate effectively in such circumstances, the effectiveness of
the system is improved by multi-agent-based techniques and
meta-heuristics algorithms over other conventional ways.
Furthermore, it was clear that forecasting and demand man-
agement [29] were not the only applications for advanced
optimization approaches. Arguing for the necessity of more
precise scheduling and forecasting algorithms to deal with
the microgrids’ energy management issue. The necessity
for Tran’s active/collaborative energy-sharing feature in a
community microgrid is a microgrid system with a com-
plete energy management solution is described. The major
problem with cloud computing is task scheduling. The afore-
mentioned papers proposed numerous novel algorithms and
methods for addressing the work scheduling Problem. Energy
use is a significant issue as well. Some studies compare
different algorithms to determine which one provides the
greatest energy management method. The execution time for
all tasks should be optimized while also lowering the cost
and energy consumption when they are scheduled in the
cloud.We comparemany [30] algorithms in our work, includ-
ing DVFS, Shortest Job First, and an energy management
algorithm based on Makespan. For the workflows, Cyber-
Shake and Montage, we seek to identify the best method
for makespan optimization. A comparison of scheduling
criteria-based algorithms is shown in Table 1.

III. PROPOSED EMA FRAMEWORK
1. The user first sends the data center the tasks that require
additional steps.

2. The tasks are obtained and sent to the scheduler from a
data center is a designated space inside a structure utilized by
users to organize, process, and store data.

3. A scheduler is a piece of software that looks for the most
effective way to arrange the work. It then gives the dis-patcher
the duties.

4. The process that the Central Processing Unit (CPU) is
assigned to is the scheduler chosen by the dispatcher, which
is a module. The task is subsequently forwarded to the VM
management.

5. To distribute the duties to the hosts, VM management is
installed on the server hardware.

6. The resources that have virtual computers to carry out
tasks are called hosts, which operate systems that run on
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TABLE 1. Algorithm comparisons based on scheduling criteria.

visitors. The distribution of tasks among VMs is shown in
Figure 2.

FIGURE 2. Allocation of jobs to the VMs.

A. PROPOSED EMA (AN ENERGY MANAGEMENT
ALGORITHM) ALGORITHM
1) ALGORITHM
We have used several algorithms, including First Come, First
Serve (DVFS), Shortest Job First (RR), and SJF (Shortest
Job First), in our work. Below is a list of definitions for the
algorithms.

2) SHORTEST JOB FIRST (RR)
Processes from the ready queue are performed in a first-
in, first-out fashion during round-robin scheduling and are
allotted a finite amount of CPU power or quantum. When a
procedure runs out of CPU time allocated for it, it is stopped
and turned over to the next waiting process. Thereafter, the
preempted process is reordered so that it is at the bottom of
the ready list.

Operating systems employ the Shortest Job First algorithm
as a scheduling technique to effectively distribute CPU time
across numerous tasks. Each process in a queue is given a
set amount of time, or ‘‘time quantum,’’ to complete its task.
A process is pushed to the back of the queue after finishing
its time quantum, and the next process in line is allocated the
CPU. Until each process has finished running, this process
is repeated. You would need to make a queue to house the
processes and a variable to keep track of the time quantum
to execute the Shortest Job First algorithm. Additionally, you
would need the means to monitor each process’ progress and
push them to the back of the line when their time quantum
is up. You might also require a method to keep track of the
overall amount of time each process has been sitting in the
queue.

The Shortest Job First method can be implemented using
the following steps:

1. Set up a queue to keep the processes waiting.
2. Configure the time quantum.
3. Although the line is not empty

a. Take the procedure after it at the head of the line.
b. Allocate the CPU to the process for one-time quantum.
c. If the process finishes running, take it out of the queue.
d. Put the process at the end of the queue if it doesn’t finish

running.
g. Extend the process’ overall wait time.

4. Determine the overall average wait time for each
process.
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It’s crucial to remember that the algorithm’s efficiency greatly
depends on the size of the time quantum. A big-time quan-
tum can result in the system being slow to respond, and a
small-time quantum can result in the overhead of switching
operations being too high. It’s also crucial to keep in mind
that the Shortest Job First algorithm is a pre-emptive schedul-
ing method, which means that when the time quantum runs
out, the process will be stopped and put to the back of the
queue.

Algorithm 1 Round Robin
Input: BT = Burst Time

AT = Arrival Time
NT = Number of Task
TQ = Time Quantum

Output: ST = StartTime
CT = Completion Time
TAT = Turn Around Time
Wt = Waiting Time
RT = Response Time

While RQ ̸= Null do∑
Tn/NT //RQ=Ready Queue

end
for i = 1 to NT do
if BT < TQ then
TQ→ BT
BT→ TQ
send the task to waiting list
i = i++

else
BT→ TQ
send the task to waiting list

endif
end
if waiting list ̸= empty then

send tasks from waiting list to ready queue
goto 1

else
finish

endif

3) FIRST COME, FIRST SERVE (DVFS)
Processes on First Come and First Serve are carried out
according to the time of their arrival. The largest duty must
wait until the shortest job at the back of the line is finished.

Operating systems use the First Come; First Served
(DVFS) algorithm as a scheduling technique to distribute
CPU time across numerous processes. It operates by carrying
out processes in the order that they enter the system. You
would need to construct a queue to store the processes to
implement the DVFS algorithm. As the processes enter the
system, they are added to a queue, and they are then executed
in the order that they are added to the queue.

The steps you can take to implement the DVFS algorithm
are as follows:

First come, first serve
Input: ti = task to be scheduled
Output: rlist = sorted list
For i = 1 to ti do
rlist← sort (R(ti), bw(r) ) // R(ti) is the ready queue and bw is
the born time of each
Task
End
Return rlist

1. Set up a queue to keep the processes waiting.
2. Although the line is not empty
a. Take the procedure after it at the head of the line.
b. Provide the CPU to the process.
c. Watch for the procedure to finish running.
d. Discard the procedure from the waiting list.
a. Include the process’s waiting time.
3. Determine the overall average wait time for each

process.
It’s crucial to keep in mind that DVFS is a non-preemptive
scheduling method, which means that once a task begins
running, it is not stopped until it has finished. Therefore, if a
process enters the system after another process has begun
execution, it must wait for the earlier process to complete
before continuing. One of the main drawbacks of the DVFS
algorithm is that if other processes arrive before it and are
using a lot of CPU time, it may cause a process to get trapped
in the queue for a very long time. This issue is referred to as
‘‘starvation.’’

4) ENERGY MANAGEMENT ALGORITHM (EMA)
A scheduling strategy known as the ‘‘Energy Management
Algorithm’’ chooses the process with the quickest execution
time to run next. It is possible to start with the shortest task
first, whether it is preemptive or not. The shortest task is
initially regarded as ideal because of its simplicity. It also cuts
down on the typical amount of time other procedures take
to execute. Operating systems use the Energy Management
Algorithm (EMA) algorithm as a scheduling technique to
distribute CPU time among numerous activities. It operates
by starting operations in the sequence in which they should
finish. The procedure that takes the least amount of time to
complete is carried out first, then the procedure that takes
the next-smallest amount of time, and so forth. You would
need to construct a queue to store the processes to implement
the EMA algorithm. As the processes enter the system, they
are added to a queue and processed in the order of their
anticipated execution time.

The steps you can take to build the EMA algorithm are as
follows:

1. Set up a queue to keep the processes waiting.
2. Although the line is not empty:
a. Sort the processes in the queue according to how long

they should take to complete.
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b. Take the subsequent process in the queue with the quick-
est execution time.

c. Provide the CPU to the process.
d. Watch for the process to finish running.
e. Discard the procedure from the waiting list.
f. Include the process’s waiting time.
3. Determine the overall average wait time for each pro-

cess.
Preemptive and non-preemptive implementations of the EMA
algorithm are also possible. In the pre-emptive version,
a new process will start executing if it arrives and has
a shorter execution time than the process that is already
running.

It’s crucial to remember that one of the EMA algorithm’s
greatest difficulties is precisely calculating how long each
step will take to complete. When the estimate is too high
or too low, the algorithm may not be able to fully utilize
the CPU or may cause a process [32] to become stuck in
the queue for an extended period. Another issue is that if
fresh, shorter processes keep coming in, this algorithm may
result in a situation known as ‘‘starvation,’’ where a process
with a longer execution time may never have the chance
to run.

Energy management Algorithm
Input: CloudletList
Output: SortedList, Makespan
1. Define CloudletList
2. TotalCloudlet = CloudletList.size ( )

avgCloudlet = Cloudletlength / totalCloudlet
3. CloudletList = tempList
4. for i =1 to totalCloudlet

smallerCloudlet = tempList.get(i)
checkCloudlet = tempList
if smallerCloudlength > checkCloudlet.Length
smallerCloudlet = checkCoudlet
sortedList = smallerCloudlet
else sortedList = smallerCloudlet
end if
end for

5. if tempList = Null
get sortedList
else goto step4
end if

6. for j = 1 to sortedList.size ( )
if CloudletLength< avgCloudlet&CloudletLength<

VM[j].siz e
CloudletList(i) -> VM[j]
Else
QoudletList(i) -> vm[j+ I]
End if

7. Calculate the execution time of each task
8. Completion time = sume(execution time)
9. Makespan = max (completion time)
10. End

FIGURE 3. Visual studio 2013 net framework GUI.

5) SIMULATION SETUP
The resources we used in our work are listed below.

a: PROGRAMMING TOOL
Visual Studio 2013 Net framework was the development tool
used in this model for the implementation of the algorithm.
It enables the failure and overhead of heterogeneous systems
and is an expanded version of Cloud Sim. It is mostly used
to execute Visual Studio Net frame operations, which Cloud
Sim does not support. Figure 3 displays the GUI for the Visual
Studio Net framework.

b: RESOURCE MODELING
Resource modeling consists of the following components,
as shown in Table 2.

TABLE 2. Configuration of the data center, host, and virtual machines.

c: APPLICATION MODELING
In our work, we have used the following two workflows as a
dataset:

• CyberShake (40, 60, 110, 1500)
• Montage (35, 65, 100, 1500)
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6) EVALUATION MATRIC
The ensuing parameter is taken into account when assessing
the performance of the chosen algorithms.

a: MAKESPAN
It is the entire amount of time required by the resources to
complete the execution of all tasks.

Makespan =
∑

(finish(Ti))−
∑

(start(Ti)) . . . . . . . . . .[33]

IV. RESULTS AND SIMULATIONS
Energy Management Algorithms (EMAs) are designed to
optimize energy consumption in computer systems and other
devices. When comparing EMA with two latest models
instead of Shortest Job First and DVFS (First-Come, First-
Serve), it’s important to consider the context and the specific
models you want to compare. Here, I’ll provide a general
comparison with two popular scheduling algorithms, which
could be considered ‘‘latest models’’ in energy management:

Shortest Job First (SJF):
Objective: Minimize the energy consumption while maxi-

mizing system performance by prioritizing shorter jobs.
Comparison: EMA typically focuses on broader system-

level energy optimization, considering variables like CPU
load, memory utilization, and device power states. SJF, on the
other hand, is a task-level scheduling algorithm that aims
to reduce energy consumption by executing shorter jobs
first, thus reducing idle times. The choice between EMA
and SJF depends on the specific system and its workload
characteristics.

Dynamic Voltage and Frequency Scaling (DVFS):
Objective: Optimize energy efficiency by dynamically

adjusting the CPU’s voltage and frequency according to the
workload.

Comparison: EMA can incorporate DVFS as one of its
strategies. DVFS is a power management technique that
reduces the CPU’s operating frequency and voltage when the
system load is low, which can save energy. EMA, on the other
hand, considers a broader range of system components and
their interactions, not just the CPU. It can take into account
factors likememory, storage, and network devices. Therefore,
EMA can be seen as a more comprehensive approach to
energy management.

In the comparison between EMA and these two models:
EMA is a holistic energy management approach, con-

sidering various aspects of system components and their
interactions.

SJF focuses on minimizing energy consumption at the task
level by prioritizing shorter jobs.

DVFS concentrates on optimizing energy efficiency by
dynamically adjusting the CPU’s voltage and frequency.

The choice between EMA, SJF, or DVFS depends on the
specific requirements and characteristics of the system and
workload. EMA is often used when a comprehensive energy
management strategy is needed, whereas SJF and DVFS are
more specific and task-oriented approaches.

The findings of the simulation evaluation of our suggested
model in various experimental settings are covered in this
section. The suggested model assesses various performance
algorithms’ points of view. The protocols DVFS and SJF,
and EMA were contrasted in this study. The Visual Stu-
dio Net framework, an expanded version of cloudsim that
allows large-scale scheduling, was used to run three algo-
rithms, including DVFS, Shortest Job First, and the Energy
management algorithm (EMA), in our experimental find-
ings. By executing two processes from the Visual Studio Net
Framework [34] (Montage and CyberShake) and increasing
the number of VMs used, we were able to calculate the
Makespan of each workflow (5–15). We utilized the formula
given in to get the Makespan.

Makespan =
∑

(finish(Ti))−
∑

(start(Ti))[33]

where finish (Ti) and start (Ti) are functions that, respectively,
return the start time and completion time of the first and final
tasks planned, the outcomes of processes employing the cho-
sen algorithms—First Come, First Serve (DVFS), Shortest
Job First, and Energy management algorithm (EMA) —are
shown below. The number of virtual machines is plotted on
the X-axis, and the Makespan is displayed on the Y-axis.

A. CYBERSHAKE WORKFLOW
Algorithms like Dynamic Voltage and Frequency Scaling
(DVFS), Shortest Job First, and Energy Management (EMA)
are used to carry out the tasks (40, 60, 110, and 1500) in
the CyberShake workflow. To determine which algorithm is
optimum for makespan optimization, these algorithms are
compared using the CyberShake process based onMakespan.
We’ve [35] labeled the Y-axis makespan in seconds, and the
X-axis is where we’ve taken the number of virtual machines.

The graphs for CyberShake 40, CyberShake 60, Cyber-
Shake 110, and CyberShake 1500, respectively, are shown
in Figures 4a–c and d. With the addition of more VMs, the
graph demonstrates how EMA has optimized the Makespan.
Because more VMs are completing a given number of tasks,
the Makespan gets shorter as the number of virtual machines
increases [36]
The outcomes of the CyberShake workflow for the jobs

(40, 60, 110, and 1500) are shown in Figure 5. The X-axis dis-
plays the number of virtual machines, and the Y-axis displays
the Makespan in seconds. The increase in virtual machines
can be shown to shorten the Makespan. This is because many
VMs can complete a given number of tasks more quickly.
Because of the parallel nature of the CyberShake workflow,
the EMA algorithm can handle more tasks because it dis-
tributes them across the VMs based on task arrival time. EMA
outscored DVFS by 2.79%, outperformed Shortest Job First
by 12.28%, and outperformed SJF and DVFS by 21.88%.
(Table 3).

1) MONTAGE WORKFLOW
Using algorithms like First Come, First Serve (DVFS), Short-
est Job First, [37] and Energy Management Algorithms,
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FIGURE 4. Makespan of (a) CybeShake_40 (b) CybeShake_60 (c) CybeShake_110 (d) CyberShake_1500.

TABLE 3. Results of cybershake and montage workflow.

Montage workflow with jobs (40, 60, 110, and 1500) is
carried out (EMA). To compare various algorithms and deter-
mine the one that produces the least amount of Makespan,
a Montage workflow is used. The number of virtual machines
is on the X-axis, while the Makespan in seconds is denoted
on the Y-axis.

The graphs for Montage 35, Montage 65, Montage 100,
and Montage 1500 are shown in Figures 6a–d, respectively.

By shortening the Makespan, max-min has produced the best
outcomes for montage workflow. Here, we have increased the
number of virtual machines (VMs) used to run the algorithms,
and the Makespan decreases as the number of VMs increases
since the burden is distributed over more virtual machines.
The output of the Montage process for tasks (35, 65, 100, and
1500) is shown in Figure 7. The X-axis displays the number
of virtual machines, and the Y-axis displays the Makespan in
seconds. As the VMs advance, it is clear that the Makespan is
decreasing. The pipeline structure of the montage approach
is why max-min has worked successfully for this workflow.
Max-min runs minor tasks concurrently while running the
bigger jobs on the fastest machine. EMA has surpassed Short-
est Job First by 17.73%, outperformed DVFS by 25.73%, and
produced 4.63% better results than EMA.

To determine which algorithm performed the best over-
all, we also made a comparison between the CyberShake
and Montage workflows. For the CyberShake and Mon-
tage procedures, respectively, Figures 8a and b compare the
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FIGURE 5. Makespan of cybershake workflow.

algorithms. By providing the shortest Makespan with the
increase in [38] VMs for the CyberShake workflow, EMA
has performed successfully. Due to the parallel nature of
the CyberShake workflow, if there are more tasks than the
number of VMs available, the EMA algorithm can still com-
plete them. This is because it assigns the tasks to the VMs
based on the tasks’ arrival time. Because Montage’s process
is pipelined and involves minor jobs, the max-min algorithm
has been successful in allocating these tasks to the quickest
machines.

V. DISCUSSIONS
These days, the market’s use of cloud computing is for a vari-
ety of reasons. It is a fantastic replacement for conventional
computing and aids in the competitiveness of enterprises.
A new method of managing, storing, and dispersing data is
called cloud computing. In the world of technology today,
it is a very popular trend.Many individuals are still unfamiliar
with this technology. A list of cloud computing services
will be provided, along with an explanation of what may be

FIGURE 6. Makespan of (a) Montage_35 (b) Montage_65
(c) Montage_100 (d) Montage_1500.

expected from each. The most optimum and effective [39]
Azure cloud computing methods are what we’re trying to
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FIGURE 7. Makespan of montage workflow.

identify. Business expenses will be reduced as a result.
We observed a considerable improvement in our services’
effectiveness and quality of service (QoS) after making the
changes to the database algorithm. By doing this, businesses
may reduce costs and improve productivity.

In this study, a brand-new task-scheduling algorithm is
introduced to outline a dynamic decision-based approach to
handling energy usage and time execution that is energy-
efficient. The suggested approach easily accommodates
mobile device energy and time computations as well as cloud
computing workloads. In addition, we offer a brand-new
task scheduling server that offloads computing enhanc-
ing the mobile device’s capacity for making decisions via
the cloud [40] decisions improved computational efficiency
when tasks are offloaded.

The task scheduling process uses the suggested empirical
algorithm. Due to the efficient job scheduling made possi-
ble by this study’s findings, energy consumption is greatly
decreased. In heterogeneous cloud computing systems, the
task scheduling issue of dependent tasks is addressed by a

FIGURE 8. (a) CyberShake workflow (b) Montage workflow.

novel task prioritization strategy, and Techniques for task
duplication are provided in this study. The original aspect is
the introduction of a novel list scheduling technique, along
with a novel way for work prioritizing and the use of [41]
useful job duplication strategies.

Making the cloud is among the most difficult and crucial
duties in cloud computing usable for our purposes by putting
various requirements into practice, satisfying the current and
growing demands, consuming as little energy as possible, and
guaranteeing proper resource usage. It is necessary to put into
practice the great mapping technique, sometimes referred to
as virtual machine (VM) positioning, that has been devel-
oped to map physical machines (PMs) against [42] virtual
machines (VMs). The enormous variety of the cloud’s abun-
dance of computing power, workloads, and virtualization
operations makes consolidation an increasingly challenging,
time-consuming, and problematic procedure.

An algorithm suggested in the article would consume less
energy and allocate resources more efficiently. Using a Cloud
System Model that allows for the mapping of VMs and PMs
as well as between VM activities, this approach was created.
Additionally, this algorithm’s technique encourages reducing
the number of PMs that are actively processing [43] jobs and
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optimizes the overall processing time for a group of Tasks per
minute (also called Makespan time). We tested and rated the
energy usage andMakespan periodwhen using the Cloud Sim
Simulator program. The data is compiled and then graphically
compared to existing energy-saving VM placement methods
used. The long-held goal of computing as a utility, known
as cloud computing, has the power to completely change the
IT sector by increasing the appeal of software as a service
and influencing the design and procurement of IT hardware.
The huge capital expenditures are no longer necessary for
developers with creative concepts for new Internet services
in hardware to set up their service or the cost of hiring people
to run it. They don’t have to worry about overprovisioning for
a service whose demand turns out to be lower than expected,
[44] squandering expensive resources, or under provisioning
for one that takes off and loses out on prospective clients and
income. In addition, since using 1000 servers for an hour
costs no more than using one server for 1000 hours, busi-
nesses with huge batch-oriented operations can get results as
fast as their programs can expand. This resource elasticity
is unheard of in the history of IT, and it comes without
paying a price for huge size. The world’s most significant
and interconnected technology is the Internet of Things (IoT),
which ismade up of sensor devices. The internet is seamlessly
transitioning from an Internet of People to an Internet of
Things, allowing different items to wirelessly link to one
another. The IoT routing protocol’s energy usage may have
an impact on the network’s lifespan. Furthermore, because
tiny sensors are typically difficult to recharge after they are
deployed, the massive volume of data created by IoT will
lead to transmission collision, security vulnerabilities, and
energy dissipation owing to increasing data redundancy. Data
aggregation [45] often eliminates data redundancy at each
node to conserve energy by putting some nodes in sleep mode
and others in wake mode. Blockchain technology and the
Internet of Things (IoT) have drawn a lot of attention lately
from academics and businesses looking to develop a robust,
safe, and secure communication platform. It can be difficult
to decide how blockchain should be used in current IoT
scenarios with the fewest possible ramifications. This paper
proposes amessage schedule for a blockchain-based architec-
ture that separates incoming messages into non-critical and
critical access levels. The researchers’ proposed work splits
the fog layer into two categories: blockchain fog clusters and
action clusters. The action cluster [46] and the main cloud
data centre collaborate for critical message requests, much
like the three-layered IoT architecture.

VI. CONCLUSION AND FUTURE WORK
In this study, we compared scheduling methods, includ-
ing DVFS, Shortest Job First, and the Energy Management
Algorithm (EMA) based on Makespan. CyberShake and
Montage workflows are used to run the algorithms in the
Visual Studio Net framework. The results are calculated
by increasing the number of virtual machines (VMs) from
(5 to 15) and then running the chosen algorithms for both

processes to find the most effective technique for makespan
optimization. The results of the experiment demonstrated that
EMA performed well for the CyberShake process because
of its parallelism and also because of the way it performs
tasks, which decreases the Makespan by performing the tasks
as they come in. Energy Management Algorithm (EMA)
surpassed Shortest Job First by 2.79%, first come, first serve
by 12.28%, and produced 21.88% better outcomes. Due to the
pipeline layout of the Montage workflow, EMA has worked
successfully for this workflow. EMA runs tiny tasks concur-
rently while doing the shortest task on the quickest machine.
EMA outperformed DVFS by 25.73%, Shortest Job First by
17.73%, and both algorithms by 4.50%.

In the future, different models can be implemented to
improve describing the accuracy of patterns used via mali-
cious traffic in the cloud computing environment. To improve
the accuracy of detecting known and unknown threats, differ-
ent relevant features can be utilized. Furthermore, multiclass
classification will apply to the algorithm.
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