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ABSTRACT When the operating conditions are changed suddenly, the model mismatch for the servo system
using model-based methods occurs during the identification convergence, which will lead to the obvious
speed spikes and damped oscillations, deteriorating the control performance of the servo system. To solve
the problem, a parallel self-tuning scheme based on a generalized predictive control law is proposed in this
paper. In the proposed scheme, the controlled model parameters in which an integral-proportional controller
(IPC) is considered as the controller of speed loop are first online estimated by a recursive least squares
method with a forgetting factor. Then, a model-mismatch compensator (MMC) is designed to obtain the
corresponding compensation current, and in addition, the predicted speed is considered as the feedback
speed to promote the establishment of an inner loop, which allows for a faster and more thorough model
mismatch compensation based on both the excitation torque current and the adaptivity of the MMC. At the
same time, through constructing two different quadratic performance indicators, the optimal control laws
can be obtained based on a simplified decoupled derivation, thus supplying IPC and MMC with suitable
control parameters simultaneously. Simulation and experimental results show that, compared with traditional
methods, the proposed scheme can ensure faster convergence speed and better control performance.

INDEX TERMS Servo system, generalized predictive control, model-mismatch compensator, integral
proportional, self-tuning.

I. INTRODUCTION
With the rapid development of power electronics technology,
high-frequency high-power switching devices and new con-
trol theory, permanent magnet synchronous motors (PMSMs)
have been more and more widely used in many fields [1], [2],
[3]. However, in the actual operation, the controlled object
of the PMSM servo system is typically nonlinear because
of the obvious external disturbances and system delay, and
in addition, conventional linear controllers, e.g., proportional
integral control (PIC) [4] and active disturbance rejection
control (ADRC) [5], are utilized to adjust the tracking
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performance but cannot maintain the satisfactory control
performancewhen the system is in the operation conditions of
time-varying load inertia or load torque. Fortunately, scholars
have developed some nonlinear control algorithms in recent
years, such as sliding-model control (SMC) [6], [7], model
predictive control (MPC) [8], [9], and adaptive backstepping
control [10], [11], which can guarantee a superior control
performance of the system. However, the structure of these
nonlinear control algorithms is relatively more complex
and sensitive to the choice of initial values, which is not
favorable for engineers. In contrast, the integral-proportional
controller (IPC) has been widely used for its simplicity,
anti-interference and robustness [12], [13]. To further obtain
the satisfactory set-point tracking performance, it is more
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noteworthy that it is also extremely necessary for a self-tuning
IPC to automatically adjust its control parameters according
to complex operating conditions [14].

An increasing number of scholars, at the moment, provide
control parameters using various intelligent or control
algorithms, which can be roughly divided into two cate-
gories: Rule-based methods [14], [15], [16] and model-based
methods. The rule-based methods, e.g., the particle swarm
optimization algorithm [14], the fuzzy idea [15], the Neural
Network algorithm [16], do not rely on accuratemathematical
models, but the computational complexity is considerable.
The model-based methods, however, are more feasible for
the cases where online tuning is required, such as internal
model principle (IMP) [17], just-in-time learning (JITL) [18],
and generalized predictive control (GPC) [19], [20], [21],
[22], [23], [24], [25], [26]. Among them, in comparison to
the IMP and FITL, the GPC-based self-tuning method draws
more and more attention due to its robustness and anti-
interference capability. The main idea is to map the GPC
control law obtained by the identification algorithm to a
simple PIC or IPC by correcting the reference instruction
and predictive model. Nevertheless, it is worth noting that
in [19], [20], and [21], when the operating conditions of
the PMSM servo system are changed suddenly, the model
mismatch occurs in the identification convergence process,
which will lead to the obvious speed spikes and damped
oscillations, deteriorating the control performance. In [22]
and [23], a disturbance observer was designed to accomplish
the mismatch compensation caused by the load disturbance,
but it could not work on the sudden inertia change.

Generally, there may be two different ways to solve
the model-mismatch problem in theory. On the one hand,
according to the principle of online identification, the
high-prediction model can also be modified directly by some
advanced identification algorithms. Koryakovskiy et al. [24]
proposed a reinforcement learning algorithm to train and
correct the controlled model. But the training cost and
computational complexity are too expensive. On the other
hand, the future error can be predicted and compensated on
the basis of keeping the estimated model unchanged [25].
In [26], a SMC-based compensator was designed to provide
model mismatch-induced loss currents in real-time, however,
the sliding-mode chattering problem was not solved. In addi-
tion, the above mismatch compensators are fixed-parameter
and missing adaptivity, which is apparently contrary to the
original GPC-based self-tuning controller.

Through the above analysis, this paper proposes a parallel
self-tuning scheme for servo speed control. First, the model
parameters are identified by a recursive least squares method
with a forgetting factor (FFRLS) to obtain a linearized estima-
tion model. Then, a model-mismatch compensator (MMC) is
designed to obtain the corresponding compensation current.
Finally, based on two different quadratic performance indica-
tors, the optimal control laws can be obtained by simplified
decoupled derivation, and two controllers are simultaneously
mapped by a GPC algorithm. In contrast to the previous work,

FIGURE 1. Speed loop schematic diagram of the PMSM servo system.

the main contributions in this paper are: 1) A GPC-based
MMC, in which the adaptive characteristics allows it to
flexibly address model mismatches caused by a variety of
operating conditions, is designed to obtain the corresponding
compensation current. 2) The predicted speed is considered
as the feedback speed to promote the establishment of an
inner loop, which allows for a faster and more thorough
model mismatch compensation based on the excitation torque
current and the adaptivity of the MMC, and makes the
speed error between actual speed and predicted speed decay
to zero. 3) Through reconstructing two different quadratic
performance indicators, both the IPC and the MMC are
simultaneously mapped by a GPC algorithm, which reduces
the computational complexity.

II. MODELLING OF THE SERVO SYSTEM
A. SPEED LOOP MODELLING
On the basis of the PMSM vector control, the static
three-phase AC can be converted to the rotating two-phase
DC, making it possible to achieve high-performance current
regulation. With the decoupling control of zero excitation
current, the two-phase DC can be guaranteed the perfect
current tracking respectively, and at the same time, the delay
time for the speed control system is heavily distributed in the
dead time of inverter [27]. As a consequence, the speedmodel
dynamics of the PMSM servo system is revealed in Fig.1, and
its Laplace domain can be processed as follows:

ωf (s) =
kf iqr (s) − Tl
Js+ B

e−τd s (1)

where ωc and ωf are the command speed and actual speed
respectively; iqr is the torque current, kf is the torque
coefficient, J is the rotor inertia; B is the friction factor, Tl
is tehe load torque, τd is the system’s dead time.

B. SIMPLIFIED MODEL
In the actual industrial applications of the servo system,
many cheering research reports, in general, consider the linear
model as controlled model for simplifying the algorithms
complexity [28], [29]. To apply the predictive control into
the speed control system, consequently, a first-order linear
model can be required for reducing the online implementation
burden [30]. And more notably, the application development
of the GPC algorithm is further extended by utilizing a
dynamic first-order linear model instead of the nonlinear
control object. Therefore, equation (1) can be simplified and
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FIGURE 2. The overall schematic diagram.

described by the following discrete difference equations:

O(z−1)ωf (n) = P(z−1)iqr (n− 1) (2)

O(z−1) = 1 + a1z−1 (3)

P(z−1) = b1 (4)

where a1 =
Ts·B
J −1 and b1 =

Ts·kf
J are the model parameters

to be estimated; Ts and n is the sampling time and the time
index, respectively.

In this paper, the IPC, as the speed loop controller,
has advantages in robustness and immunity to interference
compared to the PIC [20]. As a result, the incremental IPC
structure can be described as:

1iqr (n) = kI1[ωc(n) − ωf (n)] − kP11ωf (n) (5)

iqr (n) = iqr (n− 1) +1iqr (n) (6)

where kp1 is the proportional parameter, kI1 is the integral
parameter, 1 = 1 − z−1 is the difference operator.

III. DESIGN OF PARALLEL SELF-TUNING CONTROLLERS
Here, since the derivation to the GPC requires an exact
controlled model, it is first necessary to identify the model
parameters in real-time by the FFRLS algorithm. When
the PMSM runs under the complex operating conditions,
the estimated model will not exactly match with the actual
model due to the slow identification convergence. During the
convergence process, the based-GPC IPC cannot match the
operating conditions, and results in obvious speed peak and
damped oscillations. In this paper, therefore, the predicted
speed calculated online is taken as the feedback speed
to promote the larger torque current, and the MMC is
combined to compensate for the model mismatch. At the
same time, both the IPC and MMC are mapped by a GPC
law simultaneously. The overall parallel scheme is shown in
Fig. 2.

A. PARAMETERS IDENTIFICATION
Through minimizing the estimated output error, the FFRLS
method has capable of estimating online the linear system
model with the sudden load inertia or load torque. It is
important to note that the nonlinear term load torque can be

fitted to the linear model by the FFRLS, thus equating to
the variation of the model parameters, in order to improve
the adaptivity of the controller against load disturbances. The
detailed identification process is as follows:

ρ̂(n) = ρ̂(n− 1) + K (n)[ωf (n) − ρ̂(n− 1)ζ T (n− 1)]

(7)

K (n) =
ψ(n− 1)ζ (n− 1)

α∗ + ζ T (n− 1)ψ(n− 1)ζ (n− 1)
(8)

ψ(n) =
1
α∗

[ψ(n− 1)

−
ψ(n− 1)ζ T (n− 1)ψ(n− 1)ζ (n− 1)
α∗ + ζ T (n− 1)ψ(n− 1)ζ (n− 1)

] (9)

ρ̂(n) = [a1(n), b1(n)] (10)

ζ (n− 1) = [−ωf (n− 1), iqr (n− 1)] (11)

where, α∗ is forgetting factor, ψ(0) = δI (0 < δ < ∞).

B. MODEL-MISMATCH COMPENSATOR
However, as consistent with other identification algorithms,
the convergence process of the parameters identified by the
FFRLS algorithm is prone to model mismatch, resulting in
obvious speed peak and damped oscillations. To reduce the
model mismatch error, the predicted speed is used as the
feedback speed so that the controlled estimated model fits
better into the servo system. However, it will lead to the
disconnection between the actual speed and the predicted
speed. Therefore, in this paper an inner loop using the MMC
is built as the model mismatch compensation, which can
ensure the model-following error to decay asymptotically to
zero with fast dynamic response with respect to the outer
speed loop. The equation is established as follows:

1iqm = kI2[ωf (n) − ω̂f (n)] − kP21ω̂f (n) (12)

iqm(n) = iqm(n− 1) +1iqm(n) (13)

ω̂f (n) = −a1(n)ω̂f (n− 1) + b1(n)iqe(n− 1) (14)

where, kP2 is the proportional parameter, kI2 is the integral
parameter, ω̂f (n) is the predicted speed.

Since the predicted speed is considered as the feedback
speed, and the speed command is smoothed to obtain the
reference trajectoryωr , (5) can be rewritten as following (15),
and in addition, the corresponding compensation current
based on the MMC can speed up the dynamic response and
significantly reduce the speed spikes when sudden changes
occur. So the total current torque can be expressed as (16).

1iqr (n) = kI1[ωr (n) − ω̂f (n)] − kP11ω̂f (n) (15)

iqe(n) = iqr (n) + iqm(n) (16)

C. PERFORMANCE PREDICTION
Here, two different quadratic performance indicators need to
be defined to obtain two sets of control parameters, and so the
secondary performance indicators of the IPC and MMC are
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as follows:

JIP =

N2∑
j=N1

[ω̂f (n+ j) − ωr (n+ j)]2

+λ

Nu∑
j=1

1iqr (n+ j− 1)2

JMMC =

N2∑
j=N1

[ω̂f (n+ j) − ωf (n+ j)]2

+λ

Nu∑
j=1

1iqm(n+ j− 1)2

(17)

where ω̂f (n + j) is the predicted speed after j steps, N1,
N2, Nu, and λ are the minimum prediction range, maximum
prediction range, control range, and control increment
weighting factors, respectively. Note that in general, N1 = 1,
Nu ≤ N2.
To obtain the predicted speed after j steps, the simplified

Diophantine equations are processed as:

1 = Sj(z−1)O(z−1)1+ z−jTj(z−1) (18)

Sj(z−1)P(z−1) = Uj(z−1) (19)

Sj(z−1) = s0 + s1z−1
+ . . .+ sjz−j+1 (20)

Tj(z−1) = t j0 + t j1z
−1 (21)

Uj(z−1) = b1(s0 + s1z−1
+ . . .+ sjz−j+1) (22)

Based on the simplified Diophantine equations, the speed
output at the optimal prediction moment is given by:

ω̂f (n+ j) = Uj[1iqm(n+ j− 1)

+1iqr (n+ j− 1)] + Tjω̂f (n) (23)

Equation (23) is rewritten in vector form and it is given by:

ω⃗ = U (⃗iqm + i⃗qr ) + T⃗ ω̂f (n) (24)

where,

ω⃗ = [ω̂f (n+ N1), . . . , ω̂f (n+ N2)]T (25)

i⃗qr = [1iqr (n), . . . ,1iqr (n+ Nu − 1)]T (26)

i⃗qm = [1iqm(n), . . . ,1iqm(n+ Nu − 1)]T (27)

T⃗ = [TN1 (z
−1), . . . ,TN2 (z

−1)]T (28)

U =


b1s0
b1s1 b1s0
.

b1sNu−1 b1sNu−2 . b1s0
.

b1sN2−1 b1sN2−2 . b1sN2−Nu

 (29)

According to the above definition, the quadratic
performance index functions can be written as:{

JIPC = [ω⃗ − ω⃗r ]
T [ω⃗ − ω⃗r ] + λ⃗iTqr i⃗qr

JMMC = [ω⃗ − ω⃗f ]
T [ω⃗ − ω⃗f ] + λ⃗iTqm i⃗qm

(30)

where,

ω⃗r = [ωr (n+ N1), . . . , ωr (n+ N2)]T (31)

ω⃗f = [ωf (n+ N1), . . . , ωf (n+ N2)]T (32)

In order to obtain the optimal solutions of i⃗qr and i⃗qm, the
partial derivative of (30) can be processed as:{

UT [U (⃗iqr + i⃗qm) + T⃗ ω̂f (n) − ω⃗r ] + λ⃗iqr = 0
UT [U (⃗iqr + i⃗qm) + T⃗ ω̂f (n) − ω⃗f ] + λ⃗iqm = 0

(33)

It is noted that i⃗qr and i⃗qm from (30) are coupled, but if i⃗qr
and i⃗qm act as the disturbances to the corresponding closed
loop, the decoupled solutions can be obtained as:{

i⃗qr = (UTU + λI )
−1
UT [ω⃗r − T⃗ ω̂f (n)]

i⃗qm = (UTU + λI )
−1
UT [ω⃗f − T⃗ ω̂f (n)]

(34)

According to the principle and characteristics of GPC, the
control laws can be derived as:{

1iqr (n) = V (z−1)ωr (n+ N1) − T (z−1)ω̂f (n)
1iqm(n) = V (z−1)ωf (n+ N1) − T (z−1)ω̂f (n)

(35)

where,

V (z−1) = vN2 + vN2−1z−1
+ . . .+ vN1z

−(N2−N1) (36)

[vN1 . . . vN2 ] = [1 0 . . . 0](UTU + λI )−1UT (37)

T (z−1) = vN1TN1 (z
−1) + vN1+1TN1+1(z−1)

+ . . .+ vN2TN2 (z
−1)

= t0 + t1z−1 (38)

D. PARAMETERS MAPPING
Since the required speed command is typically a step signal,
the set point between the current command and the future
command is identical [20]. As a consequence, equation (35)
can be rewritten as:{

1iqr (n) = vrωr (n) − (t0 + t1 − t11)ω̂f (n)
1iqm(n) = vrωf (n) − (t0 + t1 − t11)ω̂f (n)

(39)

vr =

N2∑
j=N1

vj (40)

Based on t j0+t
j
1 = 1, comparing (12) and (15)with (39), the

control parameters of both IPC and MMC are processed as:{
kI1 = (t0 + t1), kP1 = −t1
kI2 = (t0 + t1), kP2 = −t1

(41)

E. REFERENCE TRAJECTORY
To reduce the overshoot caused by command mutation,
an idea base on the reference trajectory is utilized to make the
predicted speed transition smoothly to the speed command.
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The reference trajectory is taken as the following first-order
smoothing model.

ωr (n+ j) = εωr (n+ j− 1) + (1 − ε)ωc(n),
j = 1, 2, . . . ,N

ωr (n) = ωf (n)

(42)

where, ε ∈ [0, 1).
Remark 1: It is noted that the dynamic performance of the

GPC law is affected by the value of N2. When the value of N2
is small, the servo system will have a poor dynamic response.
When the value of N2 increases, the dynamic performance
will be improved significantly. However, N2 cannot be
too large, which will obviously increase the computational
burden.
Remark 2: The stability of the GPC law has been demon-

strated in [28]. In the proposed scheme, the control laws of
both closed loops are given by the GPC law. Therefore, The
error e(n) = ωc(n) − ωf (n) will eventually converge to 0.
Remark 3: It can be noticed from (2)-(4) that the load

torque term is ignored during the design process, which is
allowed benefiting from the better disturbance immunity of
the IPC itself [19], [20], [21]. Besides, when the load torque
occur, the FFRLS is able to fit the nonlinear disturbances
to the estimated model parameters, which can be equivalent
to the change of the model parameters, so as to promote
the adaptability of controller parameters, and finally further
improve the anti-interference ability of the controller.

IV. SIMULATION
Here, the proposed control method will be simulated
using MATLAB/Simulink in conjunction with simulation
conditions shown in Table 1. The parameters of the PMSM
servo system are given by Table 2, the saturation limits of iqr ,
iqm and iqe are all 15A, and the control period Ts of the speed
loop is 5ms, respectively. The related parameters of GPC and
FFRLS are set the same as those set in [20], i.e., N1 = 1,
N2 = 10, Nu = 2, λ = 0.01, α∗

= 0.9, ε = 0.2 and δ = 103.
The detailed processes of proposed scheme are shown in

Fig. 3. To comprehensively verify the validity of the proposed
scheme, five different methods, which include the PI
controller, the ADRC method in [5] (kps = 1.36), the MPC
with ESO method in [8] (p = 20), the GPC-based IPC,
and the proposed method, are considered for the performance
comparison at Cases 1-3. Among them, the relating initial
parameters are set to a1(0) = 0.1, b1(0) = 0.1, kP1(0) =

0.25, and kI1(0) = 0.12.
The simulation results of the five controllers at Cases 1-3

are demonstrated in Figs. 4-9. At Case 1, i.e., when there is
a sudden change in the motor inertia, the speed responses
in Fig. 4(a) shows that the PIC and the MPC with ESO
have different degrees of undamped oscillations, which is
due to the fact that the fixed control parameters are not
able to flexibly deal with the sudden change in operating
conditions, and meanwhile, the ADRC controller inevitably
generates damped oscillation due to the uncertainty of model

parameters. On the contrary, the other two GPC-based
controllers have the ability to avoid this situation to a large
extent due to the adaptive nature of the control parameters
caused by the change of model parameters as shown in
Fig. 5. However, it should be noted that because of the
effect of model mismatch, the GPC-based IPC illustrates
more significant fluctuations compared to our method. This
phenomenon can be clearly verified from the torque currents
in Fig. 4(b). At Case 2, i.e., When 0.3 ≤ t < 0.5s, the
load torque is increased to the PMSM, the speed response
based on the PIC collapses rapidly, and there is a significant
speed static difference. However, the ADRC method, the
MPCwith ESOmethod, theGPC-based IPC and the proposed
method are all capable of eliminating the speed error and
have excellent anti-disturbance ability, but the difference
between these three controllers is that the proposed method
can promote faster speed convergence, and has smaller speed
peaks at the instant of adding the load toque, which is also
verified by the torque currents in Fig. 6(b). The control
parameters and model parameters of the proposed scheme
are demonstrated in Fig. 7. Additionally, when t = 0.2s,
in Figs. 4(a) and 6(a), the command is abruptly changed, the
PIC, the ADRC, the MPC with ESO, and the GPC-based
IPC have different degrees of overshoot. The comparison
indicates that the proposed scheme can effectively reduce the
overshoot after smoothing the speed command.

To further verify the anti-interference capability of the
proposed method, as in Figs. 8 and 9, we simulated Case 3,
i.e., adding the load torque with sinusoidal variations to the
PMSM. It is easy to see that the PIC still exhibits poor anti-
interference ability, followed by the GPC-based IPC, which
has a more significant improvement due to the advantage
of the GPC-based adaptive controller itself. It is noted that,
however, as a consequence of the persistence of the model
mismatch, large error peaks and speed fluctuations still exist
compared to the ADRC method, the MPC with ESO method,
and our method. This is made possible by the fact that our
MMC is capable of providing compensation currents of the
model mismatch in real time. Table 3 presents a quantitative
comparison of these five controllers involving root mean
square error (RMSE), settling time (ST), andmaximum oscil-
lation amplitude (MOA). This comprehensively validates the
competitiveness of the proposed method in terms of control
performance, robustness, and immunity to interference.

V. EXPERIMENT
This experimental study will be carried out on the platform
in Fig. 10. The experimental setup mainly includes five
parts: 1) A PMSM whose parameters are shown in Table 2.
2) A servo driver uses TI TMS320F28069 DSP chip as
the main processor to complete the analysis of the digital
incremental encoder, and its main function is to realize
the speed control of PMSM. 3) A controller using TI
TMS320F28335 DSP chip to carry out data transmission
through CAN bus. 4) A host is used to debug, send speed
commands and parameters to the controller, and receive
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FIGURE 3. Design flow chart of proposed scheme.

TABLE 1. Simulation conditions.

TABLE 2. Parameters of the PMSM.

feedback speed and current at the same time. 5) The load
torque is added by adopting a magnetic powder brake. Note
that the initialization settings and parameter configurations
are consistent with the simulation. Due to the limitation
that the experimental platform cannot change the inertia,
two experimental cases, i.e., the fixed load torque and the

FIGURE 4. Speed responses and torque currents at Case 1.

time-varying load torque in sinusoidal form, are tested to
verify the control performance of the proposed method.

The speed responses of these five controllers are shown
in Fig. 11(a). Before t = 1s, no load torque is applied
to the PMSM. When t = 0.5s, the command is abruptly
changed, all the PIC, the ADRC,the MPC with ESO method,
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FIGURE 5. Control parameters and model parameters at Case 1.

FIGURE 6. Speed responses and torque currents at Case 2.

FIGURE 7. Control parameters and model parameters at Case 2.

FIGURE 8. Speed responses and torque currents at Case 3.

FIGURE 9. Control parameters and model parameters at Case 3.

and the GPC-based controller show obvious overshoot, and
in contrast, the proposed method can significantly reduce the
overshoot by smoothing the speed command. When 1 ≤ t ≤

1.5s, Tl = 2.4N · m is added to the PMSM, it is easy to
see that the speed response of five controllers has declined to

TABLE 3. The quantitative comparison of the five controllers.

TABLE 4. The quantitative comparison of the five controllers.

FIGURE 10. Overall experiment platform.

varying degrees, but it is apparent that the proposed method,
the MPC with ESO in [8], and the ADRC in [5] are superior
to the other two controllers in terms of decreased amplitude
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FIGURE 11. Speed responses and torque currents with the fixed load
torque.

FIGURE 12. Control parameters and model parameters with the fixed
load torque.

FIGURE 13. Speed responses and torque currents with the sinusoidal
load torque.

FIGURE 14. Control parameters and model parameters with the
sinusoidal load torque.

and convergence speed. Compared to the speed response
in simulation, more notably, the GPC-based IPC suffers
from larger velocity spikes and longer regulation time in the
experimental results, which is due to the model mismatch of
the identification convergence process that poses a serious
challenge to the model-based adaptive controller. Fig. 11(b)
shows the torque current, and the control parameters and
model parameters of the proposed method are shown in
Fig. 12.

Meanwhile, the speed response of the system with the
time-varying load torque Tl = 2.4sin(4π t)N · m shown
in Fig. 13(b) can also demonstrates the advantages of the

proposed method, which almost avoids the adverse effects
caused by model mismatch, and in comparison to the ADRC
method and theMPCwith ESOmethod, the oscillation ampli-
tude of our method is smaller. In addition, Table 4 illustrates
a quantitative comparison of these three controls involving
RMSE, ST, and MOA. This comprehensively validates the
advantages of the proposed method in terms of control
performance, robustness, and immunity to interference.

VI. CONCLUSION
The PMSM servo system is now widely used in indus-
trial applications, and the traditional controllers are no
longer suitable for rapidly growing industrial requirement.
To improve the tracking performance of the PMSM servo
system, an adaptive controller structure based on the GPC
law is proposed in this paper. It is worth mentioning that
the GPC law is used to provide control parameters for
two controllers simultaneously, which greatly improve the
control performance, especially during the model mismatch.
Extensive theoretical analysis as well as comprehensive
simulation and experimental results indicate that the proposed
method is significantly competitive compared to existing
methods, including the PIC, the ADRC, the MPC with ESO,
and the GPC-based IPC. In future research, we will focus
on the application of proposed method to the servo drive of
industrial robots.
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