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ABSTRACT Bangla has a unique script with a complex set of characters, making it a fascinating subject
of study for linguists and cultural enthusiasts. Unique in some of its similar characters which are only
distinguishable by subtle differences in their shapes and diacritics, there has been a notable increase in
research on Bangla character recognition and classification using machine learning-based approaches.
However, Handwritten Bangla Character Recognition (HBCR) training requires an adequate amount of
data from a diversely distributed dataset. Making diverse datasets for HBCR training is a challenging and
tedious task to carry out. Yet, there is limited research on the automatic generation of handwritten Bangla
characters. Motivated by this open area of research, this paper proposes a novel approach ‘Okkhor-Diffusion’
for class-guided generation of Bangla isolated handwritten characters using a novel Denoising Diffusion
Probabilistic Model (DDPM). No prior research has used DDPM for this purpose, making the proposed
approach novel. The DDPM is a generative model that uses a diffusion process to transform noise-corrupted
data into diverse samples; despite being trained on a small training set. In our experiments, StyleGAN2-ADA
had notably inferior performance compared to Okkhor-Diffusion in generating realistic isolated handwritten
Bangla characters. Experimental results on the BanglaLekha-Isolated dataset demonstrate that the proposed
Okkhor-Diffusion model generates realistic isolated handwritten Bangla characters, with a mean Multi-Scale
Structural Similarity Index Measure (MS-SSIM) score of 0.178 compared to 0.177 for the real samples. The
Fréchet Inception Distance (FID) score for the synthetic handwritten Bangla characters is 5.426. Finally,
the newly proposed Bangla Character Aware Fréchet Inception Distance (BCAFID) score of the proposed
Okkhor-Diffusion model is 10.388. The code for the proposed Okkhor-Diffusion framework is available at
https://github.com/MubtasimFuad10/Okkhor-Diffusion.

INDEX TERMS Deep learning, handwritten character generation, generative model, denoising diffusion
probabilistic model.

I. INTRODUCTION generative models have shown tremendous potential for

Recent developments in deep learning have enabled gener- synthesizing realistic and diverse images; garnering attention

ative models to accurately imitate real images. Moreover, for their potential applications in synthetic data, visual
content, and more.

The associate editor coordinating the review of this manuscript and The Bangla writing system is the fifth most widely used
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TABLE 1. Diacritics, dots and shapes.
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or second language, and over 100 million Bengali speakers
in Bangladesh and approximately 85 million in India use
it as their primary language [2]. The Bangla script consists
of 50 basic characters, 10 numerals, and 334 compound
characters created by combining these basic characters [2].
There are several similar-looking Bangla characters that
can only be distinguished by dots, shapes, and strokes. As an
illustration, the characters “3” and “3”, “¥” and “¥”, “0”
and “D”, “©” and “Y” are only distinguishable from each
other by the presence of a dot below the primary strokes
shown in Table 1. The letter changes depending on whether
or not these dots are present. Furthermore, the characters
“Y” and 97, ¥’ and “¥”, have subtle differences
between them regarding shape shown in Table 1. These subtle
differences between identical characters and the inherent
variation between individual handwriting make it difficult
to discern handwritten Bangla characters. The Denoising
Diffusion Probabilistic Model (DDPM) has the potential to be
applied in several real-life scenarios, such as font generation,
typography animation, text resizing, and generating stylistic
variations for artistic expressions. This can be accomplished
by generating diverse and realistic handwritten characters.
Deep learning models have revolutionized handwritten
character recognition research [3], [4], [5], yet Bangla hand-
written character datasets are limited in size and availability
[9]. This work uses a novel approach to generate synthetic
handwritten Bangla characters to solve data scarcity in
handwritten Bangla character recognition. Researchers have
recently acknowledged synthetic data as a valid and effective
solution to data availability and model generalization issues.
Generative modeling of data using machine learning
originated in 1980 to generate similar data to improve
classifier efficiency. Generative modeling is used for
image synthesizing, super-resolution, in-painting, image-
to-image conversion, and text-to-image. There are various
types of generative models, including Variational Auto
Encoders, Generative Adversarial Networks (GAN), and
Score-Based Generative models, among others. One popular
technique to generate synthetic data is through GANs.
In recent years, a denoising diffusion model emerged as
a dominant model in the generative modeling space and
outperformed GANSs in terms of image relevancy and quality.
“Okkhor” is a Bangla word which means symbolic letters
or characters. As we are working with Bangla characters,
every individual character is termed as Okkhor. Additionally,
we are using a model named diffusion model for generating
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isolated handwritten Bangla characters. Therefore, by com-
bining the two key concepts of our proposed system,
we named our framework ‘‘Okkhor-Diffusion”.

The main contribution of our paper is four fold, summa-
rized as follows:

o This paper introduces Okkhor-Diffusion, a novel
framework for generating isolated Bangla handwritten
characters.

e Our paper presents an enhanced evaluation metric
referred to as Bangla Character Aware Fréchet Inception
Distance (BCAFID). This metric is more appropriate
for assessing the quality and diversity of synthetically
generated Bangla chracters compared to FID (Fréchet
Inception Distance).

« A novel Bangla character interpolation algorithm is pro-
posed. This algorithm can smoothly transition between
any two Bangla characters.

o A detailed quantitative and qualitative performance
analysis of synthetic Bangla character generation is
provided. Images generated by DDPM and StyleGAN2-
ADA along with Fréchet Inception Distance, Multi-
Scale Structural Similarity Index Measure, Learned
Perceptual Image Patch Similarity and BCAFID metrics
are shown and compared for all experimental models.

The rest of the paper is structured as follows: Section II
highlights previous studies that are relevant to the topic of
our paper. Section III describes the approach and process
used to develop the Okkhor-Diffusion model. Section IV
focuses on the datasets used in this research and it provides
details about the three specific datasets that were utilized
to train the Okkhor-Diffusion model. After that, Section V
discusses the hardware and software configurations used
during the experiments. Section VI explores Bangla character
interpolation, i.e., the generation of new samples lying
between existing samples in the latent space. In Section VII,
our paper presents the results obtained from the experiments
and provides an analysis of those results. Section VIII states
the limitation and the future work. Finally, IX summarises the
main findings of the research and provides a concise summary
of the paper.

Il. RELATED WORKS

This work can be considered to be novel because, to the best
of our knowledge, no prior research has been conducted on
class-based handwritten Bangla character generation using
DDPM. However, it should be noted that there has been some
research on handwritten Bangla character generation using
GANSs. The following section provides an overview of the
previous studies related to this work, Okkhor-Diffusion.

A. BANGLA HANDWRITTEN CHARACTER GENERATION
USING GAN

Bangla Handwritten character generation was mostly done by
using GAN (Generative Adversarial Networks). One of the
most prominent of these works was done by the paper [18]
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where the authors generated Bangla handwritten characters
of the desired class using a variant of Conditional Generative
Adversarial Network. This variant was constructed by com-
bining the original implementation of Conditional Generative
Adversarial Network (cGAN) with Deep Convolutional
Generative Adversarial Network (DCGAN) and claims to
achieve “visually appealing” results. One of the limitations
of this work was that the authors did not provide scores
of any performance metrics to actually evaluate the quality
and diversity of the images; although the generated images
visually looked similar to the training data.

Another study aims to produce image-to-image characters,
the paper [19] developed Variational AutoEncoder Gener-
ative Adversarial Network (VAEGAN) to generate Bangla
printed characters from Bangla handwritten character images.
They used CMATERAGD as their dataset and created a printed
handwritten character based on Sutonnymj font which has
231 classes. The authors used handwritten character images
to guide the process of handwritten printed character gener-
ation. The authors were able to generate 28 x 28 resolution
Bangla printed character images. They ran their model for
100 epochs and the experimental results produced were quite
diverse and accurately represented the classes but they did not
mention any image quality metrics such as FID.

B. DENOISING DIFFUSION PROBABILISTIC

MODEL (DDPM)

The Denoising Diffusion Probabilistic Model (DDPM) has
gained significant popularity in the field of computer vision
for its exceptional performance in generating high-quality
images [10]. DDPM reconstructs the data distribution by
employing two parameterized Markov chains and variational
inference. DDPMs have shown impressive capabilities to
generate high-quality and high-diversity images, surpassing
other popular generative models such as GANs [10], [11].
Moreover, recent research indicates that Diffusion Models
outperform GANSs on image synthesis tasks, demonstrating
the superior capabilities of diffusion models in this domain
[12]. Diffusion models have been utilized in numerous fields
[13], [14], including high-resolution image generation [15],
image inpainting [16], and natural language processing [17],
among others. A paper [34] uses DDPM for Chinese character
generation and interpolation.

C. LIMITATION OF PREVIOUS WORK

In previous work, the researchers did not provide any
quantitative metrics to evaluate the generated images of
Bangla Handwritten characters, relying solely on visual
comparison with real images. In addition, the generated
images exhibit low quality and limited diversity. Furthermore,
their proposed model was unable to generate high-quality
images despite being trained for 1500 epochs [18] and
100 epochs [19]. Although FID [26] is generally used for
evaluating images produced by generative models, FID does
not cover handwritten characters. There is a need for a
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FIGURE 2. The Markov chain representing forward and reverse diffusion
process illustrating noise added and then removed for generating Bangla
handwritten character samples. Adapted from [10].

novel, standardized, robust performance metric for evaluating
synthetic Bangla character images objectively.

lll. METHODOLOGY

Figure 1 describes our proposed system called “Okkhor
Diffusion” that utilizes a DDPM model. Users interact with a
web interface to provide input and receive output. The user’s
input is sent via a POST request to the backend system. The
backend system communicates with the HuggingFace API
through API request to access the Okkhor Diffusion pipeline.
This pipeline incorporates a scheduler, time embedding,
and class embedding, and passes the data to the UNet
architecture for processing. The sampling process is then
initiated, and the final sampled data is sent to the Output
Pipeline. The scheduler, UNet and sampler follow a reverse
diffusion process explained in Section III, Subsection III-B
for generating images. The Output Pipeline converts the data
into a PIL image, which is sent back to the backend system.
Finally, the generated image is displayed in the web interface
for users to view.

The diffusion model represents a new methodology
for data generation, hence we used Diffusion Model to
generate Bangla handwritten characters. Diffusion Models
are generative models that introduce a cutting-edge method
of generating synthetic data. The diffusion model works by
adding noise to the data step by step which is defined by
a Markov chain and then learns to reverse the diffusion
process to construct the desired samples from the noise [22].
The basic principles of the DDPM used in our proposed
Okkhor-Diffusion method, Forward Diffusion and Reverse
Diffusion are explained in Subsections III-A and III-B under
Section III.
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A. FORWARD DIFFUSION PROCESS
In the isolated handwritten Bangla character generation
process using Okkhor-Diffusion, the process begins with a
procedure known as forward diffusion shown in Figure 2
that destroys the data by adding Gaussian noise successively.
Hence, a character image from the real distribution mgy ~
g(m) is selected and in the forward diffusion process, small
amounts of gaussian noise are added to the sample in T
steps to produce a sequence of noisy samples myp, ..., my;
according to the Equation (1). The step sizes are controlled
by a variance schedule {w; € (0, D}/_, [10]
gm;m,_1) = N(m;; /1 — om;_1, o) (D
The data sample mg gradually loses its features as the
step ¢ becomes bigger when t+ — 00, mg is equivalent
to an isotropic Gaussian distribution. A useful property of
the above process is that it can sample m, at any arbitrary
time step ¢ using the reparametrization technique [22]. Let

¢: =1 — o and 4_51 = H§=1 @i

m; = \/dT,mtq + M'ﬁzq
= Voipi_1mi 2+ V1 — 19,5

:@mo—i— 1 — ¢y

Note:
/SR P S ~ N(,1)

¥,_, merges two Gaussians.

g(mJmo) = Ny \/Gmo. (1 — G)T)

which means it can sample noisy versions of the Bangla
handwritten character image of sample mg at any time step
just by using the initial sample mg and pre-computed ¢; at ¢
time step.

fort =1, ..., T. The variance schedule can be defined as
a small linear schedule to increase linearly from w; = 10~#
to wr = 0.02 [10]. Alternatively, the authors of [12] found
a cosine schedule that performs well. Cosine schedule was
used in the experiments which are defined in terms of ¢; :

g =20

t/T + s R
g0y

2

B. REVERSE DIFFUSION PROCESS

In the reverse diffusion process of the Okkhor-Diffusion
framework, to recreate the true sample from a Gaussian
noise m; ~ N(0,I) the reversal of the above process
and sample from g(m;_;|m;) is needed. If w; is small
enough, g(m;_1|m,) will also be a Gaussian. So it can be
approximated with a parameterized model py as shown in
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Equation (2) which is adapted from [12].

T
po(mo.r) = p(my) [ | po(m;_1|m,)
t=1

po(m;_iimy) = N(m,_; pg(my, 1), Tg(my, 1)) (2)

Since the reverse conditional probability has a closed form
expression when conditioned on my

q(m;_ijm;, mg) = N(m;_y; g(m;, mo), &, 1) (3)

where,

1
=1 L3

— Q-1 @

¢t—<lst+wt)

=1/(————
/(605(1 —¢i-1)

_l_ﬁbt—l.w

Co—¢

VO gy YL ¢;_)1 moy/( 2 — L)

t 1—¢i—1 o

N i Vi
m; + ——myg) — -
Wy I — 1
_ V(1 — (l_st—l)m &t—lwt
1 —¢, 1 —¢
Here @; is the variance and f; is the mean and again
using reparameterization technique, mg can be represented

by my = ——=(m, — /1 — ¢;¥,) and by plugging it into

Il[(mt’ mO) = (

=(

“

t

Equation (4) [1r0], the mean becomes

- (1 — ¢y
’L’:ﬁi_; 1)m
- l_d_’t'/’t)
LN e/
=)

So a neural network v4(,,) can be trained to approximate
Y. Eventually the mean p parameterized by 0 becomes

T Ve \ 1= ¢

(]St_m), 1
+ — =
t 1 — ¢ \/th(mt

Yo(my, 1)+ m,)

The loss function in Equation (5) as proposed on [10] is used
for training the U-Net model is

_ ~ _ 2
Lt = B | oy 10 m0) = om0
(=47 :
=Ep . — 1
o gt aima e Yo )]
(- ¢) [z
—Em _ -
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Ho et al. [10] also discovered that training the model
works better by ignoring the weighting term and proposed
a simplified version of the loss function:

L™ = Byt 1o, [ 197 — ¥om, 0]
= Ein1.71mo.y, [II% - %(\/;mo
1= @ 0] (©)

In this paper a U-Net model is trained to predict g (m;) with
the proposed loss function in Equation (6) which is adapted
from [10].

C. ARCHITECTURE

The proposed U-Net architecture in Figure 3 is based
on the publicly available library known as Diffusers [29].
The input image is of 64 x 64 resolution. There are six
resolution stages in the encoder and decoder respectively.
The downsampling blocks in the encoder each consist of 2
ResNet blocks followed by an average pooling layer and
the fifth downsampling block has self-attention mechanism.
On the other hand, the upsampling blocks in the decoder stage
contain 3 ResNet blocks and the 2nd upsampling block has
self-attention mechanism. The bottleneck combines a ResNet
block, and Attention block, followed by another ResNet
block. We modified the block out sizes of the U-Net architec-
ture to be 64,64,128,128,256,256 for both the downsampling
in the encoder section and the upsampling blocks in the
decoder section. The timesteps are encoded using sinusoidal
positional embedding and for conditioning the output to our
desired Bangla character class, we concatenated the class
embedding with the timestep embedding and then added it
to each Residual block.

In Figure 4, it illustrates the training process of the UNet
neural network and getting it to predict noise. Hence the goal
of the neural network is for it to predict noise, and really it
learns the distribution of what is noise on the image, but also
what is not noise. We take a Bangla character image (e.g.,
“9’) from our training data, and we actually add noise to
it. We add noise to it, and we give it to the neural network,
and we ask the neural network to predict that noise. And
then we compare the predicted noise against the actual noise
that was added to that image, and that’s how we compute
the loss. And that backprops through the neural network,
so then the neural network learns to predict that noise
better.

The sampling process starts with pure Gaussian noise
along with time embedding and class embedding, sampled
from a known prior distribution. The trained UNet neural
network is used to iteratively remove noise from the noisy
samples, moving towards the original data distribution. This
is visualized in the image as the gradual denoising of a
noisy image. The iterative process is going on until we get
the clear and diverse image which is Xy as demonstrated in
Figure 4.
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IV. DATASET

A variety of Bangla handwriting datasets containing Bangla
digits, alphabets, and other characters have been utilized
for the task of automated generation of handwritten Bangla
characters over the past years. In Table 2, a list of regularly
used Bangla handwriting datasets is given along with
additional details.

The BanglalLekha-Isolated [6], Ekush dataset [7] and
CMATERAGdD [8] databases, as shown in Table 2, are the only
publicly accessible relevant databases for Bangla handwritten
characters. While other lists of datasets exist, they are not
deemed suitable for training the model. It is apparent that
Banglalekha-Isolated is the dataset with the highest level
of standardization and widespread use in research when
compared to the other datasets being considered.

The Banglalekha-Isolated dataset comprises 1,66,105
images representing 84 individual characters. These charac-
ters consist of 50 basic Bangla characters, 10 numerals, and
24 compound characters. 2000 handwriting samples from
each of the 84 character classes were collected, digitized, and
preprocessed.

Ekush Dataset is another dataset available for Bangla
handwritten characters, which contains isolated handwritten
characters for Bangla modifiers, vowels, consonants, com-
pound letters, and numerical digits. The dataset comprises
367,018 characters written by 3,086 unique writers from
Bangladesh. However, for our purposes, we excluded the
modifiers, resulting in a total of 334,636 images included in
the analysis section.

Another relevant dataset is the CMATERdb dataset,
consisting of three distinct datasets for numerals, basic char-
acters, and compound characters. Specifically, CMATERdb
3.1.2 provides data for basic characters, while CMATERdb
3.1.3.3.7z is dedicated to compound characters, and
CMATERdD 3.1.1 contains data for numerals. For our
purposes, we only used the basic and compound character
datasets because the CMATERdb numerals dataset has
images with a resolution of 28 x 28, which is too low for
our needs as we are working with 64 x 64 images.

V. EXPERIMENTAL SETUP

The experimental model, DDPM+AdamW, and the proposed
model Okkhor-Diffusion, which applies DDPM+-Lion, were
trained and evaluated on a system equipped with a 13th
Gen Intel(R) Core(TM) i7-13700K processor with a clock
speed ranging from 3.40 GHz to 5.40 GHz, 64 gigabytes
of DDR4 RAM. Additionally, Nvidia RTX 4090 GPU
with 24 gigabytes of VRAM was utilized. The models
were designed and implemented utilizing the Anaconda
23.3.1 environment, which operates on Windows 10 and
contains Python 3.10.11.

The DDPM+AdamW model was trained using a batch size
of 32 and a learning rate of le-4. Also, the Lion Optimizer
[24] is applied on the proposed model Okkhor-Diffusion
trained on Banglalekha-Isolated dataset, using a batch size
of 128, resulting in slightly better results compared to
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FIGURE 3. U-Net architecture of the proposed Okkhor-Diffusion model.
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TABLE 2. Image statistics of different datasets.

Datasets Banglalekha-Isolated | Eksuh Dataset | CMATERdb
Basic Characters 98,950 152,584 15,001
Numerals 19,748 30,691 6,000
Compound Characters 47,407 151,361 34,439

those obtained with DDPM+AdamW (training configuration
shown in Table 3. The generated images have a resolution
of 64 x 64 pixels. The Okkhor-Diffusion model was trained
for 50 epochs, resulting in the generation of high-quality and
diverse images shown in Figure 6.

Generative models like GigaGAN [36] (1 Billion parame-
ters),VQGAN [38] (1.4 Billion parameters), CogView [37]
(4 Billion parameters) have high number of parameters;
deeming such models unsuitable for comparing with our
DDPM(28 Million trainable parameters). Therefore, for com-
paring with our DDPM, a state-of-the-art GAN based model,
StyleGAN2-ADA [33] (25 Million trainable parameters) was
trained on Banglalekha-Isolated, Ekush and CMATERdb
datasets.

VI. BANGLA CHARACTER INTERPOLATION

We can interpolate or gradually transition between Bangla
character images x; to x; in latent space. For that We
have combined denoised interpolation and character class
embedding space interpolation. Two Bangla character images
x1 and x» are considered as the source images and their
respective class embeddings are ¢; and c;. We first sample
x1 and x} from Equation (7).

x1 ~ q(x|x0), x5 ~ q(x:1x0) N

Here ¢ is forward diffusion and then we used this diffused
source x| and x} to interpolate noise from Equation (8).

x=(1=X)xx;+Axx} 8

Here A = 0...1 is the interpolation factor. Equation (8)
is the equation for denoised interpolation. Then we need to
sample x7 ~ p(xo|x;). Here p(xp|x;) is the reverse diffusion
process. While sampling xr ~ p(xo|x;) we also use the class
embeddings ¢ and c; for interpolation by passing new class
embedding vector defined in Equation (9).

c=(l—=-XMNxci+Axe 9

Equation (9) is the equation for class embedding space
interpolation. This new class embedding vector ¢ along with
X7 as pure noise is passed into the model(ey) and is used
in the denoising process. The Bangla Character Interpolation
process is described in Algorithm 1.

Figure 5 shows that our algorithm smoothly transitions
between the numerical characters “$”” and “8”°, vowels “@Q”
and ““¢”’, compound characters “*§” and “%”’. Here x| and x»
are images with classes c¢; and ¢; that we want to interpolate
in between. Normally if we do pixel space interpolation
we will not be able to generate new samples. But using
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Algorithm 1 Algorithm for Bangla Character Interpolation

1: x} ~ q(x|xo)

2 X} ~ q(x1x0)

3. T < 1000

4: images < []

50 SN «— m

6: for N\ =0 A<1; A =X+d5)do
7: xr =1 =X xx{+Axx)
8: c=(1—=-XMNxc1+Axc

9: fort =T;t>1;t=t—1do
10: X1 = ﬁ(x, — \}% x €g(xs, t, )
11: Xt = X¢—1

12: end for

13: images <— Xxq

14: end for

the algorithm described in 1 we can generate new unseen
characters,i.e: while interpolating from ““$* to 8", “5” is
generated when A = 0.5.

VII. RESULTS AND ANALYSIS

A. QUALITATIVE RESULTS

The qualitative results of the generated and real training
samples for the BanglalLekha-Isolated, Ekush dataset and
CMATERGdD dataset are provided here. Figure 6, Figure 8,
and Figure 10 depicts a selection of randomly chosen
samples from the training (left) and generated (right) datasets,
encompassing images from various classes. The generated
samples were chosen randomly and demonstrated a level of
visual distinguishability across all classes that is comparable
to that of the training samples, without any indication of
selection bias. The generated images for the dataset exhibit
higher visual quality comparable to the training samples,
indicating the success of the proposed DDPM in capturing the
underlying data distribution and generating diverse samples.
By visually comparing Figure 6 and Figure 7, Figure 8
and Figure 9, Figure 10 and Figure 11 we observe that
StyleGAN2-ADA generates unrealistic samples compared to
Okkhor-Diffusion accross all datasets in consideration.

B. QUANTITATIVE RESULTS

Although the qualitative results produced by Okkhor-
Diffusion are visually plausible, a qualitative analysis is
not enough to accurately assess the model. Therefore, the
generated sample quality was compared using quantitative
evaluation metrics.
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TABLE 3. Experimental setup of the models trained.

Type DDPM+AdamW OKkKkhor-Diffusion
Images trained 556,181 556,181

Batch size 32 128
Activation function silu silu
Number of normalization group 32 32
ResBlock in downsampling 2 2
ResBlock in upsampling 3 3

Diffusion steps 1000 1000

64, 64, 128, 128, 256, 256

cosine scheduler

Blockout Size
Noise Schedule

64, 64, 128, 128, 256, 256

cosine scheduler

Learning rate le-4 le-4
Optimizer AdamW Lion
Time embedding type positional positional
Hyperparameter Initial learning rate o = 0.0001, | Initial learning rate o =0.0001,

B1 =0.9, B2 = 0.99,
weight decay = 0.01

28,468,739

B1 =10.9,82 = 0.99,
weight decay = 0.0

28,468,739

Number of total trainable parameters

Source Receive 7=0.1 3=0.2 3=0.6 =09 Recieve Source

EEESEN MBEHNBHHEE
Gl B2 20 Y B2 BN BN R B4 EA 70 A2 KX

Xt~ q(xt[x0)

=(1-A) xz)+Axzh

A

I c=(1-A)xer+Axer

FIGURE 5. Interpolation of Banglalekha-Isolated images with 1000 timesteps of diffusion.

1) FRECHET INCEPTION DISTANCE (FID)

IEEE Access

One of the most used performance metrics for evaluating
generated images are FID (Fréchet Inception Distance),
MS-SSIM (Multi-Scale Structural Similarity Index Mea-
sure), and LPIPS (Learned Perceptual Image Patch Similar-
ity). These metrics are particularly effective when assessing
the quality of generated images that can vary based on the
input noise vector.
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To represent the diversity of generated images, Fréchet
Inception Distance (FID) was proposed by [26], claim-
ing that it is compatible with human judgment. FID
is a symmetric measure of the distance between two
image distributions in the Inception-V3 [27] latent space.
A lower FID score signifies better performance. FID was
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FIGURE 6. Comparing real character images and generated character images using Okkhor-Diffusion model from BanglaLekha-Isolated dataset: A

visual analysis.

used as the default metric for overall sample quality
comparisons.

To calculate the Fréchet Inception Distance (FID) score,
the first step is to utilize a pre-trained Inception-V3 model.
The output layer of the model is removed, and the resulting
activations from the last pooling layer, which performs global
spatial pooling, are taken as the feature representations
of the images. The feature representations comprise a
coding vector or feature vector, which is a vector with
2,048 activations assigned to each image. A feature vector
consisting of 2,048 dimensions is subsequently generated
to anticipate the representation of real images inside the
problem domain, serving as a benchmark for understanding
the visual characteristics of real images. Subsequently,
feature vectors can be computed for synthetic images. The
result is two sets of 2,048 feature vectors: one representing
real images and the other representing generated images.
These feature vectors allow for a quantitative comparison
of the distributions of real and fake images using the FID
score. The FID score is calculated using Equation (10) taken
from the paper [26]:

d* = |l — w2l + Te(Cr + C2 — 2/C1 - C2)  (10)

Following the paper [26], FID was calculated by randomly
selecting 50,000 real images and 50,000 randomly sampled
generated images from triad datasets individually. The
evaluation of the experimental models on a triad of Bangla
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datasets shown in Figure 12, comprising the Bangla-Lekha
Isolated dataset, the Ekush dataset, and the CMATERdb
dataset, reveals that the Fréchet Inception Distance (FID)
score for the Bangla-Lekha Isolated dataset is 6.225, while
the FID score for the Ekush dataset is 9.86 and the
FID score for the CMATERdb dataset is 10.346 while
training using DDPM-+AdamW. These scores provide a
foundational benchmark that can serve as a guiding reference
for future improvements. It is also clear from Figure 12
that the proposed Okkhor-Diffusion (DDPM+Lion) model
outperforms DDPM+AdamW on the relatively standardized
Bangla-Lekha Isolated dataset.

2) MULTI-SCALE STRUCTURAL SIMILARITY INDEX

MEASURE (MS-SSIM)

Multi-Scale Structural Similarity Index Measure (MS-SSIM)
was used to assess the intra-class diversity of the generated
samples compared to the training samples [28]. Multi-Scale
Structural Similarity Index Measure (MS-SSIM) has emerged
as a reliable metric for measuring the perceptual diversity of
image samples, as successfully applied in the papers of [20]
and [21]. The score ranges from 0.0 to 1.0, with higher values
indicating a greater degree of structural similarity between
the two images [21]. Therefore, images with greater diversity
ought to have lower MS-SSIM scores, whereas images with
less diversity ought to have higher MS-SSIM scores. Multi-
Scale Structural Similarity Index Measure (MS-SSIM) scores
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visual analysis.

are computed for 100 randomly selected image pairs per
class, in total of 8400 images, and then illustrate the mean
MS-SSIM scores for both training and generated samples.
The Multi-Scale Structural Similarity Index Measure
(MS-SSIM) score has been employed as a quantitative
metric to evaluate and compare the performance of two
different models on three distinctive datasets. The databases
comprise several types of characters in the Bengali language,
particularly basic characters, numerals, and compounds.
Figure 16, Figure 17 and Figure 18 demonstrate the efficacy
of the Multi-Scale Structural Similarity Index (MS-SSIM) in
accurately quantifying the structural similarity between pairs
of images belonging to different classes of characters. These
figures provide graphical illustrations that highlight how
well the MS-SSIM metric measures the structural similarities
among different types of characters, notably basic charac-
ters, digits, and compounds. The mean MS-SSIM scores
have also been calculated for real and generated images,
represented as blue and orange bars in Figure 14, exhibit
high variability across the 84 classes of the Banglalekha-
Isolated dataset, 110 classes of Ekush dataset and 221 classes
of CMATERdb dataset. By computing the mean MS-SSIM
scores separately for digits, basic characters, and compound
characters, insights into the generative model’s creative
abilities can be gained. The analysis is extended to include
two other datasets, Ekush and CMATERdb, and found that
the performance of our approach was exceptional. As it can
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be seen, the Okkhor-Diffusion model generated real and
synthetic samples that exhibited different levels of diversity
across the isolated Bangla handwritten characters.

The L2 Distance metric employs the comparison of pixel
values to quantify the dissimilarities in structure between
two images, particularly a sample image and a reference
image. To surpass prior methods, the paper [35] devised
a measure that emulates the discerning abilities of the
human visual perception system, renowned for its proficiency
in recognizing structural details within a given scene.
The Structural Similarity Index Measure (SSIM) metric is
capable of identifying three distinct metrics from an image:
Luminance [/(x,y), Contrast c(x,y), and Structure s(x,y),
as shown in Equation (11).

SSIM(x, y) = [1(x, I* - [e(x, NI - [sx, )17 (11)

where ¢ > 0, 8 > 0, ¥y > 0 denote the relative importance
of each of the metrics to simplify the expression.

However, taking the reference and distorted image signals
as the input, the system iteratively applies a low-pass filter
and downsamples the filtered image by a factor of 2. The
authors from the paper [28] index the original image as Scale
1, and the highest scale as Scale M, which is obtained after
M — 1 iterations. At the j-th scale, the contrast comparison
and the structure comparison are calculated and denoted as
¢j(x,y) and s;(x, y), respectively. The luminance comparison
is computed only at Scale M and is denoted as Iy (x, y).
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FIGURE 8. Comparing real character images and generated character images using Okkhor-Diffusion model from Ekush dataset: A visual analysis.

TABLE 4. Comparison between the models across different datasets for performance metrics: A comprehensive analysis.

Dataset Model FIDJ Mean MS-SSIMY LPIPS| | BCAFID|
Real Images | Fake Images
BanglaLekha-Isolated | Okkhor-Diffusion 5.426 0.177 0.178 0.3634 10.388
Banglalekha-Isolated DDPM+AdamW 6.744 0.185 0.178 0.3754 37.678
BanglaLekha-Isolated StyleGAN2-ADA 87.519 0.180 0.892 0.3254 28.698
Ekush OKkkhor-Diffusion 6.679 0.186 0.185 0.3079 28.762
Ekush DDPM-+AdamW 9.862 0.184 0.186 0.3078 30.993
Ekush StyleGAN2-ADA 70.709 0.184 0.926 0.3152 62.594
CMATERdb OKkkhor-Diffusion | 18.581 0.184 0.191 0.3126 29.063
CMATERdb DDPM+AdamW 20.696 0.187 0.190 0.3117 38.463
CMATERdb StyleGAN2-ADA 26.744 0.186 0.585 0.3637 33.624

Equation (12) outlines the process of computing MS-SSIM.

M
MS-SSIM(x, y) = [y (e, I [ [es6e. 017 [si6x, )]
j=1
(12)

3) LEARNED PERCEPTUAL IMAGE PATCH SIMILARITY (LPIPS)
The LPIPS [32] score is computed by comparing the
image patches of real and synthetic images. LPIPS utilizes
activations of a layer from a pre-trained Alexnet model.
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A lower LPIPS score indicates higher performance. Since
LPIPS has been proven to correlate well with human
perceptual judgment, LPIPS was used to evaluate the results
quantitatively. Human evaluation is subject to bias and human
error. LPIPS provides us a mechanism to objectively assess
the generated images. LPIPS was calculated by individually
selecting 50,000 sample images and 50,000 generated images
at random from the triad datasets. The results from Table 4
and Figure 13 indicate that the proposed Okkhor-Diffusion
model performs competitively in terms of LPIPS across all
datasets.
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FIGURE 9. Comparing real character images and generated character images using StyleGAN2-ADA model from Ekush dataset: A visual
analysis.

W I

Real Images Generated Images

FIGURE 10. Comparing real character images and generated character images using Okkhor-Diffusion model from CMATERdD dataset: A
visual analysis.

4) BANGLA CHARACTER AWARE FRECHET INCEPTION evaluating generated Bangla Handwritten character images.
DISTANCE (BCAFID) The classes of the Imagenet dataset do not contain any
As the classical FID metric employs an Inception-V3 types of handwritten English characters, let alone Bengali
classifier trained on imagenet dataset; it is not adequate for characters [30]. Therefore, the activation statistics from
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FIGURE 11. Comparing real character images and generated character images using StyleGAN2-ADA model from CMATERdb dataset: A visual
analysis.
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FIGURE 12. A comparison of the FID scores of models trained on the Bangla-Lekha Isolated, Ekush, and CMATERdb
datasets.

the intermediate layers are biased towards images akin to In order to address this issue, this paper proposed a modified
Imagenet classes and are inaccurate for handwritten text. variant of FID that is referred to as Bangla Character Aware
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FIGURE 14. Mean MS-SSIM comparison of models on all datasets: digits, characters, and compound characters.

a"

Fréchet Inception Distance (BCAFID). The pre-trained between the distribution of activations for specific deep layers
Inception-V3 model was utilized and fine-tuned using the in an Inception-V3 is calculated. If activation distributions are
Banglal.ekha-Isolated dataset. As FID compares a sample of similar, then image distributions are assumed to be similar as
actual images to a sample of generated images, the distance well. Training the model with Banglal.ekha-Isolated ensures
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Loss Comparison: AdamW vs Lion for DDPM
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FIGURE 15. Plot of training loss at different epochs for different datasets and models.
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FIGURE 16. MS-SSIM on BanglaLekha-Isolated dataset.

that it can capture the similarity of activation distribution
between actual and generated Bangla handwritten character
images, making it a meaningful variant of the FID metric
for Isolated Bangla Handwritten Character generation. For
computing BCAFID, real Bangla character images, Bg and
fake Bangla character images, Br are fed into the Bangla
character trained Inception-V3 network to obtain features
fr and fr from intermediate layers. The mean of fg, ug
and the mean of fr, ur are calculated. Also, the covariance
matrix of fg, Xg and the covariance matrix of fr, X
are computed. The mean and covariance matrices obtained
from the feature vectors are used to calculate BCAFID
shown in Equation (13). Here, £, represents the Euclidean
distance and Trace sums up the elements e;; of a matrix M
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MS-SSIM using DDPM+AdamW Model
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where i = j.

BCAFID = Ly(juR, ur) © La(Ur, pr)
+ Trace(Sg + SF — 2(Sg - =p)/?) - (13)

Table 4 provides a comprehensive comparison of all the
metrics used in this study to evaluate the DDPM+AdamW
model and Okkhor-Diffusion model. The scores obtained by
DDPM+AdamW across a triad of datasets show DDPM’s
competitive capability of producing high-quality and diverse
Bengali Isolated Handwritten characters. The proposed
Okkhor-Diffusion model resulted in a substantial improve-
ment in all of the evaluation metrics. Okkhor-Diffusion is
trained on the standardized Banglal.ekha-Isolated dataset
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FIGURE 17. MS-SSIM on Ekush dataset.
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FIGURE 18. MS-SSIM on CMATERdb dataset.

using the Lion optimizer, and the results indicate that it
performs relatively better than DDPM+AdamW.

From Figure 15, it is clear from the loss plot that
Okkhor-Diffusion exhibits a more stable training perfor-
mance compared to DDPM+AdamW.

VIIl. DISCUSSION

Due to limited computational resources, this paper only
explores the generation of 64 x 64 Bangla characters. The
FID score of Okkhor Diffusion is not as great as the FID score
obtained by state-of-the-art English handwritten character
generation models. Our model requires an expensive GPU to
run on a local device, limiting its reach to many users. In the
future, generating higher resolution images like 128 x 128,
256 x 256, etc. using DDPM efficiently on less expensive
hardware can be explored. Since the Okkhor-Diffusion model
produces state-of-the-art images, it can be used to create
a dataset with even greater variation and an abundance of
handwritten Bangla characters. Such a dataset can potentially
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aid in improving the performance and acceptability of
Handwritten Bangla Character Recognition (HBCR).

IX. CONCLUSION

This paper proposes a novel framework using a novel Denois-
ing Diffusion Probabilistic Model architecture combined
with Lion optimizer for generating 64 x 64 handwritten
Bangla isolated character images. No previous literature was
found that actually measures the qualitative results of Bangla
handwritten isolated character generation using state-of-the-
art image generation metrics such as FID. Therefore, the
results are compared across three popular Bangla handwritten
datasets: Banglal.ekha-Isolated, CMATERdb, and Ekush.
It is evident from Figure 6 and other quantitative measures at
Table 4 that Okkhor-Diffusion has ensured remarkable results
in terms of relevancy and image quality compared to the state-
of-the-art GAN model, StyleGAN2-ADA. This paper also
introduced and used a new metric called BCAFID to address
the limitations of evaluating generated Bangla handwritten
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character images. It can be concluded from the results at
Table 4 that DDPM with Lion optimizer yields high-quality
results for synthesizing Bangla handwritten character images.
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