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ABSTRACT The detection of pavement diseases is an important and basic link in the road maintenance
process. Many methods based on deep learning have been applied. However, these methods are not accurate
enough and cannot accurately identify defects in complex background with shadow occlusion and uneven
lighting brightness. In order to overcome the shortcomings of previous detection methods, a complex
background defect detection algorithm based on improved YOLOvV7 is proposed. First, the K-means+-+
clustering algorithm is used for initial anchor box setting to obtain better anchor box parameters; then, the
group spatial pyramid pooling module SPPCSPC_G is introduced to replace the original SPPCSPC module
to improve the fusion speed of image features and thereby improve the detection accuracy; Finally, the GELU
activation function is used as the activation function of the REPConv convolution module in the YOLOv7
model, which effectively reduces model overfitting and thereby improves model detection accuracy. The test
results show that the average accuracy of the improved detection algorithm for disease detection increased
from 65.4% to 72.3%, an increase of 6.9%, the amount of calculation and parameters decreased by 4% and
14.9% respectively, and the FPS reached 80, an increase of 17%, and no pavement defects are missed or
wrongly detected. It is more suitable for real-time detection of defects in complex background. It can be
seen that the improved YOLOvV7 has better detection effect on complex background defects.

INDEX TERMS Complex background, defect detection, YOLOvV7, K-means++, grouped spatial pyramid
pooling module, activation function.

I. INTRODUCTION

With the continuous development of our country’s society,
the country’s investment in highways continues to increase.
As of the end of 2021, the total mileage of our country’s road
network has reached 5.2807 million km, and the expressway
has reached 169,100 km [1], ranking among the top in the
world. The dense road network greatly facilitates information
exchange and resource allocation between regions, thereby
promoting rapid economic and social development. At the
same time, the rapid development of highways has also led
to a rapid increase in the number of cars and an increase
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in the frequency of highway use, eventually leading to
the occurrence of various diseases on the highways. These
diseases will affect the life of the road surface and even cause
traffic accidents in severe cases. Therefore, various traffic
safety management department need to conduct scientific
inspections of road surface regularly to detect diseases in a
timely manner.

Traditional manual visual inspection of pavement diseases
has a complex process, low detection efficiency, and is
accompanied by a large amount of labor costs. With the
advancement of photography technology and deep learning,
technical support has been provided for the collection and
recognition of pavement disease images. Although many
methods based on deep learning have been applied, these
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methods are not accurate enough and cannot accurately iden-
tify defects in complex background with shadow occlusion
and different light brightness.

In response to the above problems, scholars specializing
in road defect identification and detection have conducted a
lot of research and proposed many new algorithms. In terms
of traditional algorithms, Su Xiaobo [2] used MobileNetv2
as the backbone network and replaced other ordinary
convolutions with depth-separable convolutions. Although
the efficiency of model detection has been improved, the
accuracy of recognition by this algorithm needs to be
improved. Zhang Zhihua et al. [3] introduced the residual
neural network (ResNet) as an encoder to solve the problem
of difficulty in accurately distinguishing asphalt pavement
diseases with similar characteristics such as cracks and
potting cracks. However, the diseases detected by this
algorithm are too single, and its generalization ability to
multiple diseases on highway pavement is poor. Li Erwei [4]
achieved refined scanning of a given area by conducting
three-dimensional scanning and image collection of bridges,
but this model will be interfered by other textures in the
image, affecting the accuracy of the prediction results. Liu
Xing et al. [5] proposed a target detection algorithm that
combines PeleeNet and YOLOVv3 to improve the stability and
detection rate of surface crack detection on low computing
power computing platforms. He Tiejun et al. [6] proposed
an improved detection model Pavement Damage-YOLO
(PD-YOLO) based on pavement disease characteristics,
which further improved the accuracy of pavement disease
detection. In order to achieve rapid and intelligent detection of
road defects. Chen Jianyu et al. [7] proposed a YOLOv5-AC
algorithm. Zuo Hao et al. [8] proposed a road defect detection
algorithm based on improved YOLOVS5, and introduced
the CBAM attention mechanism to solve the problem of
detection. Inefficiency problem. However, the above scholars
have made improvements based on traditional algorithms.
The traditional algorithms have low accuracy and are easily
affected by environmental noise, resulting in poor recognition
performance and inaccurate target edges. The detected target
diseases tend to be similar to those under normal light. These
algorithms do not solve the problem of low target recognition
accuracy under the influence of shadow occlusion and light
brightness.

Currently, deep learning technology has been widely used
in road surface defect detection. As a typical single-stage
target detection algorithm, YOLO is widely used in system
real-time detection due to its fast running speed. The
detection effect of YOLOV7 on public road data sets shows
that its accuracy and speed exceed other YOLO series
models, so this article chooses YOLOvV7 is used as an
algorithm model for defect detection in complex background.
Many scholars use the YOLOv7 algorithm [9], [10], [11],
[12] for target detection and have achieved remarkable
results. Huang P et al. [13] proposed a lightweight road
defect detection model based on the improved YOLOv7
architecture. The model introduces four key enhancements
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that successfully balance the amount of parameters and
computation, making it a more suitable algorithm for
pavement defect detection. Ni Changshuang et al. [14]
targeted the imaging characteristics of laser images and used
a combined filter-three-histogram equalization algorithm,
adding a multi-head self-attention mechanism and the funnel
activation function F-ReLU to improve training accuracy;
Liu P et al. [15] proposed A yellow peach target detection
model (YOLOv7-Peach) based on improved YOLOV7. The
K-means clustering algorithm is used to update the anchor
frame information of the original YOLOv7 model, the
CA (Coordinate Attention) module is embedded into the
YOLOvV7 backbone network, and better performance is
achieved under different weather conditions by replacing
the object detection regression loss function with EloU.
Effect. Chen J et al. [16] proposed a recognition method
based on the improved YOLOv7 model, embedding (SENet)
network and coordinate attention (CA) in the last layer of
the backbone network and head network respectively, using
SIoU bounding box regression The loss function refines
regression inference bias and improves bounding box pre-
diction accuracy. Zhang Z et al. [17] proposed an improved
YOLOVT7 traffic sign detection method CN-YOLOv7, which
introduced comprehensive attention to ConvNeXt_block in
the feature extraction network, and replaced the SPPCSPC
module with the SPPFCPC module to reduce the number of
network parameters. The K-means++ clustering algorithm
is used to obtain predefined anchor frames, making them
more suitable for the data set and improving the robustness
and detection accuracy of the algorithm. Yolov7 exceeds all
currently known detection algorithms, both in terms of speed
and accuracy. However, it performs poorly in defect detection
in complex background involving shadow occlusion, object
overlap, and insufficient lighting. Therefore, it is necessary
to modify the original model framework to achieve accurate
identification of pavement defects.

In summary, in order to overcome the shortcomings of
previous detection methods and better identify road defects
in complex background, this paper proposes a complex
background defect detection algorithm based on improved
YOLOV7.

1) Use K-means++ clustering algorithm to optimize the
initial anchor box to obtain better anchor box parameters;

2) Introduce the group spatial pyramid pooling module
SPPCSPC_G to replace the original SPPCSPC module to
improve the fusion speed of image features and thereby
improve the detection accuracy;

3) Finally, the GELU activation function is used as the
activation function of the REPConv convolution module
in the YOLOv7 model, which effectively reduces model
overfitting and thereby improves the model’s detection
accuracy for complex background defects.

Il. YOLOv7 NETWORK MODEL
As a typical single-stage target detection algorithm, the
YOLO series is widely used in system real-time detection
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due to its fast running speed. YOLOV7 [18] has excellent
detection accuracy and detection speed in the YOLO series
model, so YOLOV7 is selected as the asphalt pavement in this
article. Algorithmic model for disease detection.

The YOLOvV7 algorithm introduces strategies such as
Extended-ELAN (Extended-Efficient layer aggregation net-
work) and model scaling and convolution re-parameterization
based on Concatenation-Based models., which can deepen
the depth of the network and improve the accuracy of the
network. The model consists of the input end, the backbone
architecture and the head architecture, as shown in Figure 1.
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FIGURE 1. YOLOV7 structure diagram.

First, the input end is the input layer. Its main function is
to scale the input image to the same size and then input it into
the backbone architecture to meet the training requirements
of the backbone network; the backbone architecture is also
called the feature extraction layer, which consists of 50 lay-
ers (Layer0~50) It is composed of different convolution
combination modules. The main function is to extract three
different sizes of target information features and input them
into the head architecture. The output positions of the
backbone architecture are located at the 24th layer, the 37th
layer and the 50th layer respectively; the head architecture
mainly includes SPPCSPC layer (Spatial Pyramid Pooling
Connected Spatial Pyramid Convolution, Spatial Pyramid
Pooling Connected Spatial Pyramid Convolution), E-ELAN
layer, several Conv layers (Convolution, convolution layer),
MP layer (MaxPool, maximum pooling layer) and REPConv
Its biggest feature is the adoption of the efficient E-ELAN
network architecture. ELAN-A increases the number of
channels from 4 times to 8 times, that is, high channels
have stronger feature expression capabilities. E-ELAN does
not use the summation method of residuals, but adopts the
stacking method. There is no doubt that the calculation
amount is larger, but the representation is stronger. The head
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architecture is on the 75th, 88th and 101st layers. Three types
of feature maps of different sizes are output, and the output
features of different scales are adjusted in the number of
image channels through the heavy-parameterized structure
REP layer, and converted into bounding boxes, categories and
confidence information. The convolutional layer is then used
as the detection head for down-sampling to achieve multi-
scale detection of large, medium and small targets. Figure 2
shows the structure diagram of each module.

ces |~ CEIIEET

CBS | CBS l CBS | CBS | CBS

CBS CBS CBS | CBS CBS

ADD SILU ADD Conv

FIGURE 2. Structure diagram of each module.

Ill. IMPROVED YOLOv7 NETWORK MODEL

A. K-MEANS++ CLUSTERING PRIOR BOX

The implementation of the YOLO series of algorithms
requires traversing the preset pixel frames in the image,
retaining the best pixel frames and making fine adjustments.
The above preset pixel frames are called anchor frames.
YOLOV7 uses the K-Means algorithm by default to cluster
the anchor frames generated by the COCO data set. Since
the COCO data set has many categories and large differences
in target sizes, if the initial Anchor is used for training, the
convergence speed of the model will slow down and the
model will In the end, the detection effect of the model is
poor, so the Anchor clustered by the K-means algorithm is
not suitable for the data set of this article. In addition, when
K-means is clustering, the convergence situation depends
heavily on the initialization status of the cluster center,
which may lead to a large gap between the randomly
assigned initialization cluster center and the optimal cluster
center. Therefore, this article uses the K-means—++ algorithm
instead of the original K-means algorithm to select better
clustering centers, better identify road defects under complex
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backgrounds such as uneven brightness, and reduce false
detections and misdetections. Improve detection accuracy
and effect.

Through experiments, it was found that K-Means-new uses
1-IoU (Intersection over Union) to indicate that the distance
calculation effect will be much better. However, when
conducting experiments on the data set in the article, it was
found that IoU is used to establish distance measurement
indicators, and K-means—++- is used. The algorithm combines
the Intersection over Union (IoU) to set the anchor box.
The K-means++ algorithm randomly selects the first initial
cluster center when selecting it, and selects the a-th initial
cluster center (1< a<K), the farther a point is from
the first a-1 cluster center, the greater the probability of
being selected as the a-th cluster center, and the initial
anchor box size distribution is more uniform and more
representative. While improving the randomness and locality
of the clustering center selection process, it can also better
improve the detection accuracy and effect, thereby improving
the judgment of defects by the attention mechanism in the
next step and suppressing irrelevant background areas.

The specific steps of the K-means++ anchor box setting
scheme: first traverse each target in each label in the FLIR
data set, randomly select a target as the initial cluster center,
and divide it into 9 regions, and calculate each target in the
data set. The distance between the target and the initialized
cluster center, and the target with the largest distance is
selected as the new cluster center with probability. At the
same time, the probability of each target being selected as
the next cluster center is calculated, and the target with the
largest probability is selected as the next cluster. center, its
calculation formula is as follows:

Step 1: Randomly select a center point m; among the data
points,

Step 2: Use the IoU distance square to calculate the
distance D(x) between the remaining sampling points x and
the center point m;,

Dey = Ilx — mil|3 (1

Step 3: Calculate the probability P(x) of each sampling
point becoming the new cluster center point. Select the point
with the largest probability value to become the new cluster
center,

D (x)?
> rex D (0)?

Repeat steps two and three until k initial clustering center
points are selected. For each initial clustering center point
i e{1,23, ------ ,k}, define the nearest point set M and
update the M set center of mass.

Although the K-means++ algorithm takes a little more
time to initialize the cluster center than K-means, it will
converge quickly after selecting the appropriate cluster
center. Overall, it reduces the calculation time and improves
the calculated Anchor and Matching accuracy of targets in

P(x) = @

VOLUME 12, 2024

the dataset. It is very effective for road target detection in
complex background.

B. INTRODUCING THE SPPCSPC-G GROUPING SPATIAL
PYRAMID POOLING MODULE

The SPPCSPC (Spatial Pyramid Pooling with Channel
Spatial Pooling) module is a convolutional neural network
module used for image classification. It can improve the
receptive field and classification accuracy of the model. The
following are the implementation steps of the SPPCSPC
module:

1. The size of the input feature map is H/W/D, where H
represents the height of the feature map, W represents the
width of the feature map, and D represents the number of
channels of the feature map.

2. For the channel dimension, perform operations such as
maximum pooling, average pooling, and minimum pooling
to obtain D pooling results, with the size of each result being
1/D.

3. For the spatial dimension, use pyramid pooling to divide
the feature map into different areas, and perform operations
such as maximum pooling and average pooling on each area
to obtain n pooling results, where n represents the partition.
quantity.

4. Splice the channel pooling results and the spatial pooling
results together to obtain a feature vector.

5. For each feature vector, a fully connected layer is used
for tasks such as classification or regression. Figure 3 is
a comparison diagram of the structures of SPPCSPC and
SPPCSPC_G.
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(b) SPPCSPC_G

FIGURE 3. SPPCSPC and SPPCSPC_G structure comparison chart.

Aiming at the problem of pavement defect detection in
complex environments in this article, the results are not
good. The spatial pyramid pooling module only cares about
the task-related areas. When the target area is occluded
or interfered by light, it will affect the judgment of the
attention mechanism. In order to solve the above problems,
this paper proposes to design the grouped spatial pyramid
pooling module SPPCSPC_G, which changes all seven
convolution modules to perform grouped convolution in
the original SPPCSPC. Each convolution module is divided
into four groups, and group convolution has the following
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advantages. The first advantage is efficient training. Because
the convolutions are split into multiple paths, each of which
can be processed separately by a different GPU, the model
can be trained on multiple GPUs in parallel. The second
advantage is that the model will be more efficient, that
is, the model parameters will be reduced as the number
of filter groupings increases. The grouping spatial pyramid
pooling module will dynamically identify image features
in multiple dimensions at the same time, and in this
way The mechanism of emphasizing areas of interest and
suppressing irrelevant background areas makes the grouped
spatial pyramid pooling module more accurate than standard
two-dimensional convolution in identifying target defects in
complex background. The third advantage is that the grouped
spatial pyramid pooling module greatly reduces the amount
of parameters and calculations of the model. The improved
spatial pyramid pooling module SPPCSPC_G grouping can
reduce the amount of parameters and calculations while
enhancing the model’s focus on deep semantic features
to suppress useless information. Enhance the ability to
distinguish the characteristics of large and small pavement
defects. Figure 4 is a comparison of the original CBS
convolution module and the improved CBS-G convolution
module.
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FIGURE 4. Comparison chart between CBS convolution module and
improved CBS-G convolution module.

For the CBS module, we can see from the figure that
it consists of a Conv layer, which is a convolution layer,
a BN layer, which is a Batch normalization layer, and a Silu
layer, which is an activation function. The CBS-G module
here changes the number of channels of the feature map
from one channel to 4 channels. Because the convolution
is divided into multiple paths, each path can be processed
separately by different GPUs, so the model can be processed
in parallel. Training is performed on multiple GPUs, thereby
reducing the number of parameters and calculations of the
model.
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C. REPLACING THE GELU ACTIVATION FUNCTION
Each neuron node in the neural network accepts the output
value of the neuron of the previous layer as the input value
of this neuron, and passes the input value to the next layer.
The input layer neuron node will directly pass the input
attribute value to the next layer. One layer (hidden layer
or output layer). In a multi-layer neural network, there is a
functional relationship between the output of the upper layer
node and the input of the lower layer node. This function
is called the activation function. If the feature information
transfer between layers is through linear changes, the model
will become easy to verify, and the approximation ability of
the network will be very limited, so an activation function
is required. The original YOLOv7 model network structure
continues the SiLU activation function used in YOLOVS,
which has the characteristics of lower bound, no upper
bound, smoothness, and non-monotone. The mathematical
expression of the SiLU activation function is:
. % . X
silu(x) = x™sigmoid(x) = = 3)

Because the YOLOvV7 network model has too many
parameters, the model complexity is too high, which
can easily lead to overfitting and the model has spatial
insensitivity. The GELU activation function is related to
random regularization and can have the effect of self-adaptive
dropout, that is, it can effectively reduce model overfitting,
thereby improving model detection accuracy. And because
the calculation of GELU is relatively complex, replacing too
many convolution modules will consume more computing
resources, thus reducing the detection speed of the model.
Therefore, this study uses the GELU [23] function as the
activation function of the REPConv convolution module
in the YOLOv7 model. The modified model convolution
module is shown in Figure 5(b).

nepean = -

ADD SILU ADD Conv MUl

(a) REPConv module

ADD GELU ADD Conv MUl

(b) REPConv-G module

FIGURE 5. Comparison chart between REPConv module and REPConv-G
module.

GELU is an activation function based on the Gaussian
error function, the full name is ‘“Gaussian Error Linear
Unit”. As an excellent activation function proposed in 2020,
compared with SiLU, the function will not treat all x less
than or equal to 0 equally as 0., taking all 0 will cause the
derivative to be equal to 0, causing the gradient to disappear,
so the GELU activation function eliminates the problem
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of the gradient disappearing. At x=0, the GELU function
introduces a transformation similar to the sigmoid function in
the nonlinear transformation of the activation function, which
allows the output of the GELU function to fall within a wider
range, helping to accelerate the convergence of the model.
The following is the mathematical expression of the GELU
activation layer:

GELU (x) =x*P(X <x) =xx P (x) “)

where ® (x) represents the cumulative distribution function
of the normal distribution, that is:

1 X
=1 (1 oerf (ﬁ)) )

erf (x) represents the Gaussian error function. This function
can further be expressed as

¥ . X

xxP(X <x) =x 2 x )
—00 A 2mo

Compared with the SiLU function, the GELU function has a
non-zero gradient in the negative value area, thereby avoiding
the problem of dead neurons, improving the neural network’s
ability to express the model, and solving problems that cannot
be solved by linear models. In addition, GELU is smoother
than SiLU near 0, so it is easier to converge during the
training process, thereby improving the feature extraction
of road defects in complex background. By processing
negative samples, the proportion of negative sample loss
contributions is reduced, and positive samples are high-
lighted. The loss contribution is used to improve the model’s
detection performance of dense small target diseases in road
defects.
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FIGURE 6. Improved YOLOv7 model.
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D. IMPROVED YOLOv7 MODEL

As shown in Figure 6, it is the YOLOv7 model network
structure improved in this article. First, the K-means++
clustering method is used to cluster a priori boxes suitable
for this data set based on the ratio of the length and
width of the annotated boxes in the defect data set, which
improves the recall rate of the network, speeds up the
convergence of the a priori boxes, and reduces Reduce
the time of inference testing; introduce the group spatial
pyramid pooling module SPPCSPC_G to replace the original
SPPCSPC module to improve the fusion speed of image
features, thereby improving the detection accuracy; finally,
replace the activation function of the REPConv module with
the GELU function to effectively reduce model overfitting,
thereby improving model detection accuracy.

IV. EXPERIMENT AND RESULT ANALYSIS
The overall flow chart of the experiment is shown in Figure 7.
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FIGURE 7. Overall flow chart of the experiment.

A. DATASET CONSTRUCTION

This experiment selected 2525 images with more disease
defect characteristics from the data set (RDD-2019) [19].
Due to the lack of complex background defects in public
data sets, this experiment also added a self-collected complex
background defect image data set. The collection method
is to fix the mobile phone on the car sun visor and take
pictures of various road defects as the car moves forward.
Finally, 510 photos were selected and labeled using the
open source image annotation tool Labellmg. The ratio of
shadow occlusion, uneven lighting and normal road defects
in this paper’s data set is 3:3:4. There are 3035 images in the
RDD-2019 and self-made data sets. The validation set, test
set and training set are divided in the ratio of 1:1:8. Table 1 is
a statistical table of various types of quantities.

B. EXPERIMENTAL CONFIGURATION

This experiment uses the PyTorch training framework, uses
Winl0 as the system environment, the GPU model is
NVIDIA V100, the video memory size is 16GB, the deep
learning environment is Python 3.8, the framework is Pytorch
1.10.0, and the GPU acceleration is CUDA10.2. Table 2
shows the network model parameter settings.

Figure 8 shows an example of a sample image.

32875



IEEE Access

Z. Chunlong et al.: Pavement Defect Detection Algorithm

TABLE 1. Statistics table of the number of various tags.

Table Category Amount
D00 Longitudinal cracks 933
D10 Transverse cracks 1176
D20 Network cracks 1676
D43 Blurred sidewalk 982
D44 Blurred white lines 1722
D50 Manhole cover 1147
TABLE 2. Network model parameter settings.
Parameter settings illustrate

Batch_size=16 The number of batches is 16

Epoch=150 Training data for 150 rounds

Learing_rate=0.01 The initial learning rate is 0.01

SGD Optimizer
The weight attenuation coefficient is

Weight_decay=0.0005
0.0005

D00 D10 D20 D43 D44 D50
FIGURE 8. Sample image example.

C. EVALUATION INDICATORS

In order to evaluate the model’s performance in identifying
and detecting pavement defects, the evaluation criteria
include accuracy (precision), recall (recall), mean average
precision (mAP) and frames per second.

TP
P=— )
TP + FP
TP
R=—— 8)
TP + FN
1
AP = — > AP(i 9
m - (0 9
n
FPS = — 10
T (10)

In Formulas 7 to 10: TP is the number of correctly recognized
detection frames, and FP is the number of incorrectly
recognized detection frames. FN is the number of correct
targets that have not been detected, m is the number of
detected categories, AP is the area under the PR curve, which
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reflects the model’s recognition effect on a certain category,
n is the number of pictures processed by the model, and T is
the consumption time.

D. EXPERIMENTAL RESULTS

The experiment set up comparative experiments on three
improvement measures, namely replacing the corresponding
a priori frame, introducing the SPPCSPC_G grouping space
pyramid pooling module, and replacing the GELU activation
function, to analyze the impact of different improvement
measures on the network detection effect. Finally, in order to
verify the proposed method in the article Each optimization
part performs ablation experiments on the impact of the
algorithm.

1) RESET THE A PRIORI FRAME COMPARISON EXPERIMENT
The anchor processing mechanism of YOLOV7 is to recal-
culate the anchor when the anchor in the configuration file
calculates the best possible recall (BPR) less than 0.98. The
maximum value of BPR is 1. If BPR is less than 0.98, the
program will automatically learn the size of the anchor based
on the label of the data set. The calculated initial anchor
frame size is shown in Figure 9. Comparison shows that the
initial anchor frame size distribution in (c¢) is more even and
representative.
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FIGURE 9. Initial anchor box clustering.

TABLE 3. The impact of resetting the a priori frame on network
performance.

Anchor to target

Priori box mAP@0.5%  FPS . BPR
frame ratio
K-means 65.4 68 3.87 0.9847
K-means-
67.4 65 4.69 0.9996
new
K-means++ 68.6 70 4.68 0.9996

As can be seen from Table 3, it is found through
experiments that the ratio of the output anchor to the matching
target frame when training using the Euclidean distance
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K-means algorithm is 3.87, the BPR is 0.9847, and K-means-
new clustering is represented by 1-IoU as the distance. The
ratio of the output anchor to the matched target frame reaches
4.69, the BPR reaches 0.9996, and the detection accuracy is
slightly improved. However, the K-means++ algorithm is
used in combination with the Intersection over Union (IoU)
to set the output anchor and matching of the anchor frame.
The target frame ratio reaches 4.68, and the BPR reaches
0.9996. When the anchor and matching target frame ratios
are almost the same, the K-means++ detection accuracy
is greatly improved, and the inference speed is also greatly
improved, indicating the effect of K-means++ clustering.
Better than the original K-means algorithm.

2) INTRODUCING THE SPPCSPC_G GROUPED SPATIAL
PYRAMID POOLING MODULE

TABLE 4. Introducing SPPCSPC_G comparison experiment.

Locatio mAP@0.5 FP Flops/ Params/
Module
n % S G M
SPPCSPC 51 65.4 68 104.8 37.22
SPPCSPC_
51 69 73 100.3 31.52
G

It can be seen from the experimental results in Table 4 that
a grouped spatial pyramid pooling module SPPCSPC_G is
designed in this paper. After replacing the original SPPCSPC
with SPPCSPC_G, the accuracy is greatly improved, reach-
ing 69%, and the calculation amount and parameter amount
are reduced by 4.3% and 15.4% respectively. the model is
more efficient, and it reduces the amount of parameters and
calculations while improving detection accuracy.

3) COMPARATIVE EXPERIMENT OF REPLACING THE GELU
ACTIVATION FUNCTION

TABLE 5. The impact of changing the activation function on the network.

Activation function mAP@0.5/% FPS  Flops/G  Params/M
SiLU 65.4 68 104.8 37.22
GELU 68.3 71 104.8 37.22

From the experiments in Table 5, it can be seen that because
the YOLOv7 network model has too many parameters, the
model complexity is too high, which can easily lead to
overfitting and the model has spatial insensitivity problems.
The GELU activation function is related to random regular-
ization and can have the effect of self-adaptive dropout, which
effectively reduces model overfitting and improves model
detection accuracy. It can also be clearly seen from Table 5
that mAP has increased from 65.4% to 68.3%. improves
detection accuracy and speeds up model inference.
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4) ABLATION EXPERIMENT

It can be seen from the experiments in Table 6 that the
first set of experiments uses the original YOLOvV7 model
as the basis, with a detection accuracy of 65.4%, a model
calculation amount of 104.8G, and a model parameter amount
of 37.22M; the second set of experiments uses K-means++
for the initial anchoring of the model. At the same time as
setting the frame, the SPPCSPC_G grouped spatial pyramid
pooling module was introduced to speed up the convergence
of the model and improve the global feature learning ability
of the model. The detection accuracy reached 69.8%, which
was 4.4% higher than the original model. The amount of
calculation and parameters They dropped by 4% and 14.9%
respectively. The introduction of the SPPCSPC_G grouped
spatial pyramid pooling module improved the detection
accuracy while compressing the network model; the third set
of experiments used K-means-++ to set the initial anchor
box of the model while using the GELU function, which
helps to improve the convergence speed and performance of
the training process. Compared with the original YOLOv7
model, the detection accuracy is increased by 3.9%. The
fourth set of experiments is the algorithm proposed in
the article. Compared with the original YOLOv7 model,
the detection accuracy reaches 72.3%, increased by 6.9%,
and the amount of calculation and parameters decreased
by 4% and 14.9% respectively, making it easier to deploy
on edge terminal devices. The FPS reached 80, which is
more suitable for real-time detection of road defects. The
improved algorithm speeds up The convergence speed of the
model has greatly improved the detection accuracy, achieving
the purpose of detecting pavement diseases with a high
recognition rate.

TABLE 6. Ablation experiment.

K
Gro SPPCSP  GE

mAP@ FP Flop Param
mean
up CG LU 0.5% S /G s/M
S++
104.
1 x x x 65.4 68 37.22
8
100.
2 \ v x 69.8 70 31.52
3
104.
3 R x v 69.3 69 37.22
8
100.
4 \ N Y 723 80 31.52
3

In order to test the actual effect of the above model, the
following complex background images are used for detection.
These images are all from outside the training set and
verification set to ensure the reliability and validity of the
image inspection. Figure 10 shows the above four sets of
models for various types of diseases. detection effect.
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FIGURE 10. Comparison of detection effects of four groups of models.

It can be seen from the test results in Figure 10 that
group 1 is the image effect of road defects detected by the
unimproved algorithm, and group 4 is the image effect of
road defects detected by the improved algorithm. It can be
seen that the defect images identified by YOLOv7 have
missed detections and wrong detections, and the detection
effect of road defects in complex background is not good.
The improved algorithm not only has high accuracy, but
also has no missed detections or wrong detections. In this
case, the reasoning speed is also much faster than the
original YOLOvV7, which proves that the improved YOLOv7
algorithm extracts richer semantic information and shows
better performance.

5) OTHER PAVEMENT DEFECT DATA SET TESTING
In order to verify whether the algorithm in this paper has
advantages on other data sets, experiments were conducted
on the public data set RDD2022 [19] and the public data
set global road damage detection challenge (GRDDC) [25].
To ensure the reliability of the experiments, they were all
tested on the same equipment and under the same parameters.
Table 7 is a comparison of experimental results of different
data sets.

It can be seen from the experimental results that the average
accuracy of the algorithm proposed in this article reached

32878

TABLE 7. Comparison of experimental results on different data sets.

Data sat Model mAP@0.5% FPS Flops/G Params/M
RDD2022 YOLOvV7 64.3 43 117.5 35.61
RDD2022 Ours 67.8(+3.5) 59 100.3 31.52

GRDDC  YOLOv7 62.7 55 117.5 35.61

GRDDC Ours 68.4(+5.7) 62 100.3 31.52

67.8% on the RDD2022 data set, which is 3.5 percentage
points higher than the original YOLOv7. On the GRDDC
data set, the average accuracy of the algorithm proposed in
this article reached 68.4%, which is 5.7% higher than the
original YOLOV7. It can be seen that the method we proposed
does not lack performance when extended to different image
conditions.

6) COMPARATIVE EXPERIMENTS OF DIFFERENT NETWORK
MODELS

In order to further verify the effectiveness of the algorithm
proposed in this article, under the premise of using the same
training configuration and data set, other network models and
the YOLOV7 network model improved in this article use the
same parameters to train the data set.

TABLE 8. Comparative experiments of different network models.

Backbone
Model mAP@0.5% FPS
network

Faster R-CNN Resnext101 62.4 45
YOLOV3 CSPdarknet 59.7 52
YOLOv4 CSPdarknet 61 61
YOLOVS CSPdarknet 63.5 65
YOLOvV7 65.4 68
YOLOvV8 CSPdarknet 67 74
Ours 72.3 80

As can be seen from Table 8, this paper has great advan-
tages compared with mainstream target detection algorithms.
This is because we replaced the original SPPCSPC with
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SPPCSPC_G, which can reduce the amount of parameters
and calculations while ensuring the detection effect; Sec-
ondly, this study uses the GELU function as the activation
function of the REPConv convolution module in the YOLOv7
model, which solves the complexity of the model If it is too
high, the model will have the problem of spatial insensitivity,
thereby reducing model overfitting; then, reset the clustering
prior framework to improve the randomness and locality
of the cluster center selection process, thereby improving
model detection accuracy. Therefore, the improved YOLOv7
algorithm further improves the detection accuracy, and
the model size and parameter amount are also reduced.
The optimized algorithm not only meets the requirements
of real-time detection, but also can accurately identify
complex background defects such as shadow occlusion and
uneven lighting brightness. Reducing the amount of model
parameters and calculations also makes it possible to deploy
the model on edge terminal devices. Therefore, the algorithm
in this paper is more suitable for defect detection in complex
background than other algorithms.

V. COUNCLUSION

In order to improve the accuracy of intelligent detection of
asphalt pavement diseases, this paper proposes a complex
background defect detection algorithm based on improved
YOLOV7. First, the K-means++- clustering algorithm is used
to set the initial anchor box to obtain better anchor box
parameters, thereby improving the defect detection accuracy
for complex background such as shadow occlusion; then,
the grouped spatial pyramid pooling module SPPCSPC_G is
introduced into the head architecture to replace the original
SPPCSPC module to reduce the calculation amount and
parameter amount of the model and improve the fusion speed
of image features; finally, the GELU activation function is
used as the activation function of the REPConv convolution
module in the YOLOvV7 model, which effectively reduces
the model overfitting, This improves the model’s detection
accuracy of road defects under complex backgrounds.

The test results show that the average accuracy of the
improved detection algorithm for disease detection increased
from 65.4% to 72.3%, an increase of 6.9%, the amount
of calculation and parameters decreased by 4% and 14.9%
respectively, and the FPS reached 80, an increase of
17%, which is more suitable for real-time detection of
pavement defects, and no pavement defects are missed
or wrongly detected. It can be seen that the improved
YOLOV7 has better detection effect on complex background
defects.

The algorithm in this article aims to improve the model’s
detection accuracy of complex background defects such
as shadow occlusion and uneven light brightness, and can
accurately identify road defects with shadow occlusion and
uneven light brightness. It has good engineering application
capabilities and can efficiently complete high-precision
identification of complex background defects. The reduction
of model parameters and calculations also provides a good
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solution for the deployment of edge terminal equipment,
making it feasible to achieve damage ratings on complex
background. In the follow-up work, we will conduct more
in-depth research on the algorithm in this article in terms
of model lightweighting and improving model detection
accuracy, to further improve the practicality of the model,
and thus meet the requirements of being deployed on edge
terminal devices with limited computing resources.
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