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ABSTRACT In recent years, the intersection between financial market behavior and social media has
emerged as a sought-after source of information, meeting the requirements of investors, institutions, regula-
tors, researchers, and policymakers. Assessing sentiment and emotions aids in evaluating public psychology
on particular stocks, assets, or the overall market, with shifts often aligning with market movements.
Previously, machine learning, both traditional and deep learning methods, targeted discerning stock market
sentiment and emotion without conducting studies to offer comprehensive explanations for these behavioral
factors. In this study, we introduce a multitasking sequence-to-sequence model that integrates financial
investment analysis with sentiment and emotion analysis from tweets upheld by an explanation mechanism.
We also present the FinEMA dataset, featuring sentiment, emotion, and cause labels on financial stock
market changes. Our study highlights how joint learning improves performance in discerning sentiment
and emotion by utilizing interrelated features, enhancing task effectiveness. Our proposed model, the
Emotion-Sentiment Attention Network (ESAN), achieved 89% accuracy in sentiment identification and 79%
accuracy in emotion recognition, outperforming conventional machine learning methods. Furthermore, our
findings indicate a positive outlook for the stock market in the latter half of 2023, which has intensified
investor optimism, though some individuals still harbor uncertainties. Conclusively, our results suggest that
regenerating existing computational tools can open up new research opportunities to address relevant novel
tasks. The primary aim of this study is to elucidate the diverse dimensions of financial market behaviour and
offer explanatory insights for the research community. The authors maintain impartiality towards specific
stocks. It’s essential to note that stock market investments inherently carry market risks and potential losses.
The market information within the research findings remains independent of the authors’ viewpoints.

INDEX TERMS Financial market, emotion and sentiment analysis, explainability, multi-tasking, sequence-
to-sequence, social sentiment on the stock market.

I. INTRODUCTION
The recent amalgamation of artificial intelligence and finance
has instigated a paradigm shift in the financial domain,
notably fueling the surge in demand for online investment
avenues rooted in financial market dynamics [1]. Utilizing
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approving it for publication was Arianna DUlizia .

fintech tools, investors can access up-to-the-minute financial
data, enabling them to scrutinize market patterns and make
well-informed investment choices [2]. Digital currencies like
Bitcoin, Ethereum, Litecoin, Ripple, and Tether are emerg-
ing currencies that have started to gain significant popu-
larity along with financial stocks [3]. In September 2023,
the investment participation of individuals aged 18 − 20
abruptly escalated to 16.1 million, marking a notable increase
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from the 3.4 million recorded in 2021.1 Earlier, in 2011,
Chong and Sheng first demonstrated the power of financial
blogs [4] to determine the sentiment of posts related to a
particular stock and used this information to predict its future
price movements. However, due to the temporal nature of
financial data, keeping track of each event becomes difficult.
In 2015, Preethi et al. illustrated through their work [5] the
significance of causal relationships between events based on
sentiment and time to understand cause and effect. Gradually,
Inamdar et al. [6] pioneered how investors utilized cryp-
tocurrency sentiment analysis with Explainable AI to inform
their investment decisions. Subsequently, Fior et al. [7] illus-
trated explainable AI algorithms can leverage cryptocurrency
predictions and aid crypto investors with practical guid-
ance. In the domain of digital currency, optimistic tweets
hold significant importance in forecasting market trends,
as evidenced in research by Wolk [8]. In recent times,
several extensive language models like BloombergGPT [9]
and FinMA [10] fulfil diverse functions such as named-
entity identification, question response, sentiment assess-
ment, among others.

FIGURE 1. Example of explainable financial market behaviour.

Moreover, Narman and Uulu [11] conducted a study that
revealed the effects of social media comments, such as
those on Twitter, Facebook, and Instagram, on cryptocur-
rency prices. Our research intends to incorporate the fun-
damental development of recognizing the causal span of
expressed emotions in automatic reasoning about human
emotions [12] to understand the strategy behind financial
investment reviews shared on social media. Figure 1 illus-
trates that shares halted by the NYSE of Blue Ridge Bank
are indeed sad news; hence, the emotion is recognized as
sad, and the cause of such an instance is NYSE halted the
shares. Therefore, by employing the suggested framework,
we can examine the emotions associated with currency trends
and understand the underlying reasons that contribute to their
downturn nature. However, the following challenges need to
be considered:

• Assessing an investment’s social or environmental
impact is challenging due to insufficient market data,
hindering comparisons between investments and the
evaluation of associated risks.

• The intrinsic temporal fluctuations in financial data,
including seasonal patterns, liquidity during trad-
ing hours, policy and regulatory shifts, and cyclical

1https://young investors

trends, amplify the unpredictability of financial market
behaviour.

• Accurate forecasting in finance requires ample up-to-
date training data for themodel. Yet, the restricted access
to public data, stemming from financial institutions’
privacy concerns, presents a major obstacle in obtaining
an adequate volume of data for training.

Research Objectives: Following are the research objectives
of the current study:

• Our main objective is to study financial market
behaviour by understanding public psychology and cor-
relating these insights to pinpoint the underlying causes
behind this behaviour. Through causal explanations,
we intend to improve entrepreneurs’ and investors’
understanding of finance, aiding in more informed
decision-making in the future.

• Following that, we intend to explore diverse task com-
binations that encompass sentiment categorization (SC),
emotion recognition (ER), and cause extraction (CE) to
evaluate their implications on predictive accuracy within
the financial domain.

Contributions: Major contributions of the current work are
as follows:

• We constructed our customized FinEMA dataset by
merging publicly available datasets with supplementary
scraped online tweets. These tweets underwent a rig-
orous examination process, during which we manually
annotated the causal spans for sentences and assigned
sentiment and emotion labels. The FinEMA dataset
comprehensively represents the intricate relationship
between sentiment, emotion, and causal factors in the
financial domain.

• Additionally, we develop an Emotion-Sentiment
Attention Network (ESAN) model specifically designed
to analyze financial market behaviour. Utilising tweet
reviews as its base, this model is crafted to elucidate the
underlying factors influencing public sentiment system-
atically.

• Furthermore, we present a hierarchical attention-based
approach that tackles two main sub-problems. The first
one involves handling emotion recognition (ER) and
sentiment categorization (SC) together, while the second
deals with cause extraction (CE). We explore various
setups for each problem and assess accuracy perfor-
mance in both single-task and multi-task scenarios.

II. RELATED WORKS
Present-day Generation Z and Millennials exhibit heightened
caution regarding financial affairs, particularly in the con-
text of the stock market. They actively employ diverse AI
tools to analyze market behaviours [13]. Vanstone et al. [14]
demonstrated the sentiment relationship between news arti-
cles and stock price. Similarly, in 2020, the work [15] briefly
investigated that positive tweet sentiment leads to stock mar-
ket price increment. Social media like Twitter, Reddit, and
Instagram provide an accessible platform for discussing
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TABLE 1. The highlighted portions represent the causal span duration marking in the FinEMA data samples. Further classification labels pertain to tasks
involving Sentiment and emotion.

and sharing cryptocurrency information [16]. Recently,
Huynh [17] demonstrated how cryptocurrency market
behaviour significantly relies on social media. Various
machine-learning and deep-learning methods have already
been implemented for cryptocurrency sentiment predic-
tion [18], [19]. The general public’s psychology regarding
cryptocurrency is known as ‘‘crypto sentiment’’. Traders
and investors use crypto sentiment analysis as a key indi-
cator of future price fluctuations, where cryptocurrency-
related tweets and news headlines are utilized. Good posi-
tive posts regarding the crypto market are typically linked
to increased demand for cryptocurrencies and vice versa.
For instance, Tang et al. [20] suggested that the value of
cryptocurrencies can be estimated using machine learning
methods. The Chinese social networking site, Sina-Weibo,
has mined for cryptocurrency-related posts for examination.
According to the study [21], there is a correlation between
the bitcoin fluctuation price and the tone of tweets. In 2022,
Valle-Cruz et al. [22] proposed that tweeter has a significant
effect on the stock market. Moreover, emotion analysis can
be useful in aiding investors to decide on the appropriate time
to buy or sell their cryptocurrency investments [23]. In [24],
Haryadi and Kusuma showed variants of emotions in tweet
data.

Although sentiment analysis and emotion detection are
widely used in financial market behaviour forecasting, there
has been limited research focused on integrating both aspects
together. To the best of our knowledge, only one recent pub-
lication by Aslam et al. [25] explored both sentiment analysis
and emotion detection using a multitask learning framework.
Due to the temporal nature of financial data, Explainable AI
(XAI) can be utilized to determine the most significant fea-
tures or inputs that contribute to predicting market trends [26]
and making investment decisions [27] thereby mitigating
risks [28] associated with financial investments.
Until now, no research has specifically focused on identi-

fying and extracting causative factors from tweet texts, espe-
cially in scenarios where public sentiment strongly influences

investment choices. This exploration could offer valuable
guidance for entrepreneurs and investors. In addressing this
intricate challenge, we present an explainable cause analysis
method developed upon a dynamic attention mechanism.
Our approach is configured with a multitasking strategy,
encompassing both word-level and sentence-level analyses.
Additionally, we introduce a specialized dataset focused
on financial market behaviour, offering comprehensive and
explicable data. This dataset, detailed in Table 1 encapsulates
the specifics of the FinEMA dataset, showcasing nuanced
information concerning market behaviours and trends.

III. CORPUS GENERATION
Lately, social media has become increasingly important as
a crucial information repository utilized by various financial
institutions. It serves as an easily accessible platform where
individuals openly share their sentiments, opinions, reactions,
and experiences regarding a wide range of financial assets,
such as stocks, cryptocurrencies, and commodities. Despite
the abundant availability of data sources, there is a limited
number of publicly accessible explainable financial market
corpora specifically designed for predicting the explainable
feelings of financial investments. This scarcity is evident
in Table 2. Given the uniqueness and novelty of our work,
we have developed a market-generalized dataset specifically
designed to train and evaluate our model. This dataset will
facilitate an examination of the influence of social media on
digital currency prices, financial stock markets, and invest-
ments. It will offer valuable insights into forecasting market
behaviour influenced by public emotional and sentiment-
driven factors.

In this research, the dataset formulation was conducted
in three phases. The initial phase involved collecting exist-
ing datasets containing review texts with sentiment class
labels. Subsequently, in the second phase, we gathered tweet
reviews from Twitter and performed manual annotation for
sentiment, emotion, and cause extraction tasks in the last
phase.
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TABLE 2. Comparative study of existing Cryptocurrencies and FinEMA
dataset.

A. PHASE-1: EXISTING DATASETS FOR SENTIMENT
ANALYSIS
Initially, we targeted three primary domains to procure tex-
tual data: news articles, tweets related to the stock market,
and content from the financial banking sector. Eventually,
we acquired three human-annotated datasets comprising texts
and associated sentiments, which were utilized as secondary
data sources. These three datasets include:

1) SentFiN 1.0: ENTITY-AWARE SENTIMENT ANALYSIS FOR
FINANCIAL NEWS: [32]
This human-annotated dataset contains 10,753 news
headlines with entity-sentiment annotations, of which 2,847
headlines contain multiple entities, often with conflicting
sentiments. For our work purpose, we have dropped the
conflicting sentiments.

2) STOCK MARKET TWEETS DATA -SENTIMENT
ANALYSIS: [33]
This dataset contains 1,300 stock market-related tweets,
which were manually annotated and reviewed.

3) FinancialPhraseBank-v1.0: [34]
This dataset is the Polar sentiment dataset of sentences from
financial news. The dataset consists of 4 text files with around
5000 human-annotated sentences categorized according to
sentiment. The dataset annotation task was mutually dis-
tributed among 5-8 annotators.

However, the aforementioned datasets did not include cur-
rent financial market reviews. Recognizing that the financial
market exhibits temporal dependencies, we collected addi-
tional recent tweets through web scraping. By incorporating
these recent tweets into our dataset, we aim to capture the
dynamic nature of the financial market and enhance the time-
liness of our analysis.

B. PHASE-2: SCRAPPED DATA FROM TWITTER
Despite broad data access, social media comes with its own
challenges where noise, sarcasm, and context dependency in
social media posts make the analysis process troublesome.
Sanitizing the raw data and processing them qualitywise to
create a generalised corpus is required for efficient model
training and prediction performance. In this phase, we used
the Tweepy library and a Twitter developer account to collect
more than 26,000 tweets related to bonds, cryptocurrency, the
stockmarket, andmutual funds over threemonths and created
the manual dataset. Standard preprocessing techniques were

used to omit unnecessary information such as conflicting
statements, code mixed reviews and unformed sentences.
After precise filtering, we considered 6500 valid tweets from
our manual dataset.

Ultimately, we merged the 5072 tweets obtained from the
existing datasets in phase-1 with the scraped tweets from
phase-2, constituting our FinEMA dataset in English. Each
instancewasmeticulously annotatedwith appropriate domain
knowledge under the supervision of financial experts.2

C. ADDITIONAL CONSIDERATIONS
The text classification labelling using pre-trained models
depends upon the sequence of words in a particular text. After
analyzing our corpus, we found that some commonly repet-
itive words are present in different classes of sentences. For
example, words like ‘stock’, ‘future’, ‘demand’, ‘buy’, and
‘may’ are common in all three (sentiment) classes of texts.
Words like ‘profit’, ‘quality’, ‘jump’, ‘well’ etc. commonly
appeared in both ‘neutral’ and ‘positive’ sentiment classes of
texts.

FIGURE 2. Sentiment class label distributions.

Words like ‘contract’, ‘sell’, etc., have commonly appeared
in both ‘neutral’ and ‘negative’’ sentiment classes of texts.
However, ‘performance’, ‘expect’, ‘quality’ etc. are com-
monly appear in the ‘relief’, ‘happy’, and ‘confused’ emo-
tion classes of texts. An overlapping between emotion and
sentiment classes formed due to words like ‘contact’, ‘may’,
‘expect’, etc., commonly appeared in the ‘confused’, ‘happy’,
and ‘disgust’ emotion class label texts.

Sentiment class distribution is illustrated in Figure 2, while
Figure 3 presents the distribution of emotion classes.

D. PHASE-3: ANNOTATIONS
In the final phase, three annotators were involved, including
an individual pursuing a doctoral degree and two undergrad-
uates specializing in computer science with robust linguistic

2Code&Dataset: https://github.com/sarmistha-D/Financial-Market-with-
ESAN
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FIGURE 3. Emotion class label distributions for sad, relief, happy, disgust,
and confused features.

foundations for this task. Drawing upon their significant
domain expertise, we constructed the corpora and meticu-
lously annotated causal spans for each instance in the dataset.

Initially, we provided some financial investment-related
tweet instances with precise labels and descriptions for better
understanding. To avoid annotation bias, each annotator was
instructed to annotate data samples in isolation. At first,
they identified the causal span,X (i), that further represented
the ground of market behaviour for each instance (i) in the
FinEMA dataset. After manual annotation, as per the previous
studies on span extraction, we employ themacro-F1 [35] met-
ric to assess inter-rater agreement. Eventually, we obtained
0.81 F1 score for decent-quality annotation.3 The explainable
price trend dataset used in this work consists of the tweet
text, sentiment and emotion label, and the corresponding
annotated causal span for each record. Table 1 shows a few
example instances of causal span annotation.

IV. METHODOLOGY
This section describes preprocessing steps like feature extrac-
tion, embedding techniques used in our dataset, and the archi-
tecture and training process of the multitasking model. The
Workflow of the proposed model is demonstrated in Figure4,
and the overall framework is shown in Figure 5.

A. PROBLEM DEFINITION
We approach the task of financial market behaviour anal-
ysis using a multitasking architecture where sentiment and
emotion classifications are jointly learned, followed by cause
extraction task

We define the cause extraction task for any instance as
follows: Given a text instance Xt = {x0, x1, . . . , xn} with
a sentiment label st and emotion label emt , and determine
the causal span cet of instance Xt . Here Xt ∈ n, and n
is the number of text instances. st ∈ S (sentiment labels),
emt ∈ E (emotion labels) and cet ∈ CE (cause extraction).

3The authors of the work mentioned the agreement ratings of emotion and
sentiment tasks as 0.68 and 0.82, respectively, suggesting good annotations.

FIGURE 4. Workflow of the proposed model.

Our multitask model jointly learns to maximize prediction
that links each instance of Xt with appropriate sentiment label
st , emotion label emt , and cause extraction label cet .

argmax2

(
n∏
t=1

P(st , emt , cet |Xt , θ)

)
(1)

Here the model wants to optimize with parameter θ .

B. PREPROCESSING
Preprocessing is the sanitization of raw data that enhances
the efficiency of machine learning and natural language pro-
cessing algorithms. The techniques used here are described
as follows:

1) NUMBER REMOVAL
Numbers in the text don’t offer valuable data for train-
ing models, and removing them shrinks the feature space.
By removing the numbers, the complexity of the model is
reduced while efficiency is increased. As a result, machine
learning algorithms perform better.

2) SPECIAL SYMBOL AND PUNCTUATION REMOVAL
Special symbols and punctuation are sets of special characters
often used in phrases and remarks for increasing readability
and clarity. However, it hinders machine learning algorithms’
capacity for learning and must be eliminated to improve the
learning process. Since Python’s string library only contains a
few special characters, a custom dictionary of all the symbols
and emojis have been created. By implementing Pyhton’s
ReGex package, we removed these unnecessary characters
from the texts.

3) STOP WORDS REMOVAL
For machine learning models, stop words do not carry fur-
ther significance in a phrase. Stop words can therefore be
eliminated without changing the meaning of a statement.
Eliminating stop-words reduces the input’s complexity while
improving the model’s performance. We removed them using
the pre-defined NLTK English stopwords corpus.

4) SPELL CORRECTION
Spelling correction is the process of changing incorrectly
spelt words. The spelling checker is used in this stage to look
for misspelt words and swap them out for the appropriate
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FIGURE 5. The architectural representation on W: word-level and S: sentence-level of proposed hierarchical attention
multitask framework for simultaneous detection of sentiment, emotion and span.

ones. We have utilized the Python library TextBlob, which
provides the crucial capability for identifying misspelt words.

5) LEMMATIZATION
The base or dictionary form of a word is known as the
lemma. The algorithmic process of lemmatization in NLTK
determines a word’s lemma based on its meaning and con-
text [36]. The NLTK lemmatization method is based on
WorldNet’s built-in ‘‘WordNetLemmatizer’’ function [37].
Lemmatizer reduces ambiguity in texts. For example, the
root word is ‘‘like’’, and it’s variations are ‘‘likes’’, ‘‘liked’’,
‘‘likely’’, ‘‘liking,’’ and so on. The ‘‘WordNetLemmatizer’’
function [37] converts back the variations to their root words.

C. EMBEDDING GENERATION WITH FinBert
BERT is a multi-layer bidirectional transformer encoder [29]
based on the primary work described in [38]. It is trained
on masked language modelling and leverages masking input
word tokens arbitrarily to predict certain contextual informa-
tion. In 2019, FinBert was proposed for tackling NLP tasks
in the finance domain, especially for social media analysis
tasks [39]. FinBert is an extension of BERT [40], which
enhances model performances and is trained on enormous
financial data with hyperparameters, demonstrating financial
text mining. In this work, we use the FinBert-base-uncased
model that generates 768 embedding for the words within
each financial tweet instance.

D. EMOTION-SENTIMENT ATTENTION NETWORK (ESAN)
We enhanced our model configuration to a hierarchical
form to represent context-rich data samples. We used a
sentence-level encoder to compute sentence representa-
tion and consider a tweet texts collection as our input,
T x = [ST1, ST2, ST3,. . . , STn] from the source data.
For each given sentence, STi is made up of word tokens
[wl−k+1,wl−k+2,wl−k+3,. . . ,wl]. Each word token of the
entire preprocessed tweet text is considered in the sequential
input for Bi-GRU, the word-level encoder. Let’s assume for
each time stamp, Hwl

t is the output of input word token wlt
(here sl and wl are superscripted to indicate sentence-level
and world-level) respectively. Since the semantic contribu-
tions of all words are not equal to the texts, word-level
attention (WAtt) has been introduced. To form a sentence
vector, we aggregate the word-level attention representation
as follows:

Hwl
sTi =

k∑
t=1

awll−k+tH
wl
l−k+t (2)

Thus, Hwl
Tx became the word-level sentence embedding of the

instance and obtained as Hwl
Tx = [Hwl

sT1
,Hwl

sT2
,Hwl

sT3
,. . . ,Hwl

sTn ].
Later this word-level embedding is fed into Bi-GRU as
a sentence-level encoder. Afterwards, the sentence-level
embedding is obtained as, H sl

Tx=[H sl
sT1

,H sl
sT2

, H sl
sT3

,. . . ,H sl
sTn ]

and aggregated with attention. This computed sentence-level
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tweet representation is defined as follows:

HTx
sT =

n∑
t=1

aslsTtH
sl
sTt (3)

To investigate the cause extraction performance further,
we fed the final aggregated tweet representation into the mul-
titask module, where sentiment categorization and emotion
recognition are the auxiliary tasks to enhance the perfor-
mance of the main task ( cause extraction).

E. MULTITASK FRAMEWORK
As per the proposed framework’s prerequisite, we mod-
ified the CentralNet [41] framework into a multitasking
model. CentralNet is an advanced centralised version of a
neural network with one central core network where each
task-specific network is divided into n separate networks
described in Figure 6. For performing multi-tasking tasks like
ER(emotion recognition), SC(sentiment categorization) and
CE(cause extraction), CentralNet is the standard layer, where
emotion and sentiment are task-specific layers. CentralNet
performs the multilayer tasks by analysing the weighted sum-
mation of each task-specific network along with their preced-
ing layers and aggregates the features obtained from different
studies. The multitask layers can be defined as follows:

MLi+1 = αnMLi +

n∑
k=1

αski ST
k
i (4)

FIGURE 6. Brief overview on Layerwise Multi-tasking framework.

Here n denotes the number of task-specific networks and
α is scalar trainable weights for n task-specific networks.
ST ki is the hidden representation of k th task-specific network
at ith layer, and the hidden central representation of the main
task is denoted by MLi and the final layer MLi+1 is fed to
an operating layer (dense layer accompanied by an activation
function).

F. ESAN + CentralNet
We obtained features from FinBert and passed them to the
ESANmodule. Then ESANmodel generated rich word-level
and sentence-level attention encodings of the tweet instances.

Based on their contextual aspect, encoded tweets were further
passed to the emotion and sentiment-aided CentralNet multi-
tasking module for cause extraction.

G. POST-PROCESSING FOR CAUSE EXTRACTION TASK
Based on the binary class label(0,1), post-processing of CE
task was conducted. The proposed model would find the
corresponding word token where 0 H⇒ no − cause and
1 H⇒ cause . Similarly, label ∈ {0, 1} will be mapped
according to each tweet instance. From a given text tweet
sample, token length is utilized to decode the beginning and
end of the text. For instance:

Tata Steel/[0] and/[0] TVS/[0] Motors/[0] remain/[1]
top/[1] picks/[1] of/[1] HDFC/[1] Securities/[1] as/[1]
Nifty/[1] holds/[1] 50/[1] day/[0] SMA/[0]

H. LOSS FUNCTION
• For loss calculation of the emotion recognition(ER) and
sentiment categorization (SC) tasks, we considered cross
entropy(lCE) as the loss function. The definition of the
integrated loss function J (θ ) is given below:

J (θ ) = lERCE(θ ) + lSCCE(θ ) (5)

where θ is denoted as optimized model parameters.
• In the cause extraction evaluation task, where each
instance may belong to multiple classes, the Sparse
Categorical Cross-Entropy loss (lSCE) is used. This loss
function allows the model to determine whether a given
instance solely belongs to a specific class or not. There-
fore, the loss of the cause extraction task is JSCE(θ ) =

lSCE.
• The merged loss function (L) of the ESAN model is
defined as the sum of the primary loss function J (θ ) and
the cause extraction loss JSCE:

L = J (θ ) + JSCE(θ ) (6)

By minimizing the merged loss L during training, the model
aims to optimize both the primary classification objectives
and the cause extraction task simultaneously.

V. EXPERIMENTAL RESULTS & ANALYSIS
This section illustrates the proposed approach’s performance,
efficiency, and results on FinEMA dataset for sentiment cate-
gorization, emotion recognition, and cause extraction.

A. METRICS
To evaluate our model’s performance, we have utilized sev-
eral metrics such as accuracy, precision, recall, F1 score,
training loss, validation loss, and total model loss.

B. INTRODUCTION OF THE BASELINES AND STATE OF THE
ART (SOTA)
We have set different baselines for fair comparisons with our
proposed model. The following baselines were executed on
our dataset.
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TABLE 3. Comparison studies of the ER, SC and CE tasks in terms of macro-F1 score (F1) and Accuracy (A) values.JS: Jaccard Similarity, HD: Hamming
Distance, and ROS: Ratcliff-Obershelp Similarity predictions by the Baselines and the proposed ESAN model. All of the metrics values are in %, and we
highlighted the maximum achieved scores in bold.

• Baseline1-BERT: We considered a transformer model
BERT [29] as our first baseline model that stands
for Bidirectional Encoder Representations from Trans-
formers and is most suitable for texts. It is a
deep learning-based framework that extracts contextual
semantic meanings from the text by considering sur-
rounding texts. We reimplemented Baseline1 on our
dataset and applied a multiclass classification head on
the top of the BERT model to perform emotion recogni-
tion and sentiment categorization tasks jointly.

• Baseline2-CNN+BiLSTM: Inspired by multi-tasking
approaches, we implemented CNN-BiLSTM [42]
Attention model for the multitasking text classification
task since the essential semantic information is extracted
from convolution and pooling operation on the text.
Subsequently, the contextual information is extracted by
BiLSTM framework. After that, attention layers assign
more weights to those words, which are important for
the classification.

• Baseline3-Ensembled LSTM-GRU: Ensemble tech-
niques enhance the prediction model’s optimality with
multiple model considerations. As our proposed frame-
work is based on multi-tasking on sentiment categoriza-
tion(SC) and emotion recognition(ER), we consider [25]
as our third baseline for SC and ER. LSTM and GRU
are both suitable choices for text data, though GRU is an
advanced version of recurrent neural network(RNN).

• Baseline for Cause Extraction Task: In finance
domain, cause extraction task is novel and popular, espe-
cially in financial complaint use cases. Cause extraction
helps to strain insightful information among ambiguous
data. We took our motivation from Poria et al. [12] emo-
tion recognition work which was trained on SpanBERT
base pre-trained model. SpanBERT was fine-tuned on
SQuAD 2.0 [35] dataset and used explicitly for the CE
task.

• SOTA [43]: To substantiate our research claim con-
cerning sentiment and emotion analysis via a generative
task, we utilized an alternative sequence-to-sequence
generative method, incorporating a financial complaint
detection model named ConCS2I, which is informed by

common sense. For this investigation, we adapted the
model to our research requirements, emphasizing the
identification of sentiment and emotion, subsequently
proceeding to cause generation.

• Ablation Model:We implemented our proposed ESAN
model as a hierarchical multi-tasking model. Addition-
ally, we develop multiple ablation models to under-
stand the impact of jointly learnt emotion recognition
and sentiment categorization tasks with cause extrac-
tion. Initially, we kept emotion recognition (ER) and
sentiment categorization (SC) as individual tasks and
evaluatedmodel performance accordingly. Later, we add
a cause extraction task. Finally, we develop multiple
ablation models by considering combinations of each
(SC and ER) task, where each combination must include
the CE task. The various combinational models have
been explicitly explained in Table 3, and they share
similarities with the ESAN framework in other aspects.

C. EXPERIMENTAL SETUP
In the proposed model, we considered a few parameters such
as test data size, dropout, optimizer, learning rate, epochs,
and GPU for training that are requisites of our experimental
setup, and their corresponding values are mentioned in the
given Table 4.

We implemented and compared our model against base-
line models using Python 3 programming language with
PyTorch 4, Tensorflow 5, and Scikit-learn 6 libraries. The
experiments were performed on an RTX2080Ti GPU with
200GB storage. Consistent training configurations were
applied across all experiments. The training loop involved
iterating through data batches from the data loader, com-
puting a combined loss (emotion and sentiment), backprop-
agating gradients, and updating model parameters using an
optimizer. We calculated accuracy metrics for both tasks
during training. Model evaluation occurred using a separate
validation dataset without updating parameters. We adopted a
strategy of minimizing validation loss over 20 training epochs
to select the optimal model. The input sequence was fixed at
a maximum length of 25. The training utilized a batch size
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TABLE 4. Experimental setup of emotion sentiment attention-based
network model.

of 32, employing the Adam optimization algorithm with a
learning rate (lr) set to 5e-5. To mitigate overfitting, ReLU
activation function was used, and dropout regularization was
applied at a rate of 40%. The dropout rate was selected
from {20%, 30%, 50%} after dense layers using grid search.
For emotion recognition and sentiment analysis tasks, output
layers employed a softmax activation function with 5 and
3 neurons, respectively. In the cause extraction task, the
output layer featured 20 neurons with a Sigmoid activation
function. Our baseline model, FinBERT, was sourced from
the Hugging Face Transformer open-source repository.

D. ABLATION STUDIES
This study aims to enhance the outcomes of emotion recogni-
tion (ER) and sentiment categorization (SC) tasks by incor-
porating joint learning with the cause extraction (CE) task.
Consequently, the results and analysis are presented with a
focus on CE as a primary task in all task combinations. This
work introduces unique versions of the proposed architecture,
ESAN multitasks model. The primary motivation behind this
is that not all portions of a text are equally significant for
addressing a problem. Identifying which portions are relevant
requires modelling the associations of the words instead of
their existence in isolation. Table 3 depicts the classification
results from the various experiments for the ER, SC, and CE
tasks.

As can be observed, the proposed model ESANAll out-
performs all the other baselines for ER and SC tasks. The
results signify that the proposed model is able to capture
contextual information. It’s noteworthy that when focusing
solely on the emotion classification task, the F1 score tends
to be lower compared to when performing sentiment clas-
sification alone. This discrepancy can be attributed to the
fact that emotion class labels are heavily reliant on con-
text. Despite attempts to enhance performance by including
causal spans, the improvements remain marginal, with an
increase of merely one percentage point in accuracy. More-
over, ESANSC+CE outperforms ESANER+CE model. It can be
entailed by the fact that emotion recognition itself, a fine-
grained task, is highly context-dependent, and compared to
sentiment, it contributes less to the multitask model alone.
For the quantitative assessment of the CE task, we used
several evaluation metrics such as Jaccard Similarity (JS),

FIGURE 7. Resultant stock price predictions.

FIGURE 8. Analysis of daily bitcoin data using LSTM model: A validation
of positive increment in cryptocurrency closing values of 2022 and 2023.

Hamming Distance (HD), and Ratcliff-Obershelp Similarity
(ROS) metrics as mentioned in [44]. All are based on token
distance, edit distance, and sequence distance metrics. The
ROS metric, which relies on the most extended sequence
matching approach, is appropriate for the training objective
of the CE task and provides a more accurate indication of the
framework’s effectiveness. It can be observed from Table 3,
with an accuracy of 89%, the ESANAll model exceeds all the
other models for the cause extraction task.

E. MULTILABEL CLASSIFICATION VIEW
To support our predictions, we evaluate our model’s perfor-
mance across various class-specific predictions, as outlined
in Table 5. It is evident that the model demonstrates robust
performance in the positive class, achieving an F1 score of
0.89, and for the negative class, it achieves an F1 score of
0.84. However, due to the inherent challenges in comprehend-
ing sarcasm and neutral sentiments, the model’s performance
confidence decreases in these cases. Figure 9 and Figure 10
demonstrate the significant performance of sentiment and
emotion class labels. Table 6 represents the performance of
the proposed multitasking model ESAN for individual class
levels of the emotion recognition task. Our model achieved
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TABLE 5. Quantative evaluation of the proposed model on different
classes for the sentiment categorization task.

TABLE 6. Performance evaluation of the proposed multi-tasking model
for individual class-levels of the emotion recognition task.

a high F1 score of 0.89 for predicting happy class labels.
Additionally, the performances of the model for the relief
and disgust classes are relatively consistent. However, the
contextual dependency of the confused and sad class labels
results in lower accuracy compared to the other emotional
class labels.

F. REAL-TIME DATA SALIENCE
To demonstrate the relevance of our model’s performance in
real-time financial market scenarios, we conducted an analy-
sis of stock prices using historical data. From Table 6, it was
evident that the prediction performance of the happy class
label has 89% accuracy value, which entails people having
positive sentiment towards financial investments. To validate
our research claim, we obtained the NASDAQ daily stock
prices [45] dataset from Kaggle, which covers the period
from January 3rd 2022, to March 30th 2023. We applied the
ARIMAModel [46] to predict stock prices for the year 2023.
The plot in Figure 7 showed the relationship between data and
the highest stock value. The graph obtained from the ARIMA
model predicts a substantial increase in stock prices for the
year 2023, leading to a positive outlook for investors and
indicating a favourable trend in the stock and cryptocurrency
market, hence validating the confidence of our model’s pre-
diction. In this study, we utilized daily Bitcoin data sourced
from4 covering the period from 01/09/2022 to 07/07/2023
and applied an LSTM model as our chosen machine learning
approach. The thorough examination of the data presented
in Figure8 consistently shows a positive increment in cryp-
tocurrency closing values, effectively validating the clarity
of our model’s predictions. All of the results are statistically
significant5 Moreover, Figure 11 shows correlations between
different cryptocurrency variables over time.

4https://in.investing.com/crypto/bitcoin/historical-data
5For the significance test, we used the Student’s t-test (p-value < 0.04).

FIGURE 9. Analysis of sentiment performance: Effectiveness evaluation
of the proposed ESAN model for sentiment categorization on test data
(Highlighted colors indicate performance variations in evaluation
metrics).

FIGURE 10. Performance evaluation of the proposed multitasking ESAN
model for emotion recognition task (Highlighted colors indicate
performance variations in evaluation metrics).

G. QUALITATIVE ANALYSIS
Tweets including firm price trend indications, such as
expressions of currency, or emotions-related words, are less
misclassified. Table 7 explains the qualitative study of the
cryptocurrency price trend predictions on a few tweet sam-
ples from our dataset. Prediction results are obtained by
the Baseline3 and ESAN multitask framework. Previously
in Table 3, the sentiment categorization (SC) task and emo-
tion recognition (ER) task were jointly learnt, and with
each other’s shared features, the combined ER and SC
tasks improved the prediction performance and outperformed
Baselin3. The probable reason for such improvement was
to filtrate the unnecessary data by cause-extraction mod-
ule, which enhanced emotion label predictions. Table 7 also
shows both Baseline3 and ESAN multitask framework cor-
rectly predicted text sample instances as positive sentences;
however, Baseline3 framework failed to predict emotion class
labels as per their respective actual label.
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FIGURE 11. Generated heatmap on daily cryptocurrency variables.

TABLE 7. Example of qualitative study with the Baseline3 and the
proposed ESAN multitasking model on emotion recognition(ER) and
sentiment categorization(SC). Here ‘Actual Label’ indicates the true labels
for ER and SC tasks; the causal span annotation is highlighted in yellow in
the text of the sentence. (Best viewed in colour.)

TABLE 8. Comparison of cause instance predicted by human annotators
and the ESAN model. Predicted spans are highlighted in red for both the
human annotator and the model prediction use case. The yellow highlight
indicates relevant tokens to the model. (Best viewed in colour.)

In Table 8, we performed a qualitative analysis for the CE
task where the relevant causal span that the human annotator
picked is represented in the first row. The spans obtained by
the proposed model and the human annotator are shown in
the following two rows in Table 8.

H. ERROR ANALYSIS
We investigate the possible reasons for the proposed model’s
errors:

• Disperse Causes: The proposed framework cannot
identify multiple causes spread across a tweet instance.
For example, DB realty may find bank loans drying up
stock falls. The causal span predicted: loans drying up,
where the actual span of cause is stock fails. Often,
causes are scattered across a complete tweet, and the
casual annotations of this present work are based on
the first encounter with a strong expression of impactful

reason in the tweet. Our model is incapable of identify-
ing dispersed causes in a tweet.

• Misclassified Emotional Labels: Often, neighbouring
emotion class label instances got misclassified due to
their semantic nature. For example, Asian shares pres-
sured by Wallstreet geopolitical tensions. The actual
emotional level for the given instance is sad, but the
model predicts it as disgust.

VI. CONCLUSION
This study delves into the influence of sentiment and
emotions on the financial market. To enhance understand-
ing, we integrated an explanatory element reflecting fac-
tors guiding investors’ decisions. We created the FinEMA
dataset, featuring annotated causes, to facilitate research on
comprehensible financial market behaviour identification.
Our ESANmodel, designed with hierarchical attention-based
multitasking, concurrently handles sentiment, emotion iden-
tification, and causal extraction. Through varied experiments,
ESANAll demonstrated 89% accuracy, surpassing single-task
and baseline models. Results suggest potential stock mar-
ket improvements in late 2023, albeit influenced by emo-
tions like sadness or disgust. Moreover, discerning financial
market behaviour transcends a mere classification task; the
algorithm’s role and prediction confidence demands careful
consideration. Our aim is to uncover investment behaviour
through public psychology, aiming to mitigate investment-
related disappointment.

VII. LIMITATIONS
The multitasking model proposed in this study exhibits cer-
tain limitations when it comes to capturing comprehensive
textual understanding.

• Challenges in Navigating Complexity:** The model
faces hurdles in processing complex financial jargon
and nuanced contextual situations. For instance, terms
like ‘‘Arbitrage,’’ referring to profiting from price dif-
ferences across markets or assets, and ‘‘Leverage,’’
involving using borrowed funds to amplify returns, pose
challenges due to their intricate implications and risks.
These complexities could potentially limit the model’s
accuracy in capturing the entire spectrum of sentiments
and emotions.

• Causal Span Identification Limitations:** The current
method relies on pinpointing causal factors primar-
ily from explicit statements in the initial segments
of financial reviews. This approach might overlook
crucial causes scattered throughout the entirety of a
tweet, reducing the model’s capacity to comprehend the
financial context fully.

Addressing Limitations Through Future Research:
Acknowledging these constraints, there’s a need for further
exploration and refinement to augment the model’s capa-
bilities. Enhancements should focus on accommodating the
diverse and intricate language patterns inherent in the analysis
of financial market behaviour.
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