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ABSTRACT The purpose is to optimize emotion recognition capabilities in the tourism industry during
emergency events and enhance management efficiency. Hence, based on the principles of emergency events
and emotion recognition, this work has outlined the fundamental emotion recognition process. Additionally,
an emotion recognition model is constructed based on a Convolutional Neural Network (CNN), and the
process of extracting emotions using a three-dimensional (3D) CNN is proposed. Finally, an attention
mechanism is employed to optimize the 3D CNN model, and a comparative analysis of accuracy and
precision is conducted using the Bimodal Face and Body Gesture Database (FABO). The research findings
reveal that the optimized 3D CNN model exhibits lower error rates in recognizing anxiety emotions, with
only 3 samples going unrecognized. Its overall recognition performance is superior to other models. There
are variations in the recognition accuracy among different models, but in general, the optimized 3D CNN
model performs relatively well across various datasets, achieving recognition accuracies of 83.92%, 82.33%,
and 88.81%. Compared to other models, the optimized 3D CNN model demonstrates higher precision in
recognizing different emotions, particularly excelling in identifying anger, disgust, and happiness, with
precision rates of 97%, 91%, and 94%, respectively. This work has improved the accuracy and efficiency of
emotion recognition, providing more intelligent and effective support for emergency event management in
the tourism industry.

INDEX TERMS Convolutional neural network, tourism industry, emergency events, emotion recognition
management, attention mechanism.

I. INTRODUCTION
A. RESEARCH BACKGROUND AND MOTIVATIONS
With the rapid advancement of the tourism industry, the
impact of emergencies on the tourist experience and the
industry’s reputation is increasingly significant. In these
unexpected events, the emotional reactions of tourists are a
crucial variable. It affects the resolution of the events andmay
have long-term effects on the image of the tourism destination
and future business [1], [2], [3]. Therefore, accurate and rapid
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identification and management of emotions in the tourism
industry during emergencies have become crucial.

In recent years, with the rapid advancement of artifi-
cial intelligence technology, the Convolutional Neural Net-
work (CNN) has achieved remarkable success in the field
of image recognition. However, despite the excellent per-
formance of CNN in the image domain, it still faces a
series of challenges in handling complex emotion recognition
tasks [4]. Emotions involve multidimensional and dynamic
psychological states, including semantics, intonation, and
facial expressions. Traditional CNNs mainly focus on captur-
ing spatial features of images, whichmay result in insufficient
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capture of themultidimensional expression of emotions, lead-
ing to a decrease in recognition accuracy [5]. Additionally,
emotion recognition tasks involve temporal dynamics and
context correlation, and traditional CNNs are relatively weak
in handling time-series data and global context modeling [6].
Compared to traditional CNNs, the three-dimensional (3D)
CNN has more powerful capabilities, allowing for a more
comprehensive capture of spatiotemporal information and
better adaptation to the multidimensional expression of emo-
tions [7]. The introduction of this network structure enables
the model to more effectively understand the temporal and
spatial correlations in emotional information, thus accu-
rately capturing and expressing complex emotional states [8].
By introducing the third dimension, namely the time dimen-
sion, the 3DCNN can better handle sequential data, providing
robust technical support to enhance the flexibility and accu-
racy of the model [9], [10].

B. RESEARCH OBJECTIVES
This work first establishes the basic emotion recognition
process based on emergencies and emotion identification
principles. Subsequently, an emotion recognition model is
constructed based on CNN, and a 3D CNN approach for
extracting emotions is proposed. Finally, an attention mech-
anism is employed to optimize the 3D CNN model, and
the optimized model is compared with common emotion
recognition models such as Support Vector Machine (SVM),
Recurrent Neural Network (RNN), traditional CNN, and
Long Short-Term Memory (LSTM). The research innovation
lies in successfully incorporating an attentionmechanism into
the 3D CNN model. Through the optimization of the basic
structure of the 3D CNN, the output of feature maps is effec-
tively enhanced. This innovative design allows the model to
exhibit higher accuracy and precision in emotion recognition
tasks. Careful adjustments to the model’s structure enable
the finer and more targeted capture of emotional features.
It significantly reduces error rates in emotion recognition
for the optimized 3D CNN model and enhances the model
performance.

II. LITERATURE REVIEW
The emotion recognition model is a type of model based
on machine learning and artificial intelligence technologies,
used for identifying and analyzing human emotions. This
model typically undergoes training using large annotated
datasets to learn how to extract emotional features from
text, audio, images, or videos. Common emotion recogni-
tion models include rule-based, machine learning, and deep
learning-based models [11], [12].
Rule-based emotion recognition models usually rely on

prior knowledge and rule sets to infer emotions; however,
this approach is limited by the accuracy and generalization
ability of the rules [13]. Machine learning-based models
learn patterns for extracting emotional features from data
through training algorithms, amongwhich SVM and Random
Forests are widely adopted. While these models enhance

emotion recognition accuracy to some extent, they may still
be constrained by feature representation and generalization
issues [14]. In recent years, deep learning-based emotion
recognition models have made significant progress. Models
like RNN, CNN, and LSTM have demonstrated superior
performance in handling multimodal data and capturing
complex emotional features [15]. For instance, Song et al.
proposed a signal emotion recognition model. By integrating
the efficient channel attention module and improving the
combination of CNN and Gated Recurrent Units (GRU),
the model achieved more comprehensive feature extraction,
and significantly enhanced emotion recognition accuracy
on the DEAP dataset [16]. Zhang et al. introduced a deep
learning-based attention fusion model for EEG emotion
recognition. They effectively improved emotion classifica-
tion performance by extracting differential entropy features,
obtaining spatial features through a convolutional encoder,
introducing a frequency band attention mechanism, and
using LSTM to extract temporal features [17]. Patnaik
utilized complex Mel Frequency Cepstral Coefficients as
representative features and combined them with deep tem-
poral models for speech emotion recognition, achieving
high accuracy on the RAVDESS database [18]. Al-Dujaili
and Ebrahimi-Moghadam argued that emotion recognition
encompassed multiple modalities, including speech, text,
images, and videos [19]. Goel et al. proposed a CNN
backbone structure suitable for speech emotion recogni-
tion tasks, enhancing the quality of features extracted from
log-mel spectrograms by preserving both deep and shallow
features [20].

In summary, the development of emotion recognition mod-
els has evolved from rule-based and machine learning-based
to deep learning-based approaches in previous research.
Deep learning has demonstrated significant advantages, espe-
cially its capability to handle multimodal data and complex
emotional features. However, limitations still exist concern-
ing feature representation, generalization, and the lack of
comprehensive integration in studies focusing on emotion
recognition across different modalities.

III. RESEARCH MODEL
A. TOURIST ATTRACTION EMERGENCIES
Tourist attraction emergencies refer to sudden and unpre-
dictable events that may significantly impact tourists, staff,
and the operation of the tourist attraction itself, occurring
within the tourist attraction area [21], [22]. Figure 1 illus-
trates the specific characteristics of emergencies in tourist
attractions.

Crisis management theory is a theoretical framework that
involves the strategies and methods organizations, societies,
or individuals employ to deal with crises, disasters, or emer-
gencies. The 4R Crisis Management Theory divides crisis
management into four stages: Reduction, Readiness, Reac-
tion, and Recovery. It emphasizes reducing the probability of
a crisis, being prepared, responding promptly, and recover-
ing in an organized manner. Modern management theories,
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FIGURE 1. Specific characteristics of emergencies in tourist attractions.

drawing from systems theory and information theory,
provide concepts for the management systems and infor-
mation systems in tourist attractions, contributing to
improving the effectiveness and adaptability of crisis
management [23], [24]. Figure 2 illustrates the structure of
the 4R Crisis Management Theory and the classification of
modern management theories.

FIGURE 2. 4R crisis management theory structure and classification of
modern management theories.

B. EMOTION RECOGNITION
Emotion refers to the subjective experiences and physio-
logical changes that humans or other organisms undergo
at a specific moment, typically manifested as various emo-
tional states such as joy, anger, sadness, and surprise.

Emotions are commonly categorized into multiple funda-
mental classes: anger, joy, sadness, and surprise [25], [26].
Figure 3 illustrates a two-dimensional emotion model.

FIGURE 3. Two-dimensional model of emotion.

Emotion recognition is a technology that accurately iden-
tifies and understands an individual’s current emotional state
through the analysis of various signals such as facial expres-
sions, speech, text, and physiological features like heart
rate and skin conductance. Through techniques from com-
puter vision, natural language processing, and bio-signal
processing, emotion recognition systems can infer emotional
categories such as joy, anger, sadness, and more. These sys-
tems play a role in various application areas, including social
media analysis, user experience improvement, and mental
health monitoring [27], [28]. Figure 4 outlines the basic steps
in the emotion recognition process.

FIGURE 4. Basic process steps for emotion recognition.
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C. CONVOLUTIONAL NEURAL NETWORK
CNN is a type of deep learning model with a core structure
that includes convolutional layers for sliding operations with
convolutional kernels to extract features from input data,
pooling layers to reduce the size of feature maps and com-
putational complexity, activation functions for introducing
non-linearity, and fully connected layers for the final layer
connection to perform classification or regression [29].

3D CNN is a deep learning model specifically designed
for processing 3D data, such as videos or time series [30].
It performs convolution operations across three dimensions
(width, height, time), emphasizing spatiotemporal informa-
tion extraction, making it particularly suitable for handling
3D data like videos or time series. Its unique feature
lies in its ability to simultaneously capture spatial and
temporal features. By sliding convolutional kernels across
multiple dimensions, the model effectively adapts to spa-
tiotemporal relationships, enabling it to comprehensively
understand complex dynamic data. Operations like param-
eter sharing and pooling help reduce network parameters
and computational complexity, providing powerful tools for
spatiotemporal modeling in tasks like video analysis and
action recognition [31]. Figure 5 displays the structures
of CNN and 3D CNN.

FIGURE 5. Convolutional neural network structure and 3D convolutional
neural network structure.

The input data is denoted as X , the convolutional kernel
as K , and the output of the convolution operation as Y . For
each position (i, j, k), the output Y (i, j, k) can be calculated

using the following specific equation:

Y (i, j, k) =

∑M−1

m=0

∑N−1

n=0

∑P−1

P=0
X (i+ m, j+ n, k + p)

× K (m, n, p) + b (1)

m, n, p are the width, height, and depth of the convolu-
tional kernel, respectively. X (i+ m, j+ n, k + p) represents
the value of the input data at the corresponding position.
K (m, n, p) is the weight of the convolutional kernel at the
corresponding position. The process involves element-level
multiplication with the local region of the input data, and
the results are summed to obtain the final output. This
process is implemented through loops across the three
dimensions [32], [33].

D. CONSTRUCTION OF EMOTION RECOGNITION MODEL
BASED ON THREE-DIMENSIONAL CONVOLUTIONAL
NEURAL NETWORK
This work initially constructs a foundational 3D CNN
emotion recognition model. For video processing, a frame
sequence of 16 frames per second is captured, and this con-
tinuous sequence of video frames is input into the 3D CNN.
Through 3D convolutional operations, the obtained feature
dimensions are typically high. In order to reduce feature
dimensions while retaining crucial information, 3D pooling
operations are employed, and the method of max pooling
is adopted. This 3D max pooling helps reduce network
computational complexity, enhance network invariance, and
improve the model’s generalization ability. This foundational
model serves as the basis for subsequent experiments and
optimizations, with the potential to achieve good performance
in emotion recognition tasks.

Figure 6 illustrates the process of extracting information
using 3D CNN.

FIGURE 6. Three-dimensional convolutional neural network extraction
information process.

VOLUME 12, 2024 32663



H. Qi, Z. Han: Emotion Recognition and Management in the Tourism Industry

Max pooling is a commonly used pooling method
employed to reduce the dimensions of feature maps. In the
3D context, max pooling operates across three dimensions—
width, height, and depth/time [34], [35], [36], [37].

The primary purpose of max pooling is to retain the most
significant features within each window, thereby reducing
the dimensions of the feature map while preserving essen-
tial information. This aids in reducing the computational
complexity of the model while enhancing its robustness to
translation and partial occlusion [38].

The calculation for 3D pooling output is as follows [39]:

Mαβγ = MAX0≤n≤A,0≤m≤B,0≤j≤0

(
IαQ1+n,βQ2+m,γQ3+j

)
(2)

Here, I represents the 3D input vector, andQ1, ,Q2,Q3 are
the sampling strides along the coordinate αβγ . The product
of A, B, and 0 corresponds to the size of the sampling region.
In addition, this work also selects common models such

as SVM, RNN, CNN (2D CNN), and LSTM for compar-
ative analysis [40], [41]. The chosen evaluation indicators
for comparison are accuracy and precision, with the specific
calculation equation as follows:

Accuracy = TP+ TN/ (TP+ TN + FP+ FN ) (3)

Precision = TP/ (TP+ FP) (4)

TP represents the number of samples correctly predicted
as the positive class, TN is the number of samples correctly
predicted as the negative class, FP is the number of samples
actually belonging to the negative class but wrongly predicted
as the positive class, andFN is the number of samples actually
belonging to the positive class but wrongly predicted as the
negative class.

The accuracy and precision indicators have values ranging
from 0 to 1, with higher values indicating better performance.
Accuracy measures the proportion of correctly classified
samples among all samples, while precision measures how
many of the samples predicted by the model as the positive
class are truly positive.

E. OPTIMISING A 3D CONVOLUTIONAL NEURAL
NETWORK EMOTION RECOGNITION MODEL
The attention mechanism is a technique applied in deep
learning to learn attention weights for each input element,
enabling the model to selectively focus on important parts
of the input. This mechanism enhances the model’s focus on
different positions or regions when processing sequence data
or images, thereby improving its performance and general-
ization ability.

In optimizing the 3D CNNmodel, an attention mechanism
is employed to enhance its performance. First, the input 3D
feature map is processed using a channel attention mecha-
nism to generate a channel attention feature map. This is then
used as input for the spatial attention mechanism. In the spa-
tial attention mechanism, max-pooling and average-pooling
operations are performed on the channel attention feature

map, and the features are merged and dimensionally reduced
through convolution. This results in the generation of a spatial
feature map. Multiplying the spatial feature map with the
original 3D feature map yields the final feature map incorpo-
rating the attention mechanism. This optimized feature map
is then input into the 3D CNNmodel to enhance the accuracy
and effectiveness of emotion recognition tasks. By intro-
ducing the attention mechanism, the model can focus more
selectively on important features, thus optimizing emotion
recognition performance.

Figure 7 shows the basic structural positions of the atten-
tion mechanism and the optimized Attention Mechanism-3D
CNN (AM-3D CNN).

FIGURE 7. Attention mechanism basic structure location and optimized
AM-3D CNN structure.

IV. EXPERIMENTAL DESIGN AND PERFORMANCE
EVALUATION
A. DATASETS COLLECTION
This work utilizes data from the Bimodal Face and Body
Gesture Database (FABO) dataset. FABO is a comprehensive
database that integrates facial expressions and body gesture
information, encompassing a multimodal dataset with both
facial expressions and body gestures.

Six emotions are chosen for the emotion recognition exper-
iments: anger, anxiety, boredom, disgust, happiness, and
uncertainty. In order to conduct the experiments, three differ-
ent datasets from the FABO dataset are employed: the facial
expression video dataset (D1), the body movement video
dataset (D2), and a combined dataset containing both facial
expressions and body movements (D3). The datasets are split
into training, validation, and test sets in a 3:1:1 ratio.
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B. EXPERIMENTAL ENVIRONMENT AND
PARAMETERS SETTING
The experimental setup for this work is based on an Intel
Core i5-10200H processor, 16GB of RAM, and the Win-
dows 10 operating system. Python 3.6.8 is used for model
construction and testing. Each sample video in every dataset
is captured as a frame sequence containing 16 frames with
dimensions of 3× 16×128× 171. During training, the frame
sequence dimensions are cropped to 3 × 16×112 × 112.
The model training utilizes GPU, with a maximum of

30,000 iterations, a batch size of 32, an initial learning rate of
0.0001, and a weight decay of 0.00005. Stochastic gradient
descent is chosen as the optimizer, with a momentum decay
of 0.9 and a step size of 5000 for each iteration. In order
to prevent overfitting, L2 regularization is applied to each
convolutional layer, and dropout is introduced after the fully
connected layer with a dropout rate of 0.5. The optimal model
is searched by gradually decreasing the learning rate.

C. PERFORMANCE EVALUATION
Figure 8 presents the number of unrecognized samples of
different emotions across various models.

FIGURE 8. Results on the number of unidentified samples for different
models for different emotions.

The research results indicate that in the AM-3D CNN
model, the number of unrecognized samples for the emotions
is as follows: 15 for anger, 3 for anxiety, 14 for boredom,
11 for disgust, 13 for happiness, and 9 for uncertainty. The 3D
CNN performs well in recognizing anger, anxiety, and happi-
ness emotions, with relatively low numbers of unrecognized
samples, while it exhibits higher numbers of unrecognized
samples for boredom, disgust, and uncertainty emotions.
The 2D CNN model performs well in recognizing boredom
and disgust emotions but has relatively high numbers of
unrecognized samples for anger, anxiety, and uncertainty
emotions. The SVMmodel performs relatively well in recog-
nizing anger, anxiety, and boredom emotions but has a higher
number of unrecognized samples for uncertainty emotions.
The LSTM model performs well in recognizing anxiety and
boredom emotions but has relatively high numbers of unrec-
ognized samples for anger, disgust, and uncertainty emotions.

The RNN model performs well in recognizing boredom
emotions but has relatively high numbers of unrecognized
samples for anger, anxiety, disgust, and uncertainty emotions.

Figure 9 displays the emotion recognition accuracy results
for different models on various datasets.

FIGURE 9. Results of emotion recognition accuracy of different models
for different datasets.

The research results demonstrate that the AM-3D CNN
model performs excellent emotion recognition across dif-
ferent datasets. On the D1 dataset, the accuracy of the
AM-3D CNN model reaches 83.92%, slightly surpassing
the 3D CNN (83.09%) and 2D CNN (82.79%). On the
D2 dataset, the AM-3D CNN maintains its lead with an
accuracy of 82.33%, while 3D CNN and 2D CNN have
accuracies of 81.67% and 79.88%, respectively. Notably,
on the D3 dataset, the AM-3D CNN achieves an outstand-
ing accuracy of 88.81%, significantly outperforming 3D
CNN (84.89%) and 2D CNN (84.1%). In comparison to
traditional approaches, SVM shows accuracies ranging from
72.98% (D2) to 77.88% (D3), while RNN (both LSTM
and RNN) accuracies fall between 73.1% and 80.13%. These
results suggest that AM-3D CNN performs better in emotion
recognition tasks, particularly when dealing with multimodal
datasets (D3).

Figure 10 presents the precision results of different models
for various emotions.

The research results indicate that AM-3D CNN performs
exceptionally well across all emotion categories. For the emo-
tion of anger, the precision of AM-3D CNN reaches 97%,
significantly higher than other models, where 3D CNN and
2D CNN achieve precisions of 89% and 82%, respectively.
In the anxiety emotion category, AM-3D CNN maintains a
leading position with a precision of 81%, while precisions
of other models range from 75% to 80%. In the boredom
emotion category, AM-3D CNN achieves a precision of 89%,
surpassing other models, with 3D CNN and 2D CNN preci-
sions at 82% and 77%, respectively. For the disgust emotion,
AM-3D CNN demonstrates a precision of 91%, markedly
higher than other models, where 3D CNN and 2D CNN
achieve precisions of 86% and 81%, respectively. In the
happiness and uncertainty emotions, AM-3D CNN achieves
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FIGURE 10. Results of recognition precision rate of different models for
different emotions.

precisions of 94% and 88%, respectively, showing significant
superiority over other models.

D. DISCUSSION
This work employs a novel model, AM-3D CNN, based
on 3D CNN and attention mechanisms, making full use
of multimodal data, including facial expressions and body
movements, resulting in significant improvement. Com-
pared to traditional CNN and other models such as SVM,
LSTM, RNN, AM-3D CNN demonstrates superior recogni-
tion performance across different emotions. In comparison to
prior research, this work introduces attention mechanisms,
optimizing 3D CNN to better focus on crucial features
when processing emotional data, thereby enhancing model
accuracy and robustness. The model excels in recognizing
emotions such as anger, anxiety, and happiness. It provides
a more reliable and efficient solution for areas like affec-
tive computing, human-computer interaction, and emotional
intelligence systems.

V. CONCLUSION
A. RESEARCH CONTRIBUTION
This work initially establishes the fundamental process for
emotion recognition, followed by the construction of a
CNN-based emotion recognition model, specifically utilizing
3D CNN. Finally, it optimizes the 3D CNN by introduc-
ing an attention mechanism and compares it with common
emotion recognition models such as SVM, RNN, CNN, and
LSTM. The research findings reveal that the AM-3D CNN
model demonstrates relatively superior recognition perfor-
mance across different emotions. Compared to other models,
it exhibits excellence in recognizing emotions like anger,
anxiety, and happiness, showcasing the multimodal emo-
tional data’s effective fusion and classification performance.
Across all datasets, the AM-3D CNN model demonstrates
relatively high emotion recognition accuracy, particularly
achieving 88.81% on the D3 dataset. It exhibits outstanding

performance across different emotion categories, showcasing
robust emotion recognition capabilities.

B. FUTURE WORKS AND RESEARCH LIMITATIONS
While this work has achieved significant results, there are
still some limitations. First, the training and optimization of
the model might require a larger dataset to enhance gen-
eralization. Moreover, further in-depth research is needed
for fine-tuning the attention mechanism. Future research
directions could involve expanding the dataset, incorporating
additional modalities such as text or audio to improve emo-
tion recognition accuracy, and further optimizing the model
architecture. Additionally, considering the impact of complex
environments on emotion recognition would contribute to
enhancing the research’s practicality and applicability.
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