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ABSTRACT In this paper, we present a real-world hardware evaluation of a robust, affordable, location-
independent, simple, and infrastructure-less cluster-based agricultural Internet of Things (CA-IoT) network
based on a commercial off-the-shelf (COTS) Bluetooth Low-Energy (BLE) communication technique and
Raspberry Pi module 3 B + (RPI 3 B +) to address global food insecurity caused by climate change and
increasing global population via precision farming and greenhouses. Using an engineering design approach,
an initial centralized agricultural IoT hardware test-bed was implemented with the aid of BLE, RPi 3 B +,
DHT22, STEMMA soil moisture sensors, UM25 meters, and LoPy /low-powerWi-Fi modules, among other
devices. This test-bed was adapted and modified after the proposed cluster-based architecture to evaluate
the performance of CA-IoT networks. This study provides holistic account of our location-independent
CA-IoT solution covering the design and deployment experiences that can serve as a reference document
to the agricultural Internet of Things (Agri-IoT) community. Additionally, the proposed solution performed
satisfactorily when tested under indoor and outdoor (on-farm) environmental conditions in the USA and
Senegal. Unlike existing Agri-IoT test-beds, a sample performance evaluation showed that our context-
relevant CA-IoT technology is simple to deploy and manage by inexperienced users and is energy-efficient,
location-independent, robust, and task- and size-scalable to provide a rich set of measurements for both
educational and commercial purposes.

INDEX TERMS Agricultural IoT (Agri-IoT), bluetooth low-energy (BLE), cluster-based agricultural IoT
(CA-IoT), wireless sensor network-based agricultural IoT (WSN-based Agri-IoT).

I. INTRODUCTION
In addition to being time-consuming, labor-intensive,
inefficient, and unreliable, the rainfall-dependent traditional
farming procedure is no longer dependent on addressing
the current food insecurity challenges and the resulting
unemployment threats created by the negative impacts of
climate change and the increasing global population on
agriculture, the biggest global employer [1], [2], [3], [4],
[5], [6]. For instance, the countries along the Sahel region
of Africa, the focus of this research, have lost their natural
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agricultural production seasons due to climate-change-
induced drought. The International Monetary Fund’s
(IMF)statistics on the impact of climate change on food
insecurity in Sub Saharan Africa (SSA) in 2022 established
that climate change induced drought has contributed
12 percent of SSA’s food insecurity [7], and this will
double if smart farming is not given the needed research
attention. Since 2022, the number of people affected by global
food insecurity rose from 135 million in 53 countries in
2019 to 345 million in 82 countries in 2022 [7]. Fortunately,
the wireless sensor network-based Agricultural Internet of
Things (WSN-based Agri-IoT) technology, the underlying
technology for smart or precision farming and greenhouses,
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has emerged with promising potential to ensure resource
optimization, remote monitoring, and farm automation
using sampled data on micro-climatic parameters, physical
conditions, livestock locations/conditions, and farm activities
via a variety of wirelessly connected electronic devices called
sensor nodes (SNs), systems, and platforms. This agricultural
Internet of Things (Agri-IoT) technology not only ensures
the management of farming processes, resources, and remote
monitoring and control (i.e., farm automation), but also
improves crop quality and production capacities by ensuring
that the right amount of resources such as water, fertilizers,
and pesticides are applied at the right time under suitable
environmental conditions [4], [5], [8]. This calls for a
paradigm shift in farming techniques in Africa, and the
most promising game-changer must be robust, affordable,
autonomous, and context-relevant Agri-IoT technology
that satisfies the critical design expectations presented in
Figure 1.
To date, research has revealed that the critical determinant

of performance efficiency, cost, operational complexity,
communication requirements, and autonomy of WSN-based
Agri-IoT networks is the event routing architecture defined
by the event routing protocol, of which the cluster-based
architecture has emerged with the most promising poten-
tial [4], [8], [9]. The core theoretical benefits of the
cluster-based architecture in [1], [4], [10], [11], [12], and [13]
must be realized in custom-built Agri-IoT networks to
address the technical challenges in related benchmarking
test-bed solutions in [3], [5], [14], [15], [16], [17], and [18],
including the following:

1) Power optimization via minimization of intra-SN
communication distances and the amount of data
transmitted,

2) Easier implementation of fault management and self-
healing mechanisms,

3) Support for densely deployed wireless sensor network
(WSN) sublayer,

4) Improvement of network maintainability and self-
adaptability to turbulent and scalable conditions,

5) Implementation of freely available, low-cost, short-
range communication standards, such as Bluetooth
low-energy (BLE), to achieve a pure infrastructure-
less, low-cost, and location-independent real-world
WSN-based Agri-IoT, which can be globally sig-
nificant to all farmers regardless of their technical
expertise, farm locations, and economic conditions.

However, the real-world realization of the WSN-based
CA-IoT has received inadequate research attention. First,
the few existing Agri-IoT test-beds were founded on the
operational principles and technologies [19], [20], [21], [22],
[23] of the conventional IoT without any context-specific
technical considerations of the critical design expectations
in Figure 1 [3], [5], [14], [15], [16], [17], [18], [24],
[25]. Thus, they are based on fault-vulnerable, inflexi-
ble, power-inefficient, and non-scalable centralized, mesh,
or graphical routing architectures and location-restricted

communication technologies (e.g., Wi-Fi and cellular-based
communication technologies). Consequently, the resulting
networks can not achieve the desired performance and
users’ expectations. In addition, these solutions are unreli-
able, cost-intensive, location-restricted, based on fixed/wired
supporting infrastructure, and too complex to deploy and
manage by non-experts. As illustrated in Figure 2, these
real-world solutions are context-irrelevant because of their
design and operational principles and reliance on high-
resource-demanding communication standards (e.g., Wi-Fi,
NB-IoT, ZiBee, and cellular-based technologies [19], [21],
[22], [26]), complex routing architectures (e.g., central-
ized,flooding, mesh, or graphical [2], [20], [27]), and fixed
cellular and electricity access. Overall, these studies were
conducted without any in-depth contextual consideration
of Africa’s unique agricultural setting. For instance, the
World Bank’s current data on cellular-based telecommu-
nication and electricity coverage in Africa report that
more than half (50%) of sub-Saharan Africans lack access
to reliable electricity and cellular coverage [28], making
these solutions context-irrelevant to the global food basket
(Africa).

Second, unlike conventional IoT applications, such as
medical IoT, industrial IoT, and vehicular IoT whose
designs are constrained by data security, interference, and
reliable connectivity, Agri-IoT is compelled to drive on
battery power, as well as affordable, simple, energy-efficient,
autonomous, and task-scalable SNs. These factors make the
architecture, power consumption, cost, self-healing capacity,
self-adaptability, associated communication standards, and
environmental impact critical design factors to address the
associated resource/deployment-induced challenges. Agri-
IoT networks are expected to operate autonomously in
hostile environments without post-deployment maintenance
services. Although the IoT is transformative technology,
the agricultural setting is a unique environment in which
conventional IoT technologies do not apply. It is not just a
matter of applying an IoT to a farm using any IoT design
principles in the state-of-the-art [3], [5], [14], [15], [16], [17],
[18], as illustrated in Figure 2b. As depicted in Figure 1, Agri-
IoT technology has a broader contextualized expectation than
conventional IoT.

FIGURE 1. Generalized design expectations of a globally significant
Agri-IoT technology.
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FIGURE 2. Generalized Agri-IoT framework and sample field deployment
test-bed from the state-of-the-art.

Furthermore, the canon Agri-IoT test-bed solutions in [3],
[5], [14], [15], and [18], as illustrated in Fig 2b, rely on
fixed support systems (e.g., wired SN, servers, and gateway
backbones), high-complexity event routing architectures,
and expensive WiFi/WiFi-Cellular-based communication
technologies for SNs’ communication. These make them
expensive, location-restricted, energy-inefficient, and too
complicated for non-experts and poor smallholder farmers,
who constitute over two-thirds of the economically active
global population [2], [6]. Coincidentally, these solutions
were also tested under indoor environmental conditions [13],
[16], [29], making their results unrealistic for accurately
assessing their respective performance indicators [3], [17].
Although some of these test-beds function in outdoor
conditions [3], [5], [14], [15], setting up such test-beds and
managing the experimental SNs via centralized/flooding-
based routing architectures with wired backbones can be
time-consuming, location-constrained, effort-intensive, com-
plicated, and capital-intensive for most farmers in Africa,
especially when the network scales in both size and SN-count
(i.e., in large-scale networks).
Although the cluster-based architecture [27], [30], [31],

[32], [33], [34] and the freely available low-power, wire-
less communication technologies, such as Bluetooth Low-
Energy (BLE) and LoRa, have emerged with transformative
capacities to address the stipulated technical challenges of
WSN-based Agri-IoT [4], [8], [35], they have received

inadequate contextual research considerations in terms of
real-world test-bed implementations and hardware evalua-
tions because of the following technical challenges:

• Lack of robust, low-power, flexible, location-
independent, low-cost, and stable real-world test-bed
architectural framework for CA-IoT that uses the
freely available, low-power wireless communication
standards, such as BLE and LoRaWAN so that
the resulting network can be easily deployed and
wirelessly managed without expensive fixed supporting
infrastructure.

• There is an urgent demand for a more comprehensive
reference document that provides an in-depth, real-
world account of the total experiences spanning from
custom-built SNs’ design to real-world deployment, and
the assessment of the resulting network’s performance
under indoor and outdoor environmental conditions.
Thus, there is a need to investigate how the aforemen-
tioned benefits of cluster-based architecture evolve in
custom-built CA-IoT networks.

• There is a need to study the impact of weather conditions
(e.g., humidity, temperature, dust concentration levels,
rainstorms, and crop obstructions) on radio communica-
tion (e.g., the effective range and link quality of BLE or
LoRa ) in a typical Sub-Saharan African setting.

Consequently, an in-depth account of real-world experi-
ences of context-relevant evaluation of CA-IoT based on
freely available wireless communication technologies (e.g.,
LoRa and BLE) via a realistic CA-IoT architecture, such
as in [4], [8], and [13], which can be validated under both
indoor and outdoor environmental conditions is imperative.
Therefore, this study proposes a WSN-specific CA-IoT test-
bed that consists of the following:

• Custom-built, low-power, robust, and task-scalable SNs
and CA-IoT network based on BLE 4.2 wireless
communication technology so that the resulting network
is location-independent, user-friendly, easily deployed,
and wirelessly managedwithout any cost-intensive fixed
support system.

• A comprehensive account of our CA-IoT network
framework covering the successes and failures during
SN design, SN deployment, network operations, and
cloud data storage that can serve as a reference document
for the Agri-IoT community.

• Real-world performance assessment of the evolution of
the stipulated theoretical benefits of the cluster-based
architecture.

• Study the impacts of weather conditions, physical
obstructions, and SNs power variations on BLE radio
connectivity and packet losses.

The rest of this paper is organized as follows: Sections II
and III present a systematic literature review of this study
and a theoretical overview of our approach while Section IV
focuses on test-bed design. Sections V, VI, and VII present
our validation experiments, results, and conclusions, respec-
tively, with future work.
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II. LITERATURE REVIEW ON REAL-WORLD WSN-BASED
AGRI-IOT TESTBED SOLUTIONS
It is well documented that WSN-based Agri-IoT is the
most reliable remedy for mitigating the negative impacts
climate change has had on agricultural production, for
which many architectural designs and testbed prototypes
have been proposed [13], [29]. Since the autonomous,
resource-constrained SNs in Agri-IoT are expected to
operate without post-deployment maintenance checks, the
issues of fault management (FM), power optimization, and
self-organization during SN design and network deployment
remain critical design factors that cannot be ignored in
existing testbed solutions [13], [36]. However, the results
from most research projects on Agri-IoT relied on simulation
experiments [3], [16], [17], and the testbed solutions are
based on indoor deployment conditions and the classic
WSN-based IoT design principles [3], [5], [14], [15],
[16], [17], [37], [38], [39] without critical considerations
of the aforementioned design factors. Consequently, the
gap between the philosophy of this technology and the
comprehension of its real-world behavior for a more accurate
performance assessment has not been resolved. To understand
how the benchmarking realization testbeds of Agri-IoT in
[3], [5], [14], [16], [17], and [15] fared in real-world
operational conditions, results from their respective per-
formances are systematically evaluated and summarized
in Table 2. Additionally, the following challenges were
observed from the systematic assessment of the stipulated
solutions. It was discovered that the current benchmarking
testbed solutions in [3], [5], [14], [15], [16], [17], [40],
[41], [42], and [43] are capital-intensive because they are
reliant on fixed/location-restricted backbone infrastructures
(see Figure 2), too complicated to deploy andmanage by even
expert users, based on unrealistic indoor conditions which
do not commensurate real-world environmental conditions,
and based on the high- power-demanding centralized or
flooding architectures which further complicate network
manageability when up-scaled. It was also discovered in
[3], [5], [14], [15], [37], [38], and [39] that the embed-
ded communication technology, event routing architecture,
and the SNs’ power management are the core factors
that made them capital-intensive and complicated to both
experts and low-income farmers. Additionally, self-healing,
reconfigurability, and adaptability mechanisms to faults were
not deployed [8], [16], [17]; hence, faulty and turbulent
conditions could not be tolerated. Furthermore, since the
battery-powered SNs rely on expensive Wi-Fi and cellular
communication technologies that are not freely accessible
at all locations, the SNs exhausted their battery supply a
few days after deployment. Similarly, those that relied on
ZigBee/IEEE 802.15. 4 communication technologies with
power-intensive 6LoWPAN or IPv6 protocols restricted the
resulting network to drive on the problematic centralized or
flooding architectures without any efficient FM techniques.
As a result, these solutions used costly fixed IP infrastructural
supports and the centralized routing architecture, making

them practically impossible to manage as the networks
scaled. This is why the SNs unstably exhausted their battery
power and abruptly abridged network lifespans [3], [5], [14],
[15], [16], [17].

Therefore, the freely available low-power wireless tech-
nologies (e.g., LoRa, BLE, 5G, Z-wave, NB-IoT, and SigFox)
that are founded on a suitable routing topology are the
best candidates for making this ubiquitous application [4],
[17] cheap [17], [18] and simple for all users. Thus, the
cluster-based topology is more pivotal to addressing the
above challenges of Agri-IoT [3], [8] than the traditional
cellular and Wi-Fi technologies that are inaccessible in many
farms, depending on their locations [3], [18]. However,
besides distance-power constraints, architectural support, and
network manageability challenges, these freely accessible
wireless communication technologies have specific limita-
tions, which include:

1) ZigBee technology achieves the desired power savings
only when deployed in star or centralized topol-
ogy [16], and it operates at its low-power distance range
(10–100 m) in line-of-sight mode depending on the
environmental characteristics.

2) LoRa is limited to low-density and fixed network sizes
(non-scalable), a low data rate, and a low message
capacity [16]. It is a long range and a low-power
technology that can be merged with BLE to achieve
long ranged cluster-based topology.

3) SigFox supports a very low data rate and requires reg-
istration. SigFox possesses complex implementation
because it requires specific modules to function and
gateways.

4) Wi-Fi, GPRS, cellular technologies, and NB-IoT
are high power consumption standards and location-
/architecture-restricted.

5) BLE has a short communication range but supports
clustering architecture, which is the most optimal
architecture for ensuring the best operational efficiency
of WSN-based Agri-IoT deployments, since this archi-
tecture allows cluster isolation and management.

Therefore, a research opportunity exists for a flexible,
ubiquitous, realistic, energy-efficient, self-healing, simple,
low-cost, cluster-based, and wireless outdoor-based testbed
that consists of infrastructure-less, task-scalable, and wire-
lessly configurable experimental SNs and a BS. It should
also be deployed, re-deployed, monitored, controlled, and
managed by non-experts to operate stably throughout the
entire crop-growing season. This study addresses this gap.

III. OVERVIEW OF WSN-BASED AGRI-IOT
ARCHITECTURES AND TEST-BEDS
A WSN-based Agri-IoT test-bed is both a knowledge-
and information-intensive sampling-based feedback control
system that is mostly used for farm monitoring, data
processing, and making actionable decisions, which helps
manage precision farms or greenhouses. Additionally, Agri-
IoT technology can automate all farmmanagement processes,
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TABLE 1. Comparative analysis of WSN-based Agri-IoT testbed solutions.

such as precision irrigation, chemical application, and
remote disease management [4], in order to ensure remote
monitoring, planning, and control of farm processes via
battery-powered SNs that are equipped with sensing (e.g.,
microclimatic sensors such as DHT22 and STEMMA soil
moisture sensors), processing (e.g., RPi 3 B +, Arduino
Uno), and communication capacities (e.g., LoRa, ZigBee,
BLE, Wi-Fi, NB-IoT, SigFox [23], [44], [45]). Because
Agri-IoT networks are compelled to drive on batteries
and distance-constrained communication technologies, the
embedded routing architecture in the supervisory network
management protocol plays a critical role in ensuring efficient
power savings, network management, fault management,
network adaptability/scalability, and event-monitoring accu-
racy [1], [3], [4]. The key expectations of an Agri-IoT
routing architecture and its implementation mechanisms via
CA-IoT network architecture are presented in Figure 3.
Regardless of the routing architecture, the layers of the event
flow framework and the principal components of Agri-IoT
generally consist of the ‘‘Things’’ unit (i.e., perception layer),
Base Station(BS)/Gateway (i.e., network layer), and the
Cloud (i.e., application and end-user layer) [9], [46], [47],
as illustrated in Figure 4.

FIGURE 3. Expected design objectives of WSN-based Agri-IoT routing
protocols with sample implementational strategies.

There are two routing architectures: centralized and
distributed (e.g., flooding/graph-based and tree- or cluster-
based) [4], [9]. The centralized architecture routes data to

FIGURE 4. Architectural layers of WSN-based Agri-IoT, Key components in
each layer, and sub-classification of the things layer [9].

a BS in one-hop while the decentralized architectures flood
data to the BS via multihop communications [1], [13],
[30]. A centralized architecture is energy-inefficient, fault-
vulnerable, and too complex to implement in large-scale
turbulent networks [4]. Consequently, most related test-bed
solutions based on this architecture can not operate under
outdoor conditions [16], [17]. In this study, our custom-built
SNs were adapted to a customized network supervisory
protocol for clustering architecture, as shown in Figure 5.

FIGURE 5. Custom-built WSN-based Agri-IoT architecture for precision
irrigation application.

In a typical CA-IoT architecture, such as that proposed
in Figure 5, SNs are grouped into either static or dynamic
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clusters, each with an optimally selected cluster head
(CH) to minimize intra-cluster communication distances
among member nodes (MNs). An MN samples the soil
moisture/livestock data and transmits it to its CH. A CH
aggregates the received readings from its MNs, executes
error and data redundancy control checks, and communicates
directly or via a relay CH (RCH) to a BS/gateway to enhance
the event data quality and network lifespan. This checks
for data inconsistency errors and saves the power wasted
in transmitting a a large amount of redundant data to the
BS. The BS can process the received data and make local
actionable decisions to actuate the irrigation system, send
the raw or preprocessed data to the IoT cloud for further
processing, and return the actionable decisions to the BS
for execution. Generally, the sensors installed on the Agri-
IoT’s field participants (e.g., MNs and CHs in Figure 5)
sample microclimatic data of the field, location data, or crop
data to Arduino- or RPi-based SNs for local processing
and decision making. The resulting actuation signal is sent
to the irrigation pump for precision irrigation or chemical
application. Copies of data can be stored in the IoT cloud
for remote monitoring/control, or further analysis to uncover
the field’s climate pattern that can be used to automate
the entire irrigation system. Because communication is the
principal power consumer in WSN-based Agri-IoT and its
key determinants (i.e., distance and packet size) can be
optimally moderated by the cluster-based architecture [13],
[48], [49], [50], [51], it can be concluded that this architecture
is the best approach for power optimization in these networks.
Although cluster-based architecture is the best candidate for
WSN-based Agri-IoT applications [9], this assertion has not
been validated because of inadequate research considerations
in terms of hardware evaluation to exploit its numerous
unfulfilled potentials.

In Agri-IoT test-beds, the embedded communication
technology, event routing architecture, and SNs’ power
supply are the core drivers of operational stability, cost, and
deployment-management complexities to users. Therefore,
because the battery-powered SNs are mostly deployed in
fields where expensive WiFi and cellular communication
technologies cannot be freely accessed, the freely available
low-power wireless technologies, such as LoRa, BLE,
ZigBee, or IEEE 802.15.4 standard, and SigFox, which are
founded on a suitable routing topology and the theoretical
frameworks in [4], [8], and [13] are the best candidates
for making this application ubiquitous [4], [17], inexpen-
sive [17], [18], and robust and simple for all users. However,
besides distance-power constraints, architectural support, and
network manageability challenges, these freely accessible
wireless communication technologies have specific limita-
tions, which include the following.

1) ZigBee and Z-Wave can achieve the desired power-
savings only when deployed in a low-density, mesh-
like, or centralized topology [16]. They are meant
for home automation and operate in a low-power
distance range (10–100 meters) in line-of-sight mode

depending on the environmental characteristics.
They have unbounded latency, unreliable MAC
(CSMA/CA), low data rates, and high susceptibility to
interference andmultipath fading. ZigBee IP adopts the
6LoWPAN adaptation layer, IPv6 network layer, and a
highly resource-demanding RPL routing protocol [9].

2) LoRa is limited to low density and fixed network
sizes (non-scalable), low data rate, and low message
capacity [16]. It may require registration and expensive
antennae, depending on the operation location.

3) SigFox supports a very low data rate and may
require registration. LoRa and SigFox have complex
implementations because they both require specific
modules/gateways to function.

4) WiFi, GPRS, and cellular technologies (e.g., LTE-M
and NB-IoT) are high power consumption standards,
and location- or architecture-restricted (require cellular
access).

5) BLE is a short-range communication protocol that sup-
ports clustering architecture with the highest energy-
saving capacity.

6) Near field communication (NFC) and Radio Fre-
quency Identification (RFID) protocols are used for
short-range communication (up to 4 cm), such as
check-in systems and inventory systems.

Because of the lack of critical consideration of the above
architecture-related issues, vis-Ã -vis environmental con-
straints, the benchmarking test-beds in [3], [5], [14], and [15]
suffered severe network management challenges and abrupt
SNs failure owing to fast battery depletion rates. These issues
can be easily addressed using the proposed CA-IoT network
architecture shown in Figure 5 via an energy-efficient
network management algorithm, fault-tolerant techniques,
low-power communication technology, participants’ duty
cycling, and solar-based energy harvesting techniques. These
summarize the realistic expectations of our customized
CA-IoT network participants (i.e., MNs, CHs, and BS) in
Figure 1, which include high energy efficiency, installation
and operational simplicity, flexibility, affordability, fault
tolerance, operational stability with incorporated avenues for
remote monitoring/control, and operational modifications of
the WSN-sublayer during the entire crop growing season [3],
[4], [8].
Additionally, WSN-Based Agri-IoT must be founded

on the theoretical propositions in [4] and [8] and the
routing principles in [4], [29], [52], and [8] to attain the
desired performance. This requires additional performance
optimization parameters. For instance, the desired cluster
quality at minimized packet loss rates, the received signal
strength indicator (RSSI) levels of the BLE transceiver
modules at distance d and the associated surface power
levels (Pd ) can be estimated using the following expressions:

Pd =
Pd0
dα

, (1)

RSSId = −20log(d) + RSSId0 , (2)
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where α = (2, .., 6) is an atmospheric parameter. Using the
RPi 3 B +’s built-in isotropic BLE transceiver antenna with
gain G that radiates the same intensity of radio waves in all
directions, the surface power density at radius or distance d
from the transmitter Tx can also be expressed as:

Pdensity =
PTxG
45d2

(3)

Because the SNs in CA-IoT are compelled to drive on battery
power with its specifications expressed in Amp-hours (AH)
terms, the average power consumption of the MNs and CHs,
IMN and ICH , in different operational modes can be expressed
as:

ĪMN = Īstandby + ĪRx + Īsp + ĪTx , (4)

ĪCH = Īidle + ĪRx + ĪDA + ITx , (5)

where Īstandby, ĪRx , Īda, Īsp, and ĪTx represent the power
depleted during standby when SNs are in the low power lis-
tening mode, data reception, data aggregation, sampling/data
processing by MNs, and data transmission respectively.
These expressions help to estimate participants’ automation
spans to maximize the network’s lifespan and performance.
Finally, the availability of apriori SNs location information
in an agricultural environment can help optimize network
resource utilization, incorporate suitable fault management
techniques, and establish throughput and latency thresholds
via cluster sizing to attain the desired network lifespan.
These merits have not been achieved in randomly deployed,
centralized, or flooding-based routing architectures in bench-
marking test-bed solutions [3], [4], [14], [16], [17], [18].

Effective implementation of these expressions during the
SN design, software development, and network deployment
phases can yield optimal cluster quality, high energy
efficiency, and improved event data quality [4], [8], [13],
[29]. Therefore, themost energy-efficient low-powerwireless
communication technology that supports a clustering archi-
tecture is the most suitable candidate for custom-built SNs
and WSN-based Agri-IoT applications.

To achieve the intended global significance and paradigm
transformation in the agricultural sector, a real-world Agri-
IoT solution is required to satisfy its intended users’
expectations as well as the desired performance efficiency
requirements in Figure 1. Thus, because most farmers,
especially those in African, are low-income earners with low
technological expertise, users expect the resulting network
to be affordable, simple to deploy and operate by non-
experts, location-unrestricted, supportive of large scale farm
management, and based on freely available technologies that
do not require licensing. Similarly, performance expectations
refer to the robustness of the technology in terms of power
optimization, support for high SN deployment densities,
fault tolerance, and self-adaptability to scalable and turbulent
conditions without interfering with the core business function
of the technology, as previously established [4], [8], [13].
It is evident from related test-bed solutions and the above
expectations that the centralized-based network architecture,

which has been frequently used in most benchmarking Agri-
IoT test-beds, does not fully support the desired agenda
of this technology, whereas the cluster-based architecture
does. However, the desired contextual hardware evaluation
of CA-IoT networks has not received the desired research
consideration.

A. DESIGN CONSIDERATIONS OF CA-IOT NETWORK
PARTICIPANTS
As illustrated in Figure 5, the three main participants of our
CA-IoT networks include MNs, CHs, and BS, which are
similar in terms of hardware components/units and differ in
terms of assigned tasks and resource capacities (i.e., power,
memory, and processing), as well as underlying supervisory
software. For instance, a CH and BS require more resources
for data processing than MNs in a cluster. The core units of
a CA-IoT participant are presented in Figure 6 with possible
hardware examples, which can be elaborated as follows:

FIGURE 6. The principal components of SNs with sample design options
in Agri-IoT.

1) Sensing Unit: This unit interfaces with the physical
environment to record the physical phenomenon being
monitored. The sensors incorporated in CHs and
MNs (e.g., STEMMA soil moisture sensors) monitor
the physical phenomenon of interest, while those
in BS (e.g., DHT22 and DHT11 sensors) monitor
the ambient operating conditions so that they do
not operate beyond their environmental thresholds.
Generally, Agri-IoT sensors are application-specific
and can be contact-based or non-contact-based. In this
precision irrigation use-case, STEMMA soil moisture
sensors and DHT22 temperature and humidity sensors
in Figure 6 were used for soil micro-parametric sensing
and ambient environmental conditionmonitoring of the
participants, respectively.

2) Controller Unit: This unit hosts the microprocessor,
storage, and connection pins for all other units and
auxiliary peripherals. Common controllers for build-
ing Agri-IoT participants can be Arduino-based or
RPi-based. There are other off-the-shelf application-
specific controllers [53], such as the ProPlant Seed
Rate Controller, John Deere GreenStar Rate Controller,
Viper Pro multi-function field computer, Radion 8140,
and Trimble Field-IQ. An RPi 3 B + with built-in
BLE/Wi-Fi Modules was used in this study.

33634 VOLUME 12, 2024



E. Effah et al.: Hardware Evaluation of Cluster-Based Agricultural IoT Network

3) Communication Unit: This unit is the principal deter-
minant of a participant’s energy efficiency, communi-
cation distance, operational stability, affordability, cost,
routing architecture, resource requirements, and other
requirements of the associated routing protocol [4],
[9], [13], [54], [55]. Figure 6 illustrates the available
communication technologies. However, the best candi-
dates for CA-IoT applications must be energy-efficient,
affordable, freely available, simple, cluster-supportive,
and reliable communication standards. Because select-
ing a suitable communication technology involves
multi-parametric components vis-a-vis their demerits,
a decision matrix must be formulated based on the
target application and routing architectural goals. For
instance, even though BLE is distant-constrained,
it has cheap antennas and is widely integrated into
most IoT devices whereas LoRa and SigFox possess
complex implementations because they both require
specific modules to function, require registration to
operate, demand interconnections via gateways, and
do not support cluster-based architectures with densely
deployed WSN sublayers [9], [15]. Unlike classic
Bluetooth, BLE 4.2 and beyond can support an
unlimited number of slaves (i.e., densely deployed
WSN sublayers of Agri-IoT applications). Contrary to
BLE, the ZigBee standard is restricted to a centralized
architecture and relies on high-resource-demanding
protocols (e.g.,RPL- andAODV-based family of proto-
cols) to operate. Although BLE is distance-constrained
compared to LoRa, ZigBee, SigFox,WiFi, and cellular-
based technologies, the technology selection analysis
in later sections revealed that it is the most energy-
efficient [16], [56], [57], cheap, and suitable approach
for cluster-based architectures [4], [8], [13], [49].
Consequently, the BLE and LoRa communication
technologies were selected for the WSN sublayer and
BS-cloud communications, respectively.

4) Power Unit: Because CA-IoT participants are mostly
battery-powered, appropriate battery sizing and prob-
able energy-harvesting techniques must be deter-
mined during the participants’ design phase for the
intended network lifespan. There are modern trends
in battery power banks with integrated solar-based
energy-harvesting systems and power ratings above
30000mAH.

During the selection of the hardware components in this
study, extreme caution was taken to avoid unit incompati-
bility, high operational complexities, unsuitable operational
thresholds, and high energy consumption requirements.
This implies that high component survivability and opera-
tional stability under different environmental conditions and
context-relevance are equally vital determinants. In addition,
a supervisory routing protocol must be incorporated to
oversee the network/architectural construction, event sam-
pling, data transmission/management, fault management,
network maintenance/reconstruction, and actuator control to

deploy network participants in the field. The supervisory
protocol of this study was based on the RCEEFT protocol
in [13].

In addition to hardware and software considerations, other
auxiliary factors, such as external weather and internal
operating conditions, need to be considered. For example,
a wide variation in temperature requires hardware capable
of withstanding such harsh environments. Fluctuations in
humidity can also affect the long-term success of a system.
Most Agri-IoT environments must contend with the impacts
of dust concentration and physical obstructions on opera-
tional efficiency. Acoustic materials can affect connections
over which power or communications travel. The mounting
of SNs in the field must also be performed well to ensure
connectivity.

B. STATE OF THE ART ON REAL-WORLD, CANON
WSN-BASED AGRI-IOT TESTBED SOLUTIONS
It is well documented that WSN-based Agri-IoT is the
most reliable remedy for mitigating the negative impacts
climate change has had on agricultural production, for which
many architectural designs and testbed prototypes have been
proposed [13], [29]. In addition, since the autonomous,
resource-constrained SNs in Agri-IoT are expected to operate
without post-deployment maintenance checks, the issues
of FM, power optimization, and self-organization during
SN design and network deployment cannot be ignored
in existing testbed solutions 407, 463. Essentially, the
results from most research projects on Agri-IoT relied on
simulation experiments [3], [16], [17], which have retained
the gap between the philosophy of this technology and
the comprehension of its real-world behavior for a more
accurate performance assessment. This subsection presents
a systematic performance assessment of the few real-world
WSN-based Agri-IoT testbed solutions currently based on
the classic WSN-based IoT principles. To understand how
the benchmarking realization testbeds of Agri-IoT in [3],
[5], [14], [16], [17], and [15] fared in real-world operational
conditions, the results from their respective performances are
systematically evaluated and summarized in Table 2. It was
discovered that the current benchmarking testbed solutions
in [3], [5], [14], [16], [17], and [15] are capital-intensive
because they are reliant on fixed/location-restricted backbone
infrastructures (see the bottom of Figure 2), too complicated
to deploy and manage by even expert users, based on
unrealistic indoor conditions which do not commensurate
real-world environmental conditions, and based on the
high- power-demanding centralized or flooding architectures
which further complicate network manageability when up-
scaled. A concise and systematic survey of these benchmark-
ing real-world Agri-IoT networks and their flaws in the state
of the art is summarized in Table 2.
Additionally, it can be established from the compara-

tive assessment of the benchmarking Agri-IoT testbeds in
Table 2 ([3], [5], [14], [15]) that the embedded commu-
nication technology, event routing architecture, and SNs’
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TABLE 2. Comparative analysis of WSN-based Agri-IoT testbed solutions.

power management are the core factors that made them
capital-intensive and complicated to both experts and low-
income farmers. Additionally, self-healing, reconfigurability,
and adaptation mechanisms to faults were not deployed [8],
[16], [17]; hence, faulty and turbulent conditions could not
be tolerated. Furthermore, since the battery-powered SNs rely
on expensiveWi-Fi and cellular communication technologies
that are not freely accessible at all locations, the SNs
exhausted their battery supply a few days after deployment.
Similarly, those that relied on ZigBee/IEEE 802.15. 4 com-
munication technologies with power-intensive 6LoWPAN or
IPv6 protocols restricted the resulting network to drive on
the problematic centralized or flooding architectures without
any efficient FM techniques. As a result, these solutions used
costly fixed IP infrastructural supports and the centralized
routing architecture, making them practically impossible to
manage as the networks scaled. This is why the SNs unstably
exhausted their battery power and abruptly abridged network
lifespans [3], [5], [14], [15], [16], [17].

Therefore, the freely available low-power wireless tech-
nologies (e.g., LoRa, BLE, 5G, Z-wave, NB-IoT, and SigFox)
that are founded on a suitable routing topology are the
best candidates for making this ubiquitous application [4],
[17] cheap [17], [18] and simple for all users. Thus, the
cluster-based topology is more pivotal to addressing the
above challenges of Agri-IoT [3], [8] than the traditional
cellular and WiFi technologies that are inaccessible in many
farms, depending on their locations [3], [18]. However,
besides distance-power constraints, architectural support, and
network manageability challenges, these freely accessible
wireless communication technologies have specific limita-
tions. Therefore, a research opportunity exists for a CA-IoT
network that is flexible, ubiquitous, realistic, energy-efficient,
self-healing, simple, low-cost, cluster-based, and wireless
outdoor-based testbed that consists of an infrastructure-less,
task-scalable, and wirelessly configurable experimental SNs
and a BS. It should also be deployed, re-deployed, monitored,
controlled, and managed by non-experts to operate stably
throughout the entire crop-growing season.

IV. HARDWARE VALIDATION OF PROPOSED CA-IOT
TEST-BED DESIGN AND IMPLEMENTATIONS
This section presents a detailed account of the physical
design, deployment, and validation/testing of the proposed

CA-IoT network for precision irrigation. As shown in
Figure 5, the purpose, behavior, and requirements of the
proposed CA-IoT system (such as data collection, data
analysis, system management, data privacy/security, and user
interface requirements) are evaluated in this phase. This
premier attempt is intended to help the Agri-IoT community
exploit the merits of the clustering topology to attain the
desired network power-savings/automation span, network
management, operational efficiency, and event data quality.
In addition to design and operational simplicity and flexibility
and network participants’ task and network scalability, our
CA-IoT also operates on simple software and commands that
can be executed on an RPI or PC with a focus on providing
rich set measurements for educational and outdoor purposes.

The CA-IoT network participants (i.e., MNs, CH, and
BS), as illustrated in Figure 7, are custom-built from
RPI 3 B +-based controllers with other crossed platform
hardware and software components based on their specific
tasks and demands. Consequently, the network participants
are task-scalable and easily role-rotated. According to the
hardware schematic shown in Figure 7, the MNs sample
soil temperature and moisture data were transmitted to the
CH. The CH then removes data outliers, aggregates the
received measurements in addition to its local measurements,
and transmits the aggregated data to the BS for local
actionable decisions while keeping a copy in the Google sheet
and the project’s GitHub. An actuation signal was sent to
the irrigation controls system to activate the water pump.
RPI 3 B + was selected because of its operational stability
under various environmental and operating conditions. The
essential factors that guided the hardware selection in
Figure 7, software design, and the entire design of this
CA-IoT include the following:

• Architectural support: We selected components and
technologies (e.g., BLE) that support the cluster-based
architecture in to take advantage of its embedded merits.

• Component Affordability: Cost-effective components
and technologies were used to make the resulting system
affordable to users.

• Simplicity and Usability: This CA-IoT network is
infrastructure-less, entirely battery-driven, simple to
deploy and manage, labor-saving, and flexible/wireless,
making its applications ubiquitous, topologically
malleable, and easier to integrate into any existing

33636 VOLUME 12, 2024



E. Effah et al.: Hardware Evaluation of Cluster-Based Agricultural IoT Network

FIGURE 7. 1-Cluster schematic diagram of proposed CA-IoT implemented on test-bed.

real-world test-bed without any fixed supporting
infrastructure in the field.

• Energy-saving Capacity: Low-power components and
their support for energy-saving techniques, such as
duty-cycled sampling schedules and control of redun-
dant data transmission, were enabled so that our network
framework could be easily integrated into any precision
farming and greenhouses to perform efficiently through-
out the entire crop season.

• Ability to withstand and operate stably in harsh envi-
ronments: During the pre-testing phase, the hardware
components were subjected to similar climatic extremes
(e.g., temperatures between 40◦C and 51◦C), similar
to the actual conditions in Senegal. For instance, the
RPi 3 B + was selected over Arduino-based and
other RPi-based controllers because the former operated
stably under these conditions, whereas the rest failed
even under indoor conditions.

By implication, there is a direct relationship between IoT
network technology and its supporting routing architecture,
use cases (i.e., what to connect, where to connect, how much
data to transport at what interval, and over what distance), and
data pattern (packet size and communication intervals).

A. HARDWARE COMPONENTS
A detailed overview of all hardware components, as well
as their step-by-step assembly and integration processes,
is presented in our collaborative paper [55]. In this subsection,
the core hardware components used to design our CA-IoT
participants (i.e.,MNs, CHs, and BS), their functions, and
why they were selected are presented in Table 3.
RPi 3B+ is a low-power single board mini personal com-

puter frequently used for real-time Image/Video Processing,

IoT-based applications, and robotic applications. Because this
experimental network is being built for unrestricted locations
and hostile environmental applications in Africa, RPi 3 B +

was selected based on its operational stability under diverse
and adverse environmental conditions. It also comes with
enhanced specification such as built-in radio module for
BLE 4.2 and dual-band WLANs that supports 2.4GHz and
5GHz Wi-Fi, good speed of 1.4GHz, 1GB SDRAM, good
throughput of 300Mbps, and a Power over Ethernet (PoE)
port via a separate PoE HAT, which allows the Ethernet cable
to power the board. In this experiment, the PoE switch was
used to minimize cabling complexity while the onboard VNC
server and Wi-Fi helped to remotely access and program the
RPi from both Windows and Linux Desktops via the VNC
Viewer and SSH, respectively. In addition to these reasons
for the selection on RPi 3 B + in Table 3, the pre-testing
phase subjected RPi 3 B +, RPi 4 and Arduino Uno
controllers to similar climatic extremes such as in Senegal
(for example, temperatures between 40◦C and 51◦C under
indoor conditions) and the RPi 3 B +-based participants
outperformed the rest.

Because the selected communication technology plays a
significant role in this network, an in-depth set of technology
selection metrics was derived and ranked based on the
proposed CA-IoT network’s design and performance expec-
tations. Using the derived technology selection metrics and
the technology selection matrix in [59], detailed parametric
analysis and ranking and suitability analysis and rankings
of communication protocols were estimated, as presented
in Figure 4. Based on the stipulated network’s operational
and architectural requirements, and the assessment results in
Figure 4, the onboard BLE 4.2 communication technology
was judged as the most suitable for both intra-cluster and
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TABLE 3. CA-IoT participants hardware components list.

inter-cluster communications compared with ZigBee, LoRa,
SigFox, Wi-Fi, and NB-IoT/Cellular technologies, because it
has ultra-low energy-saving properties, better compatibility
with most mobile units, support for robust cluster-based
architectural design, and high throughput. Figure 4b shows
how BLE suits our target application given the available
criteria. Consequently, we selected BLE for all on-site
communications up to the BS. Communication beyond the
BS to the cloud can be achieved via LoRa or low-power WiFi
that is employed during outdoor deployment.

LoRa technology emerged as the best candidate for
BS–Cloud communication for outdoor deployment for the
same reasons. The BS is also equipped with a LoPy
microchip with LoRa technology or Wi-Fi Mini-Box for
long distance communication between the BS and the remote
cloud repository during outdoor deployments in Senegal and
the USA. Due to the configurational challenges with the
‘‘Things’’ Network (TTN) here in the USA, the network
currently utilized the Wi-Fi module on the LoPy/RPi 3B+

to communicate with the cloud and the users. As shown in
the information flow diagram in Figure 11, the BS receives
sampled field data via its BLE transceiver and sends the
received sampled data to the googlesheet or GitHub via the
onboard LoPy module or ow-power Wi-Fi Mini-Box for
real-time remote monitoring.

Given the role-based participants’ operational states
depicted in Equations 4 and 5, the associated power
consumed per state as depicted in [9], and theworst-case daily
activity schedules scenario at the 3-hourly sampling interval
plan per the daily soil sampling convention of the authors in
[16] and [17], the participants’ lifespan and battery selection
can be justified, as illustrated in Table 5. For a 1-hour daily
total scheduled activity duration in a worst-case sampling
scenario, the expected daily power consumptions of a CH and
a MN are ĪCH = 40.37mA, and ĪMN = 40.11mA (refer to
details in Table 5), respectively. This implies that the expected
lifespan estimations of an MN and CH/BS are 748 and
743 days, respectively, which are further stabilized by the
built-in solar-based energy harvesting technique of the battery
banks. Theoretically, this sufficiently justifies the selection of
our power supply because it can last for several crop seasons.
As power mismanagement/exhaustion is the root cause of

most faults in WSN-based Agri-IoT test-beds [13], [52], the
selected power supply acts as a fault-avoidance mechanism
in addition to the clustering topology, BLE standard, and
duty-scheduled sampling scheme.

B. SUPERVISORY SOFTWARE DEVELOPMENT AND
IMPLEMENTATION
The cluster construction, duty-cycle scheduling of event
sampling, data management, and data transmission/reception
were embedded in our event routing protocol, which was
developed using the inbuilt Python3.7 within the RPI 3 B +’s
Raspbian OS. The cluster formation process, fault tolerance
scheme in [13], and cluster quality assessment technique
in [29] were adopted and implemented. The BLE 4.2,
ATSAMD10 Adafruit STEMMA soil sensor (i.e., I2C
Capacitive Moisture Sensor), and DHT22 libraries were
installed in the Bluez and Adafruit libraries, respectively. The
detailed SN design steps and configuration procedures were
captured in our test-bed paper [55]. The Bluepy module in
Python was also installed to handle multiple communications
with BLE devices using the code from the BlueZ project. The
main software running on the BS, CHs, and MNs as well
as their modus operandi outlined in Figure 8 are detailed as
follows:

• The proposed CA-IoT network has three sets of
distributed network management and sampling soft-
ware: MN/client software, CH client/server software,
and BS/gateway/server software. The operational steps
and roles of each software program are shown in
Figure 8. For instance, MN software allows it to locally
host a seesaw-embedded Bluetooth SOCKET client
in python3.7 script for managing network construc-
tion, event sensing, BLE transceiver operational state
moderation, and transmission of sampled data to the
BS at specific crontab timeslots. The software shown
in Figure 8a was designed using Bluetooth Socket
programming, seesaw module, bluez module, local
time, built-in crontab -e in Python3.7, and NTP from
time.google.com.

• A CH hosts both client and server codes in a single
software that helps it act as a server to its MNs and
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TABLE 4. Communication technology selection matrix: (a) Analysis and ranking of principal metrics and (b) suitability analysis and ranking of wireless
communication protocols for cluster-based Agri-IoT applications.

distant-CHs and as a client to the BS or RCHs. Thus,
this software consists of a Bluetooth SOCKET server
and client in python3.7 scripts that control cluster
construction/reconstruction and packet reception from
MNs, data aggregation with MMP&AC data outlier
detection and correction techniques inherited from [13],
packet transmission to BS, and management of BLE
transceiver states. The CH locally stores raw data
from its MN and sends the aggregated data with its
MN-count to the BS. This software adapts to scalable
network conditions caused by SN-out-of-service faults
and SN-count or network size variations. The CH
software utilized modules such as Bocket, Bluetooth,
sys, threading, time, csv, Queue, struct, ntplib, gspread

SCL and SDA from board, busio, and Seesaw from
adafruit_seesaw.seesaw.

• Similarly, the BS software also contains the Bluetooth
SOCKET server script in python3.7 for managing
network construction, reception and storage of event
data, BLE transceiver operational state moderation, and
transmission of received sampled data to the cloud at
specific timeslots. Thus, the software running on the
BS uses Bluepy, Bluez, and API to communicate with
CHs via the BLE module at scheduled times to receive
sampled data and store it locally in a .csv file and
globally in Google sheet for remote monitoring. The
BS further processes the received data, and if the result
exceeds a preset threshold, an actuation signal is sent
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TABLE 5. Justification of participants’ power supply selection using lifespan.

to the pump to start the irrigation system. This software
also accounts for SN-out-of-service faults from the CHs
by indicating the MN- and CH-count of the received
aggregated data. The main modules imported into the
BS software include Socket, Bluetooth, sys, threading,
time, csv, Queue, struct, ntplib, and gspread whereas
the MN relied on Bluetooth, time, SCL and SDA from
board, busio, and Seesaw from adafruit_seesaw.seesaw.
The sensing code was also embedded in the bluetooth
socket client code. The sensory data becomes the main
parameter being transmitted at the crontab-scheduled
timeslot to the BS at 3-hourly intervals.

FIGURE 8. Flowcharts of the operational cycle of event routing software
running on the MN, CH, and BS.

Because cloud data processing is beyond the scope of this
study, the BS receives aggregated data in .csv file format
for local processing, decision, and actuation, and appends a

copy of the received data to a .csv file in the project database
in Github and Google sheet at Crontab-scheduled timeslots
using low-powerWiFi in the USA and the AirBox BE5E low-
powerWiFi device in Senegal. The BS-cloud communication
standard will be replaced by LoRa in the future.

To validate the global significance of this research
under variable operational conditions, our network was
implemented and tested in two indoor conditions and two
agricultural fields: one in Worcester, USA, and the other in
Saint-Louis, Senegal-West Africa. During each deployment,
the architecture underwent a series of modifications, the
effects on performance were monitored, and the data were
analyzed in later sections using MATLAB, OriginStudio,
WebplotDigitizer, and MS Exel.

Overall, two clusters were implemented, each with 5 MNs
during the indoor deployment phase and 4 MNs during
the outdoor testing phase. The assembly of these network
components with the circuity accessories of a cluster
is presented in Figure 7, while the test-bed in indoor
testing/operational and outdoor/agricultural field operational
modes are shown in Figures 9 and 10. In contrast to the
outdoor deployments of the proposed CA-IoT with related
real-world Agri-IoT solutions, as illustrated in Figure 10, it is
evident that our solution (Figure 10a and Figure 10b) is easier
and labor-saving to deploy, manage and scale it up by inexpe-
rienced users. Also, it is affordable, energy-efficient, simpler,
less fault-vulnerable, and location-independent relative to the
state-of-the-art (Figure 10c).

With the aid of Crontab-e, all network participants were
duty-scheduled to sample and transmit their sensory data to
the BS through their respective CHs at 3-hourly intervals.
A conceptual data flow diagram with field data sampled by
our CA-IoT network and stored on Google sheet is shown in
Figure 11.

C. THE BLE 4.2 AND WHY IT WAS SELECTED
As good engineering design is about making the right
tradeoffs, the onboard BLE 4.2 module in RPi 3 B + was
selected because it can operate at variablePTx in three cyclical
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FIGURE 9. Proposed CA-IoT test-bed in full indoor operation mode.

phases (i.e., connection, data transfer, and sleep) to save
more power. After connection, the BLE 4.2 transceiver stays
either in an active mode or any low-power sleep mode: sniff
mode, hold mode, and park mode. Unlike the ZigBee and
Wi-Fi-based standards that support approximately 64,000
and 255 SN-count at extreme interference, BLE 4.2 supports
less SN-count at least interference, making BLE-based
CA-IoT a best/realistic option for agricultural environments.
Additionally, BLE 4.2 has an embedded mechanism for miti-
gating interference from packets transmitted at the same time
and frequency channels of other in-range coexisting wireless
technologies such as WiFi and ZigBee (802.15.4 standards.
This optimizes shared spectrum usage and significantly
reduces the probability of collisions by balancing the range
and throughput. Extra technical justifications for selecting
BLE 4.2 version over LoRa, SigFox, and other versions of
BLE include:

1) Enhanced IoT capabilities: BLE 4.2 supports low-power
IP (IPv6/6LoWPAN) and Bluetooth Smart Internet
Gateways (GATT)), which allow smart sensors to
transmit data over the Internet.

2) Improved security: It uses more power-efficient and
highly secure features via LE Privacy 1.2 and LE secure

connections. It also provides additional benefits by
allowing only trusted owners to track device locations
and confidently pair devices.

3) Improved Speed: Compared to previous versions, BLE
4.2 enables 250% faster and more reliable over-the-air
data transmission and ten times more packet capacity.

4) The BLE 4.2 module withstands extreme weather
conditions and operational complexities, and supports
previous versions and the cluster-based architecture
with a faster reconnection time.

V. EXPERIMENTAL SETUP AND VALIDATION
A. EXPERIMENTAL SETUP
This CA-IoT solution has two indoor testing locations: the
Wireless Innovation Laboratory (WILab) at Worcester Poly-
technic Institute (WPI), USA, and Informatics Lab at Gaston
Berger University (GBU),Senegal with the respective coordi-
nates(42.27522717178471,-71.80710616500245)
and (16.055929,-16.426720), and two outdoor imp-
lementation farms: a vegetable garden in Worcester, USA
and a watermelon farm at GBU in Saint-Louis, Senegal, also
with respective coordinates: (42.30305102130068,
-71.76894003345)and(16.062547,-16.430407).
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FIGURE 10. Proposed CA-IoT test-bed in full outdoor operation modes contrasted with classic agri-IoT in the
state-of-the-art.

The physical placement of the MNs, CHs, and BS to examine
the performance efficiency of the proposed CA-IoT was
constrained by the communication distance of the BLEs.
A map showing the final physical placements of the network
participants during outdoor deployment in both the USA and
Senegal is illustrated in Figure 12. Before selecting the 10m
as an ideal intra- and inter-cluster distance in Figure 12,
a range variation assessment was conducted for two BLE

radios of anMN and a CH. As shown in Table 6, the threshold
distance of the BLE radios that guaranteed stable connectivity
with the least interference and high event data delivery rate
ranged between 8m -10m, which agrees with the sensing
coverage requirements of the soil [16], [17]. Therefore, 10m
was selected to achieve a perfect range overlap and wider
farm coverage. However, this can be guaranteed if power
depletion does not exceed 30% of the rated capacity.
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FIGURE 11. Data flow model of our CA-IoT network with sample measurements.

The maximum intra-cluster distances with zero packet
drops for the BLEs were found to be 12m and 11.5m in
USA and Senegal, respectively. However, these values do not
minimize packet drops, overhearing, and connectivity failures
when the power supplies drop below certain thresholds
(i.e., the transmitter power depends on the communication
distance, packet size, transmission medium, and transmission
duration [8], [36]).

The overall deployment process of the proposed CA-IoT
network, as conceptualized in Figure 11, is divided into four
steps.

1) The first step precedes the assembly of hardware
components, installation of all libraries, and devel-
opment of BLE-based event sampling and routing
protocol/software, which have been comprehensively
captured in our founding test-bed paper [55]. In this
step, static nodes are deployed in a suitable range
locations using the cluster quality estimation technique
in [29] and BLE radio RSSI levels were estimated.
As depicted in Figures 9 and 10, the network consists of
a BS and two clusters, each with five MNs and a CH in
the indoor environment, and four MNs each in outdoor
or agricultural environments. Since solar-rechargeable
power banks powered all the network participants, their
installation stands were raised above the crops to avoid
any possible shading.

2) During the second step, the participants were activated
and clustered, and the 3-hourly sampling times were
scheduled by the software using the onboard crontab-e
of the RPi 3 B +.

3) In the third step, the actual experiment occurs where
the MNs transmit their sampled data to the BS via their
respective CHs for processing, actionable decisions,
cloud database updates, and actuation of the control

relay of the irrigation system. Both CH and BS
locally store copies of the received field data (i.e., soil
temperature and moisture data) in a .csv file, and log
the time, date, and MAC address of the sender. The
CHs send their aggregated data to the BS, which also
logs the date, time, MAC address, the MN-count of the
received data, and updates the project Github database
and Google sheet, as shown in Figure 11.

4) To sufficiently evaluate the network’s performance
stability under variable intra-cluster communication
distances or architectural alterations, extreme climatic
conditions, and variable participant activity durations,
the above steps were repeated under variable conditions
to observe the effects on the network’s lifespan data and
sampled data quality.

B. FIELD INSTALLATION PRECAUTIONS AND STEPS
The CA-IoT network installed in its normal operating mode
in the outdoor environments is illustrated in Figure 10a and
Figure 10b. Because the crops in the farms can attenuate
the BLE radio signal transmission efficiency of the network
participants (i.e., MNs, CHs, and BS), the field installation
stands were raised above the crops (Figure 10). The height of
a stand must always depend on the height of the crops on the
farm. The MNs, CHs, and BS were correctly installed such
that the solar panels faced the true-south direction to ensure
ample access to sunlight.

As shown in Figure 9, the network participant casings
are of marginal sizes (i.e., an outer size of 5.9′′

× 5.9′′
×

3.5′′/150mm×150mm×90m (L×W×H)), hence they require
marginal farm space without the need for panels co-location,
or any capacity to reduce crop production capacities and
quality. As opposed to the state-of-the-art conventional
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FIGURE 12. A map showing outdoor experimental setup of proposed CA-IoT network.

Agri-IoT, the field installation of our affordable WSN-based
Agri-IoTwas very simple for non-experts and poor farmers as
well as labor-saving. This was attested to by the watermelon
farmer who helped us install the network in Senegal. This
involves the following two steps:

1) The stands were installed at an appropriate height,
location, and inclination to ensure ample access to
sunlight.

2) Placing the Agri-IoT participants in their respective
stands, installing the sensors in the soil, switching
them ON, and monitoring the periodic measurements
remotely. The stored measurements on the BS can
also be monitored remotely on a farm using the VNC
viewer.

Unlike the classic Agri-IoT in Figure 10c, the field
installation of the 11 wireless network participants, forming
the proposed CA-IoT network, takes approximately 20 min
and less than 10 min to uninstall because there is no need
to install any expensive and complex wired-based or fixed
infrastructure.

C. PROPOSED CA-IOT PERFORMANCE ASSESSMENT AND
MONITORING TOOLS
The following tools were used to assess and record the
impacts of the aforementioned parametric variations on the
performance of proposed CA-IoT network:

1) 3-Axis RF Field Strength Meter was used to monitor
the variations in the radiated power levels of the BLE
radio signal to unravel ideal intra- and inter-cluster
distances.

2) The Kuman Electricity Usage meter was used to
measure the indoor power consumption variations of
the MNs, BS, and CHs during different operational
modes (i.e., transmit, receive, idle, standby, and sleep

or off modes) to establish SNs’ battery capacities and
automation span of SNs.

3) UM25C, TypeCUSB2.0 Full-Color LCDDisplayMul-
timeter Tester was used to remotely monitor and record
participants’ principal performance parameters such as
energy, current, voltage, power, and ambient temper-
ature in both ◦C and ◦F . It is a Bluetooth-enabled
USB dongle sandwiched between the power supply
and the RPI 3 B + modules to simultaneously monitor
the input voltage, current, power, energy, and ambient
temperature in the casings. The PC software of UM25C
offers a real-time graphical view of the RPI’s ambient
temperature and energy consumption (i.e., Current/mA
and voltage/v), recording these parameters, and the
ability to extract them into .csv files for further
analysis.

The 3-Axis RF Field Strength Meter was used to estimate
the BLE signal strength under both indoor and outdoor
operational environment so that the intra- and inter-cluster
distances required by the MNs, CH and BS operate without
packet drops can be determined. The Kuman Electricity
Usage meter also helped to estimate the power consumption
requirements when the nodes were operated in different
states. The performance assessment results of the network
participants are illustrated in Table 6. The results showed that
the inter-participant distance varies from one environment
to another. Since BLE is a short-ranged communication
technology, it was practically impossible implementing this
technology using the centralized architecture. Thus, the
network experienced severe packet drops when operated
using the centralized. This makes the novel CA-IoT approach
the best candidate for implementing robust, energy-efficient
and affordable Agri-IoT solutions on large-scale farms.
Additionally, unlike the centralized architecture which gave
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TABLE 6. Impact assessment of intra-cluster distance variations on Agri-IoT network’s performance.

no results, the distance and data moderation by the CHs made
the CA-IoT operated with packet transmission results as well
as prolonged network lifespan.

Once these crucial values were determined for a given
environment, the UM25C multimeter was used to remotely
monitor the aforementioned parameters for power dissipation
analysis, which is shown in the next section.

VI. RESULTS AND DISCUSSIONS
Since the effects of all the aforementioned performance
parameters beyond network deployment culminate in a
node’s availability or lifespan, this section discussed the key
modalities for ensuring nodes’ energy efficiency. This is
necessary for achieving the context relevance of this paper.

The pre-indoor/outdoor testing of our founding test-bed
in [9] helped unravel key deployment parameters, such as
BLEs’ surface power variations/behavior with respect to
communication distance, required participants’ worst-case
CPU and memory capacities, participants power consump-
tion variations with respect to BLE states, and optimal
data rates of an MN and a CH. This processes need not
to be repeated because our CA-IoT network architecture
was adapted from the same test-bed. Consequently, the key
metrics used to evaluate the performance of this network
are the intra-cluster distance and ambient environmental
conditions of the participants. The latter metric helped
validate the global significance of the proposed network.

First, the intra-cluster communication distance (dintra−c)
was varied at a 70% threshold power, and the resulting
impacts on packet drop, stability of BLE connections,

and event reporting accuracy are illustrated in Table 6.
The 70% power threshold was agreed upon because we
observed unstable packet transmissions during the testing
phase, which required a reduction in intra-cluster distance
whenever power was depleted below this threshold value.
Similarly, to define an optimal SNs deployment density
and intra- and inter-cluster distances that can guarantee
optimal connectivity and eliminate interference without
compromising event data quality, the surface power density
from the antenna of the BLE module was measured at
constant transmission power but at different distances from
the SN, as illustrated in Table 6. It can be established
from Table 6 that variations in weather conditions greatly
affect BLE radio connectivity and the tendency of packet
losses. Thus, unlike the deployment in the USA, the high
temperatures and dust concentration levels affected BLE
radio connectivity and packet delivery rates in Senegal at
distances beyond 8m. Carrying out the same experiment
below the 70% power threshold will reduce this distance to
guarantee the desired BLE connectivity at the expense of
reduced farm coverage. By implication, the proposed CA-IoT
is not limited to any ideal intra- and inter-cluster distance.
For every environment, these parameters must be determined.
To eliminate the impacts physical obstructions on BLE
radio connectivity and packet delivery rates, we ensured
that the nodes’ stands are raised above all plants in the
farm.

It should be noted that each CH, at this stage supervised
at most four (4) or five (5) MNs. Because the maximum
cluster-size thresholds of the CHs were not attained, both

VOLUME 12, 2024 33645



E. Effah et al.: Hardware Evaluation of Cluster-Based Agricultural IoT Network

FIGURE 13. Comparing CA-IoT participants’ accumulated daily power consumptions at varying operating modes
and dintra−c under indoor conditions.

FIGURE 14. Comparing CA-IoT participants’ accumulated daily power consumptions at varying operating modes
and dintra−c under outdoor conditions.

channel interfacing packets and event packets experienced
zero latency and packet drops or interference.

Furthermore, to ascertain the robustness, performance sta-
bility, global significance, and potential risk factors that can
hinder the performance efficiency of the proposed CA-IoT
network, the network was deployed and tested under different
environmental conditions in the USA and Senegal. The
effects of these performance variations were observed using
a participant’s lifespan metric (thus, real-time instantaneous
and accumulated power consumption), which was monitored
in real-time using the UM25 multimeter USB dongles. This
is an ideal, contextualized performance evaluation measure
because most related Agri-IoT test-beds solutions operated
well only in ideal indoor/laboratory environmental conditions
and malfunctioned under real-world outdoor environmental
conditions owing to some possible climatic extremes. Con-
sequently, our CA-IoT network was tested under these dual
environmental conditions to justify its global significance,
and the results from both indoor and outdoor implementations
are presented in Figure 13 and Figure 14, respectively.
Additionally, the broader environmental disparities, in terms

of the severity of temperature, humidity, and atmospheric
dust concentration levels between these locations and the
capacity of the proposed CA-IoT network to withstand these
adverse conditions make it globally significant to the Agri-
IoT community. The proposed network performed up to
expectations during a 2-month farm testing in the USA and
Senegal.

According to Figures 13 and 14, operating the network
participants with their Wi-Fi or VNC servers in the ON
state results in higher accumulated daily power depletion
than when the Wi-Fi modules remain in the OFF mode
under both indoor and outdoor environmental conditions
in the two countries. However, because the MNs and
CHs do not require WiFi modules except the BS, they
must be switched OFF. Additionally, it can be deduced
from Figure 13 and Figure 14 that the optimal intra- and
inter-cluster distances for our CA-IoT technology are 10m.
However, this requires a more stable power supply because
the reliability of the BLEs’ connectivity depends on the
communication distance. Therefore, network participants
were installed at 10m apart. However, we observed a high

33646 VOLUME 12, 2024



E. Effah et al.: Hardware Evaluation of Cluster-Based Agricultural IoT Network

FIGURE 15. Comparing accumulated daily power consumptions of MN, CH, and BS under varying outdoor
environmental conditions when dintra−c , dinter−c = 10m.

rate of packet drops and sampling failures at any time when
the power supplies of CHs, MNs, and BS dropped below
70% of their capacities, as shown in Table 6. Although
the proposed CA-IoT technology performed well under
all operating circumstances without participant/component
failures on a normal day, it can be observed from Figure 13
and Figure 14 that participants’ power depletion rates under
the same intra- and inter-cluster distances and environmental
conditions in Senegal were higher than those in the USA.
This can be attributed to Senegal’s relatively high ambient
climatic extremes and dust concentrations. For instance,
the participants’ ambient temperature ranges in the USA
and Senegal were 18◦C-31◦C and 34◦C-50◦C, respectively,
which compelled the cooling fans to be active most times
during field deployment in Senegal.

In addition, an inter-participant distance of 10m requires
that the power supply is stably maintained above 70% of the
battery capacity. However, it was observed from the outdoor
implementation in Senegal that the rate of battery discharge
is more than the rate of its recharge even at peak-sun-hours
(PSH), which implies that anytime the batteries discharge,
the entire network must be switched OFF for recharging.
From Figure 15, it can also be deduced that the percentage of
accumulated power depletion of BS, CH, and MN in Senegal
is approximately 33%, 15%, and 25% for a normal day,
which can lead to abrupt power exhaustion during prolonged
rainstorms or days without ample sunlight. Again, indoor and
outdoor power consumption recorded in Senegal were higher
than those recorded in the USA owing to extreme ambient
conditions in Senegal. This challenge was remedied during
field testing by replacing the built-in solar panels with a
relatively higher-rated one.

Finally, the daily power depletion patterns of BS, CHs,
and MNs in their respective normal operation modes were
monitored when the CA-IoT network was operated under
different environmental conditions in the USA and Senegal,

FIGURE 16. Sample BS’ power depletion patterns under varying climatic
conditions (at dintra−c = 10m).

as shown in Figure 16, Figure 17, and Figure 18, respectively.
These results also confirm that the relative power depletion
rates of the CA-IoT participants in Senegal are higher for
the reasons mentioned above. The power depletion values
significantly exceed the theoretical estimations obtained
under ideal conditions. During the field testing in Senegal,
two heavy downpours were experienced, one lasting for the
entire day and the other for the entire night. As illustrated
in Figure 17, and Figure 18, the CHs and MNs consumed
extra power to maintain the BLE connectivity. The CHs
and BS can switch to the power-saving mode during such
circumstances to conserve their energies, hence, the results
in Figures 16 and 17. However, as illustrated in Figure 18,
the MNs depleted all their power and remained in the OFF
mode until their batteries were recharged the next day. This is
a critical risk factor for the operational stability of our CA-IoT
network, which was not given sufficient consideration during
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FIGURE 17. Sample CHs’ power depletion patterns under varying climatic
conditions (at dintra−c = 10m).

FIGURE 18. Sample MNs’ power depletion patterns under varying
climatic conditions (at dintra−c = 10m).

battery sizing in the SN design phase hence, the next phase
of this project will address it.

In addition, it was discovered that the outputs of onboard
solar systems were insufficient to recharge the batteries
as indicated by the designers. When two onboard solar
systems (with ratings 2.2W/5V/0.44A) of a CH and an
MN were replaced with an 8W/10V/0.80A rated panel
during the field deployment in Senegal, we observed a more
stable performance under all conditions. This is because
the batteries remained in full capacity during the day
and only depleted during the night. In summary, it was
observed that the performance stability of our solution could
be significantly improved by increasing the capacities of
onboard solar systems. The performance efficiency of the
proposed CA-IoT solution can be affected when it is operated
outside its allowable climatic threshold. Moreover, since the
soil parameters being monitored do not change significantly

at night, this network, in the future, will be programmed not to
sample between 21 h and 06 h during field deployment phases
so that the MNs, CHs, and the BS can switch to low-power
listening mode to improve their lifespan.

It is evident from the proposed network supervisory
protocol that CA-IoT network participants are operationally
independent. Consequently, SN-out-of-service faults were
auto-detected and self-healed or tolerated without affecting
the normal operation of the rest of the network. Addi-
tionally, with the aid of the threshold-based fault tolerance
algorithms that were previously proposed in [13] and [52]
and implemented in the sampling and routing software, all
readings outside the measurement range of the sensors were
classified as data outliers and dropped at either an MN-level
or a CH-level. In addition to the unmatched networks auto-
adaptability mechanisms, the proposed CA-IoT network can
also be easily scaled by simply adding a new MN to a cluster
at any suitable in-range location and trusting the MN—CH
connection in the Bluetoothctl console.

Although the CA-IoT outperformed relation solution, the
proposed technology was implemented using only 11 nodes
on a half acre piece of land. Thus, the CA-IoT technology is
cheaper and robust, however, there exist the need to scale it up
with more nodes and tasks and deploy it on-farm for at least
two year to validate its practical viability to the farmers (end-
users). This will help to uncover more risk factors that can be
addressed to enhance its commercial viability. Additionally,
a more robust multihop routing protocol will be required so
it can cover more space in future research. Once these are
addressed, the reliably sampled data can be used to automate
greenhouses and enhance precision farming economically.

Detailed observations during the field deployment and
testing of the CA-IoT are presented in the following
subsections.

A. FIELD OBSERVATIONS AND DISCUSSIONS
The proposed CA-IoT network was deployed in a vegetable
farm without an installed irrigation system in the USA and
in a watermelon farm with an installed irrigation system in
Senegal, which made it easier to control by incorporating
a normally open relay switch into the irrigation control
system. The following observations were made during the
deployment and testing phase in both Senegal and the USA:

1) The indoor deployment worked efficiently without any
challenges such as connectivity failures, packet drops,
faulty measurements, abrupt SN failure, and SN-out-
of-service when the intra-cluster distances were varied
from 1m to 12m. On the contrary, the intra-cluster
distance of the outdoor deployments that ensured more
stable connectivity without packet drops was 10m. This
was maintained only when the battery capacity was
above 70% as PTx ∝ dα , where α depends on the
pre-established ambient atmospheric conditions.

2) After a prolonged heavy downpour on a particular
night, the network participants experienced abrupt
failures due to battery exhaustion because higher power
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was demanded to sustain the intra-and inter-cluster
BLE connectivities during this high humidity period.
A similar rainstorm that lasted for 4 h during the
day resulted in average power depletion of 40%. This
implies that prolonged rainstorms could be a potential
risk factor in our network.

3) In Senegal, network participants operated well at
extreme temperatures ranging from 45◦C to 50◦C,
which melted the double-sided tapes holding the power
banks to the casings. Generally, power depletion in
outdoor environments is faster than in indoor environ-
ments, and power is usually depleted faster in Senegal
than in the USA owing to extreme climatic conditions.
Additionally, under controlled indoor environments,
we observed very gentle power depletion patterns (i.e,
it took 18 h to deplete to 70% of the battery capacity).
However, the power depleted rapidly in the outdoor
environment. Thus, it took approximately 9 h for
the power to deplete to 80% of the battery capacity
even when the network was operated in continuous
recharging mode in agricultural environments due
to extreme weather conditions (e.g., 50◦C ambient
temperature), resistance to signal transmission caused
by dust, and physical obstructions, such as crops.

4) The average battery recharging durations of MN, CH,
and BS during the active and OFF/inactive modes are
8 and 5 h, respectively. Additionally, it was evident that
the rate of battery discharge was faster than the rate of
recharge even at peak-sun-hours (PSH), which implies
that at any time the battery discharge, the entire network
must be switched OFF for recharge. Thus, the onboard
solar panels of the power banks could produce less than
50% of their rated output at PSH, and so, they could not
recharge the batteries, as estimated. This challenge was
remedied during field testing using a relatively high
rated panel.

Overall, it is evident from the results that the prevailing
weather condition is a critical performance indicator for
the proposed CA-IoT technology that needs future research
consideration. This will help determine the ideal operational
domains in terms of power and inter-SN distance require-
ments for ensuring the desired packet delivery rates and
BLE connectivity under every context. Although this study
revealed extreme humidity and dust concentrations as part
of these indicators, further research can help establish other
indicators and their thresholds. Regarding auto-adaptability
to faults and SN failures, the embedded routing software han-
dled them efficiently. Additionally, due to time and financial
constraints, only 11 SNs were developed and deployed for a
few months on the field. However, to justify the commercial
viability of the CA-IoT, the SN-count, deployment durations,
and probably, the SN task must be scaled up. Unlike the
aforementioned testbed studies [3], [5], [14], [15], [16],
[17], [37], [38], [39], [40], [41], [42], [43] that focused on
just building workable real-world Agri-IoT solutions using
classical IoT design principles and technologies without

real-world performance data sampling and data processing,
this study proposed and custom-built a robust, affordable,
context-relevant and globally significant Agri-IoT remedy
with prototypes and unique indoor and outdoor performance
results. Since the effects of all the critical design metrics
(i.e., FM, adaptability and power consumption optimization)
are manifested in SN lifespan (SN-Out-of-Service) and
data outlier, of which the later was auto-addressed by the
embedded routing protocol, the power depletion rate or
SN lifespan remained our principal real-time performance
metric. Thus, using similar hardware components, this study
in its novelty presents a reference Agri-IoT routing protocol
for the CA-IoT architecture with task-scalable prototypes and
a unique performance assessment technique.

VII. CONCLUSION
In this study, a context-relevant hardware evaluation of
an adaptive CA-IoT network for precision farming and
greenhouses that is robust, cheap, task- and size-scalable,
infrastructure-less, location-independent, and fault-tolerant
was custom-built and tested. A sample performance evalu-
ation results provide a realistic account of how to exploit
the merits of the emerging BLE communication technology
and clustering topology to attain the desired energy savings,
networkmanagement, fault tolerance, network lifespan, oper-
ational efficiency, and event data quality in CA-IoT networks.
Additionally, this network exhibits high operational simplic-
ity and flexibility for inexperienced users, which makes it
possible to scale up SNs activities and SN-count/network-
size via simple commands to provide rich set measurements
for educational and outdoor purposes. Although our context-
relevant Agri-IoT solution with custom-built prototypes has
proven to be operationally robust, affordable, fault-tolerant,
infrastructure-less, adaptive/scalable, and simple to deploy
and manage anywhere by non-experts, the initial testing
excluded the end-users (farmers) and relied on inadequate
testing nodes and duration due to time and financial
constraints, which invalidated the commercial viability of
this solution. Therefore, there exist the need to scale it up
with more nodes and tasks and perform on-farm testing for
at least two years to validate its commercial viability to the
farmers (end-users). This will help to uncover more risk
factors besides unfavorable weather conditions. Additionally,
a more robust multihop routing protocol will be required so
it can cover more space in future research. Furthermore, our
CA-IoT solution exhibited unprecedented global significance
because it performed efficiently under indoor and outdoor
environmental conditions in the USA and Senegal in West
Africa. The impact of climatic extremes, such as prolonged
rainstorms, on the performance of proposed CA-IoT network
requires further research. Furthermore, with the help of
the established theoretical foundations, this study can be
extended by adding soil nutrient sensors and cameras for
remote monitoring of farms in future scope. Sampling
and processing data on several soil factors, such as soil
temperature, soil moisture, and humidity, with the aid of our
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solution will help to forecast irrigation appropriateness and
farm resources optimization.
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