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ABSTRACT The analysis of financial reports is a crucial task for investors and regulators, especially
the mandatory annual reports (10-K) required by the SEC (Securities and Exchange Commission) that
provide crucial information about a public company in the American stock market. Although SEC suggests
a specific document format to standardize and simplify the analysis, in recent years, several companies have
introduced their own format and organization of the contents, making human-based and automatic knowledge
extraction inherently more difficult. In this research work, we investigate different Neural language models
based on Transformer networks (Bidirectional recurrence-based, Autoregressive-based, and Autoencoders-
based approaches) to automatically reconstruct an SEC-like format of the documents as a multi-class
classification task with 18 classes at the sentence level. In particular, we propose a Bidirectional fine-tuning
procedure to specialize pre-trained language models on this task. We propose and make the resulting novel
transformer model, named SEC-former, publicly available to deal with this task. We evaluate SEC-former
in three different scenarios: 1) in terms of topic detection performances; 2) in terms of document similarity
(TF-IDF Bag-of-words and Doc2Vec) achieved with respect to original and trustable financial reports since
this operation is leveraged for portfolio optimization tasks; and 3) testing themodel in a real use-case scenario
related to a public company that does not respect the SEC format but provides a human-supervised reference
to reconstruct it.

INDEX TERMS SEC filings, deep learning, transformer, document reconstruction, topic detection, stock
market.

I. INTRODUCTION
Reviewing SEC (Securities and Exchange Commission)
filings are important for investors as they provide crucial
information about a public company, such as its financial
performance, business operations, and risk factors. In this
way, investors can make informed decisions about whether to
buy, hold, or sell a company’s securities and obtain important
disclosures about a company’s financial condition and
business operations. One of the most important documents
is the annual report (10-K filing), which provides a better
understanding of a company’s financial strength, competitive
position, and growth prospects ( [1]). In light of this,
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several research works have demonstrated the importance
of automatically analyzing 10-Ks to perform knowledge
extraction, measuring the year-over-year changes between
two consecutive annual filings, or detecting the sentiment
reported in the most important sections. Published in 1998 by
the Securities and Exchange Commission, the Plain English
Handbook was the first publication providing guidelines to
help public companies create clear SEC disclosure docu-
ments. This publication and the Sarbanes–Onley Act of 2002,
which was constructed to supervise financial reporting, have
made corporate filings an increasingly reliable source of
information.

SEC suggests a document format with a specific division
of topics into 20 different items of the document to improve
readability and analysis. Nevertheless, several companies in
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the last years have introduced their own format and organi-
zation of the contents. This condition makes human-based
and automatic analysis inherently more difficult because the
documents become longer and more complex every year.
Moreover, large-scale content retrieval from SEC filings can
be tough since reports are published in different formats,
which are often unstructured or semi-semistructured. The
main contributions of this research work are the following:

• We investigate different language models based on
transformers neural networks to automatically analyze
each paragraph in an SEC annual report and reconstruct
an SEC-like format of the document as a multi-class
classification task with 18 classes.

• We propose a bidirectional fine-tuning procedure of the
pre-trained transformer models for this specific task
based on different combinations of Bi-Directional Long-
Short Term Memory Networks (Bi-LSTMs)

• We made publicly available the best model achieved,
named SEC-former.

• We also evaluate the results of SEC-former in two
different use cases: a) Document similarity detection for
portfolio optimization and b) A qualitative reconstruc-
tion of a real document that is not aligned with the SEC
standard format.

The paper is structured as follows: Section II presents a
literature review of Natural Language Processing techniques
that exploit information from SEC filings for different finan-
cial applications; Section III describes the Data Collection
process and the composition of the dataset; Section IV
introduces the operations performed on data collected from
SEC’s EDGAR platform to build different datasets; Section V
presents the methodology adopted for the Document Format
Reconstruction task; Section VI presents three different kinds
of results for the Document Format Reconstruction task; the
paper ends with a concluding evaluation of the research work.

II. RELATED WORKS
Natural Language Processing (NLP) techniques have been
widely applied in the financial domain in the last four
decades. Financial news, in particular, has been extensively
exploited to make market predictions. Social media and
corporate disclosures are also being increasingly utilized in
various applications. Reference [2], for example, produced
a multi-layer algorithm composed of different machine
learning models that exploit the semantics and sentiment
of news headlines for a FOREX market prediction task.
Reference [3] proposed a novel fine-grained approach that
captures the explicit and implicit topic-dependent sentiment
in company-specific news text. Market volatility related to
financial news has also been studied extensively by [4] with
neural networks (NNs).

More recently, annual SEC reports have attracted more
interest from both investors and researchers, especially thanks
to the research work ‘‘Lazy Prices’’ by [5], which argued
that a simple comparison of consecutive 10-Ks hides a lot
of valuable information. Indeed, L. Cohen et al. showed

that the firms’ management is often ‘‘lazy’’ and uses the
last year’s filings verbatim in constructing the current year’s
10-K while making only the necessary changes to be within
the boundaries of fiduciary responsibility. Observing these
changes yields an important and robust indication for future
firm performance. They demonstrate this assumption by
computing quintiles from the distribution of the similarity
scores from all companies’ filings, based on which they
construct equally weighted and capitalization-weighted port-
folios to prove that this phenomenon affects the entire Stock
market. Specifically, they show that buying stocks of the
‘‘non-changers’’ and short-selling the ‘‘changers’’ yields
statistically significant abnormal returns. In light of this,
breaks from previous standardized reporting can significantly
affect firms’ future stock returns. However, the Lazy prices’
methodology is based on Bag-Of-Words and TF-IDF encod-
ing of the documents, which ignore semantically similar
words and suffer from sparse-encoding representations of the
documents. According to [6], it is normal for managers to
be incentivized to minimize (maximize) the effects on their
companies’ stock prices deriving from negative (positive)
news about their firms. Reference [7] showed that the
managers provide boilerplate information and avoid giving
accurate hints about the company’s status by extending the
document length. However, the SEC prohibits anymisleading
statement or omission under Rule 10b-5 and requires
that a company’s CEO and CFO certify the accuracy of
the 10-K. This means that, even though valuable information
about the company and the industry does exist in the 10-Ks,
the management has incentives to hide it.

To deal with these issues, [8] proposes the analysis of
semantic similarity changes among consecutive annual SEC
reports by exploiting neural networks’ dense representations;
in particular, Doc2Vec ( [9]), for decision-making in portfolio
optimization. A similar method has also been applied by [10]
to detect bank distress by mining financial news. As well,
extracting information from annual reports has recently
gained more and more attention in the credit risk sector
since valuable information to estimate the probability of a
firm’s default can be extracted from 10-Ks. Reference [11]
proposed a deep learning model that combines document
embedding and Convolutional Neural Networks to pre-
dict the probability of bankruptcy by merging accounting
variables and text extracted from Item 7 (Management
Discussion) of 10-k annual reports. More recently, state-of-
the-art Transformer networks have also been used to extract
information from SEC filings. Reference [12] leverage
pre-trained transformers to extract sentiment and topic from
10-Ks to predict companies’ performance over the next
year, also providing explainable results for the downstream
performance prediction task. Despite the increasing interest
of the AI and financial research communities, all the methods
previously presented have a common limitation in real-case
scenarios related to data quality. Indeed, in recent years,
it has become particularly difficult to analyze SEC filings
automatically because of the heterogeneous structure of the
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reports adopted by several companies. In many cases, they
differ only slightly from the regular SEC filings but can
also be definitely different. Moreover, although SEC filings
are publicly available from the SEC EDGAR platform, they
are often released with different formats that complicate the
extraction of the text content and the correct segmentation of
the document into the appropriate thematic items.

III. NEURAL LANGUAGE MODELS
In this section, we revise the main features of the State-of-the-
Art Neural Language Models we exploited for our analysis
and to design the proposed model for the Document Format
Reconstruction task. All the models are pre-trained Trans-
formers networks [13] that rely on different self-attention
mechanisms to generate a contextualized embedding of the
input text. Transformer-based models usually exploit an
encoder component that learns a representation of words
along with some special tokens and a subsequent neural
network that is specialized on a specificNLP task or a decoder
in the case of Text Generation tasks.

A. BERT
BERT (Bidirectional Encoder Representations from Trans-
formers, [14]) is a pre-trained transformer-based model that
obtained state-of-the-art results in a wide variety of NLP
tasks, such as question answering (SQuAD dataset, [15]) and
natural language understanding (GLUE benchmark, [16]).
While Recurrent Neural Networks process texts as a sequence
of single words by exploiting a recurrent mechanism,
BERT exploits a self-attention mechanism based on several
attention-heads, which process the entire text independently
with a Query-Value system that identifies the relationships
among words in the text. In light of this, each word’s context
is totally observable for the model that, consequently, can
generate contextual embeddings. Moreover, BERT intro-
duces special tokens to characterize the structure of each
sentence, such as [CLS] x [SEP]. A BERT model is
characterized by: a) The number of Transformer blocks as L,
every block is a module including an encoder network with a
self-attention mechanism; b) the hidden size, denoted as H,
representing the embedding dimension of each sentence;
c) The number of self-attention heads A; d) The model size,
expressed as the total number P of parameters/weights.

BERT is pre-trained on the Wikipedia and BookCorpus
datasets ([17]) for two unsupervised tasks:

• Masked LM In this task, 15% of all input tokens
are selected at random for replacement with a special
[MASK] token. 80% are actually replaced, 10% are left
unchanged, and a randomly selected token replaces the
remaining 10%. The model has to predict the original
value of the masked words.

• Next Sentence Prediction (NSP) Many downstream
tasks, such as Question Answering, are based on
understanding the relationship between two sentences.
In this task, the model receives pairs of sentences as

input (with a [SEP] token after the first one and a
[CLS] token after the second one), and it has to predict
whether the second sentence is the subsequent sentence
in the original document.

In the section describing the experimental results,
we report results obtained by two models: BERTBASE
(L=12, H=768, A=12, P=110M) and BERTLARGE (L=24,
H=1024, A=16, P=340M), both uncased version.

B. ROBERTA
RoBERTa (Robustly Optimized BERT Approach) is a
modified version of BERT proposed by [18], which includes
(1) longer training, with more data and larger batches;
(2) removing the NSP pre-training task; (3) The ability to
process longer sequences; (4) dynamic masking over training
data.
In addition to the BookCorpus and Wikipedia datasets,

three other corpora are used to pre-train the model:
CC-News [19], OpenWebText [20], and Stories.
The most important change is dynamic instead of static

masking. Dynamic masking generates a new masking pattern
every time a sequence is fed into the model, while BERT
performs masking only once during data pre-processing
(static masking).
Moreover, the training data were duplicated 10 times so

that each sequence was masked in 10 different ways over the
training phase.
In our experimental part, we report results on this model
having the following configuration: RoBERTaBASE (L=12,
H=768, A=12, P=110M), which is cased.

C. XLNET
XLNet is a generalized auto-regressive pre-training method
proposed by ([21]) and based on the Transformer-XL ( [22]).
It is designed to overcome the limitations of BERT by using a
permutation-based training method, which allows it to better
capture the dependencies between all words in a sentence,
as opposed to the masked language modeling objective used
in BERT, which only considers dependencies within a local
context. This is achieved by training the model to predict a
randomly permuted version of the input sequence rather than
just predicting missing tokens in the original sequence.
Another key difference between XLNet and BERT is that

XLNet uses a segment-level recurrent mechanism, which
allows it to better model the dependencies between different
segments in the input sequence. This is especially useful
in tasks such as text classification, where it is important to
understand the relationships between different sentences or
paragraphs.
In terms of architecture, XLNet is similar to the Trans-

former architecture used in BERT, with a few modifications.
It uses self-attention mechanisms to calculate the representa-
tions of each word in the input sequence and feed-forward
networks to refine these representations. Overall, XLNet
has achieved state-of-the-art results on a number of NLP
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tasks, including text classification, sentiment analysis, and
question answering, due to its improved ability to capture
dependencies between all tokens in a sentence.

The idea behind XLNet is to leverage the best of both auto-
regressive (AR) language modeling and auto-encoding (AE)
while avoiding their limitations. It achieves bidirectional
contextual embedding of the input sequence by maximizing
the expected likelihood over all input sequence factorization
order permutations, as explained in the following.

AR language modeling seeks to estimate the probability
distribution of a text corpus with an auto-regressive mech-
anism that, given an input sequence x = [x1, . . . , xN ],
maximizes the likelihood of a forward product (Eq. 1) or a
backward product (Eq. 2), where pθ is achieved by training a
parametric model (e.g., a neural network).

pθ (x) =
∏T

t=1 pθ (xt |x<t ) (1)

pθ (x) =
∏1

t=T pθ (xt |x>t ) (2)

Considering the forward product, to optimize the log
probability of the text corpus distribution, the AR language
modeling optimization task can be described as in Eq. 3:

max
θ

log pθ (x) =

∑T

t=1
log pθ (xt |x<t )

=

∑T

t=1
log

exp(hθ (x1:t−1))⊺e(xt ))∑
x ′ exp(hθ (x1:t−1))⊺e(x ′))

(3)

where hθ (x1:t−1) is the context representation produced by the
neural models (considering only tokens to the left), and e(xt )
is the embedding of each word xt .
On the other hand, BERT-like models are based on

a denoising auto-encoder architecture that constructs a
corrupted version x̂ by masking words with the [MASK]
token. The AE language modeling training objective is to
reconstruct masked tokens x̄ from x̂, so:

max
θ

log pθ (x̄|x̂) ≈

∑T

t=1
mt log pθ (xt |x̂)

=

∑T

t=1
log

exp(Hθ (x̂))
⊺
t e(xt ))∑

x ′ exp(Hθ (x̂))
⊺
t e(x ′))

(4)

where mt is 1 if xt is masked, and Hθ (x̂) is a Transformer
network that maps a fixed length-T input sequence x̂ into a
sequence of T hidden vectors [Hθ (x̂)1,. . . ,Hθ (x̂)T ].

AR language modeling is limited to uni-directional con-
texts (forward o backward), while AE language modeling
shows two limitations: (1) it factorizes the joint conditional
probability pθ (x̄|x̂) based on an independence assumption
according to which all masked tokens are separately recon-
structed (which justifies the ≈ sign in Eq. 4); (2) special
tokens, as [MASK], never occur in downstream tasks,
creating a pre-train fine-tune discrepancy.

Tomerge the two approaches and overcome the limitations,
XLNet exploits the Permutation Language Modeling
(PLM) objective ([23]) that enjoys the benefits of AR models
while capturing a bidirectional context. For a sequence, x
of length T , AR factorization can be performed in T !

different orders. So, if model parameters are shared across all

factorization orders, the model will learn information from all
positions in both directions.

Let us call ZT the set of all possible permutations of
length-T index sequence, zt the t th element and z<t the first
t−1 elements of z ∈ ZT . The PLMobjective can be expressed
as:

max
θ

Ez∼ZT

[
T∑
t=1

log pθ (xzt |xz<t )

]
(5)

This objective formulation only permutes the factorization
order, not the sequence order. However, this objective
formulation causes slow convergence. For this reason, XLNet
limits the prediction task only to the last tokens in the
factorization order (partial prediction). We address the reader
to [23], and [21] for more details.

As for pre-training data, XLNet uses BookCorpus and
Wikipedia, along with the following datasets: Giga5,
ClueWeb, and CommonCrawl.

In Section VI, we report results obtained using the follow-
ing model: XLNetLARGE (L=24, H=1024, A=16, P=340M).

IV. DATA
This section introduces the data we collected from the
EDGAR SEC platform and the operations performed to
build different datasets. In particular, we collected 10-K
annual reports released between 2011 and 2022 of 6k
public companies traded in the American stock market
(New York Stock Exchange and Nasdaq). According to SEC
recommendations, a 10-K document should be arranged in
four parts and 20 thematic items (see Table 1). Each item
contains an arbitrary number of paragraphs along with tables

TABLE 1. Structure suggested by SEC for the annual report (10-K).
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and graphs. All the images and tables are deleted by filtering
the HTML content of the document.

A. DATASET FOR 10-K FORMAT RECONSTRUCTION
We implemented the 10-K format reconstruction task as
a multi-class classification task over the paragraphs of a
document. The goal is to classify each paragraph as part
of one of the possible 18 items (Item 1b and Item 14 have
not been considered because they are often not filled in by
the companies in their reports). An example of the task is
presented in Figure (1). We collected all the reports from
American companies published between 2011 and 2022.
We built the dataset considering only those documents where
it was possible to identify each thematic item separately.
This identification is necessary to label each text content to
the respective thematic item according to the SEC structure
(Table 1). Data labeling is performed by leveraging Regex
rules on specific keywords or by analyzing the Table of
Contents (when available). This filtering is performed over
the text content after the HTML tags have been removed.
Indeed, identifying each item in a 10-K document is not
trivial due to the totally unstructured format of the original
documents. Three different parsers have been developed to
recover the document’s division into items depending on the
document structure. We have exploited the following three
information sources for parsing the text:

1) The presence of a table of contents with hyperlinks in
the document.

2) The search of specific keywords for each item along
with a table of contents available without hyperlinks.

3) Shallow identification, by only considering the pres-
ence of consecutive keywords in the document for each
item and looking for the presumed subsequent item.

There is no comprehensive solution that can parse each
document because of the custom document structure adopted
by each company. For this reason, we considered only
those documents eligible for inclusion in the dataset for
which it was possible to retrieve all the items with little
‘‘noise’’ (surrounding unrelated information before or after
each item). However, since some items are systematically
missing because they were added as attachments in other
reports, and considering the high imbalance of the data set
(Figure (2)), we removed all paragraphs related to Item 1B
and Item 14.

The final dataset is composed of 43608 documents,
each corresponding to a complete 10-K with all its items.
By extracting paragraphs according to the HTML structure of
the document or considering groups of sentences separated
by ‘‘newline’’ characters, we collected a highly imbalanced
dataset composed of ∼9.54M paragraphs (see Figure (2) for
item distribution). Each paragraph has from 168 to 223words,
with a mean of about 200 words per paragraph. Figure (3)
shows the distribution of the paragraphs over the years, and
it is in line with the trend analyzed by [7]: over the years, the
documents’ length has been increasing, with longer and more
numerous paragraphs.

FIGURE 1. Paragraph classification based on contextual information.

FIGURE 2. Items distribution of raw paragraphs.

FIGURE 3. Yearly distribution of raw paragraphs.

B. DATASET COMPOSITION
In order to fine-tune, train, validate, and test the Machine
Learning and Deep Learning models considered in our
research, we divided the dataset according to several policies
related to the following issues:

• Mutual exclusion of companies: Although the dataset
covers a period of eleven years, the data splitting should
avoid dependencies among the training, validation,
and test sets caused by a strong overlapping of the
companies analyzed in each year. Considering the result
presented by [5] about the strong similarities between
consecutive 10-Ks (copy&paste issue), we must avoid
including instances (documents) of the same company
from different years at the same time in the training,
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validation, and test sets. To meet this requirement, data
splitting is firstly done based on firms instead of time or
number of paragraphs.

• Temporal distribution of paragraphs: According to
the yearly distribution of paragraphs, it is clear that doc-
uments coming from different companies and different
years have a different average length, and therefore a
data splitting considering only the time variable could
lead to a different distribution of the 10-Ks’ items in the
training, test, and validation sets.

According to the above considerations, we used paragraphs
from documents between 2011 and 2021 for training,
validation, and testing. Furthermore, we built a second
separate test set including only paragraphs from documents
published in 2022 to finally analyze a separate context able to
simulate a real-case scenario for our tasks. No firm is present
in more than one dataset. Since all the datasets suffer from
a heavy imbalance condition among the items (samples for
each predictable class), we have also performed a random
under-sampling to create balanced training, validation, and
test sets for further evaluation. In light of this, the final
composition of the dataset is the following:

• Training set: 13,500 paragraphs per item (for a total of
243,000 paragraphs), related to 3,709 companies.

• Imbalanced Validation set: 77,043 paragraphs (related
to 531 companies), distributed as in Figure (4).

• Balanced validation set: after under-sampling, it con-
tains 1,234 paragraphs per item.

• Imbalanced test set: 151,880 paragraphs, related
to 1,060 companies, whose distribution is shown
in Figure (4).

• Balanced test set: after under-sampling, it contains
2,771 paragraphs per item.

• Test set (2022): 765,315 paragraphs from 2022, dis-
tributed as in Figure (5).

FIGURE 4. Paragraph distribution for imbalanced validation and test set.

C. DATA PRE-PROCESSING
In our experiments, we have investigated and compared
several classes of models for the Document Format Recon-
struction task. We investigated different transformer-based
solutions by proposing different fine-tuning techniques.

FIGURE 5. Paragraphs distribution for the year 2022.

FIGURE 6. Item distribution for years 2011-2021.

We compared the results with two baseline models, XGBoost
and a Bidirectional LSTM to prove the benefits introduced
by our proposed solutions. In light of this, it was necessary
to build different pre-processing pipelines to perform our
experiments, depending on the class of models considered.
Indeed, transformer-basedmodels require few pre-processing
steps (e.g., data cleaning) since the models are pre-trained
over large text corpora; thus, the transformers already provide
an initial word embedding for most words ([24]). On the
other hand, baseline ML models like XGBoost and LSTM
benefit from the typical NLP pre-processing pipelines to
reduce the number of features, such as Stemming and Stop-
word Removal. In light of this, to enhance the repeatability of
our experiments, we present the pre-processing tasks divided
into two sets:

• Transformer-oriented tasks: Operations limited to the
data tokenization tasks required by each pre-trained
model. In particular, we used the BertTokenizer,1 the
RobertaTokenizer,2 and the XLNetTokenizer3 with the
same sentence padding for each model, considering the
maximum length equal to 200 and truncating longer
paragraphs.

• BiLSTM & XGBoost-oriented tasks: documents are
encoded according to the TF-Idf (Term Frequency

1Refer to official Huggingface’s BertTokenizer documentation.
2Refer to official Huggingface’s RobertaTokenizer documentation.
3Refer to official Huggingface’s XLNetTokenizer documentation.
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Inverse Document Frequency) statistic and using the
Snowball stemmer.

1) BILSTM & XGBOOST-ORIENTED PRE-PROCESSING TASKS
We removed punctuation, stop-words, and any non-English
words to let the model focus on the most relevant words.
Finally, we applied the Snowball stemmer. To encode
paragraphs for XGBoost, we exploited the Tf-Idf statistic to
reflect each word’s relevance, considering the paragraph to
which it belongs and the entire collection of 10-Ks as shown
in equations (6) and (7).

tf(t, d) =
ft,d∑
t ′∈d ft ′,d

,

idf(t,D) = log
ft,d

|{d ∈ D : t ∈ d}|
(6)

tf · idf(t, d,D) = tf(t, d) · idf(t,D). (7)

where ft,d is the number of occurrences of word t in paragraph
d,

∑
t ′∈d ft ′,d is the number of words in paragraph d and

|{d ∈ D : t ∈ d}| is the number of paragraphs which contain
word d at least once. Moreover, considering the amount of
memory required to manage the vocabulary accumulated
through all the documents and in order to speed up the
models’ training, we selected an occurrence threshold equal
to 7. This way, we built a vocabulary of size 11,952, i.e., each
paragraph will be represented as a vector of size 11,952.

Instead, for the Bi-LSTM, we opted for Keras tokenizer
considering a 20, 000-word vocabulary, which returns an
initial word embedding for each token.

V. METHODOLOGY
This section presents the methodology we followed to
investigate the Document Format Reconstruction task.
We describe the metrics we considered to design the models
and to evaluate them on the final test sets. We describe
the fine-tuning mechanisms we propose to specialize the
transformer architectures for this task. Finally, we also
present the two baselinemodels based onXGBoost ([25]) and
Bidirectional LSTM (BiLSTM- [26]) to prove the benefits of
our solutions.

A. EVALUATION METRICS
Since the Document Format Reconstruction task involves a
multi-class classification taskwith an imbalanced distribution
over the 18 selected classes, our overall evaluation is based on
different evaluation metrics. For the balanced validation and
test sets, we refer to the Accuracy, defined as the ratio of
correctly predicted samples over the total ones.

For the imbalanced validation and test sets, we computed
the Precision, the Recall, and the F1-Score, defined as the
harmonic mean of Precision and Recall. We also considered
the Area Under the Curve (AUC), which measures the ability
of a classifier to distinguish between classes and is used as
a summary of the Receiver Operating Characteristic (ROC)
Curve. The ROC curve is created by plotting the true positive

rate (TPR) against the false positive rate (FPR) at various
threshold settings.

B. BASELINE MODELS
The first baseline model we considered is the Extreme
Gradient Boosting (XGBoost) algorithm. It is an ensemble
learning mechanism that leverages decision trees trained
sequentially on the residuals (errors) of the previous model.
This model has been selected because of the performance
shown in several applications and since it is considered
a valid alternative to Deep Learning solutions, especially
for financial-oriented tasks (see [27], [28], [29]). For
a fair comparison, we optimized the XGBoost model
with a grid-search procedure leveraging the validation set.
In particular, the best performance was achieved with
the following setting: 500 estimators, learning-rate=1e−6,
max-depth=11, min-child-weight=5, reg-lambda=1.0, reg-
alpha=1e−4, gamma=0.1. The XGBoost architecture is
shown in Figure 7.
As the second baseline model, we considered the Bidi-

rectional Long Short-Term Memory Network (Bi-LSTM)
since it can process a text input both from left to right and
from right to left while optimizing the embedding of each
sentence during training. The Bi-LSTM works as an encoder
network to learn the context embedding of each sentence and
requires an additional stack of feed-forward layers (DNN) to
specialize the embedding for the classification task needed
for the Document Format Reconstruction task. The final
structure of this network has been defined after a grid-search
optimization that involved 50 different combinations of the
Bi-LSTM and the DNN layers evaluated over the validation
set. In particular, we considered different design choices,
such as leveraging only one Bi-LSTM or a stack of two
Bi-LSTMs. The final architecture includes a) two stacked
BiLSTMs with 96 units each and a dropout layer after
each LSTM unit; b) a feed-forward network with two layers
with 64 and 32 hidden neurons, respectively. As for the
hyper-parameters, the best results have been achieved with
batch size=64, learning-rate=6e−3. The network has been
trained by applying the Early-Stopping technique to avoid

FIGURE 7. Baseline models: XGBoost architecture.
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TABLE 2. Results on the balanced and imbalanced validation sets.

FIGURE 8. Baseline models: BiLSTM + DNN architecture.

overfitting and by leveraging the Categorical Cross-Entropy
loss function. The architecture is shown in Figure 8.
Table 2 shows the results achieved with the best models

over both the balanced and the imbalanced validation sets.

C. TRANSFORMERS’ FINE-TUNING
For the Document Format Reconstruction task, we consid-
ered the transformer networks introduced in Section III.
Since all these networks are available as models pre-trained
over different tasks and data sets, we propose a fine-tuning
procedure for our specific task based on our data set.
According to the number of attention-heads, each model can
be defined as ‘‘base’’ or ‘‘large’’. Increasing the number of
attention heads usually leads to better performance, although
with a higher computational cost due to a proportional
growth of the weights in the network. The main benefit of
relying on pre-trained models is the possibility to exploit the
capability acquired by each model to represent most of the
words in different domains according to a common context,
therefore not limited to the typical financial jargon. Aiming
to investigate this last point in particular, we considered
BERT, RoBERTa, and XLNet models in both their ‘‘base’’
and ‘‘large’’ models, which are pre-trained without any
specific exposure to the financial jargon. On the other hand,
to evaluate the benefits of the exposure to the financial terms,
we considered FinBERT ([30]), which is a BERT-base model

that has been fine-tuned for sentiment analysis of financial
documents on the following financial data sets:

• The Financial PhraseBank, sentences selected ran-
domly from financial news found on the LexisNexis
database, then annotated by 16 people with backgrounds
in finance and business. The annotators were asked
to assign labels according to the extent to which they
thought the information in the sentence might affect the
mentioned company’s stock price.

• A subset of the TRC2 Reuters news dataset that
includes only financial news.

For each pre-trained model, we removed the last
task-specific layers and fine-tuned the model for the
Document Format Reconstruction task by mainly evaluating
two architectural strategies:

1) DNN fine-tuning: fine-tuning using a Deep Feed-
Forward network that is directly fed with all the token
embeddings (including the [CLS] token) produced by
the transformer network (Figure 9).

2) BiLSTM+DNN fine-tuning: fine-tuning using a BiL-
STM that processes the Transformer’s output embed-
ding as a sequence both from left to right and from right
to left, subsequently followed by a Deep Feed-Forward
network (Figure 8).

Finally, each model leverages a Softmax layer to gen-
erate the final prediction among the 18 possible classes.
In this way, we could investigate the effects of exposure
to financial-related data sets during training, but also the
contributions of different Neural Language models such as
Autoencoding with different masking approaches (BERT,
RoBERTa, and FinBERT), the generalized AutoRegressive
(XLNet), and, finally, the Bidirectional Recurrence as a single
method (baseline) and in combination with AE and AR
language models.

D. FINE-TUNING NETWORKS OPTIMIZATION
Since the models under consideration present a wide
heterogeneity in terms of specific hyper-parameters and we
aim at a fair comparison among the strategies and language
models, we decided to optimize separately each model for
each strategy on the validation set. Due to the higher time
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FIGURE 9. Transformer networks with DNN architecture.

FIGURE 10. Transformer networks with BiLSTM and DNN architecture.

complexity of ‘‘large’’ models and the size of the training and
validation sets, there were slight differences in the way we
optimized ‘‘base’’ and ‘‘large’’ models.

• For the ‘‘base’’ models, we evaluated 50 different
combinations of hyper-parameters when fine-tuned with
the DNN architecture

• For ‘‘large’’ models, we evaluated 12 different combi-
nations of hyper-parameters when fine-tuned with the
DNN architecture

• For the BiLSTM+DNN models, we evaluated 35 differ-
ent combinations for each model

Overall, we evaluated 315 models over the same validation
sets (balanced and imbalanced). The comparison among
all the models is presented in Table 2. In this prelimi-
nary analysis, using the validation set, the XLNet-Large
(Bi-LSTM+DNN) outperforms all the models for every
metric on both the balanced and imbalanced sets.

On the other hand, the two fine-tuning strategies we
evaluated achieve very similar performance for AE language
models, especially when pre-trained with the NSP task
(BERT and FinBERT), but make a significant difference for
AR language models where the introduction of bi-directional
fine-tuning permits to achieve the best performance and
considerably better performance, according to all the metrics,
when compared with the same model fine-tuned with the
DNN strategy. At the end of this grid-search step, we selected
the XLNet-Large+BiLSTM+DNN as the final model for

the Document Format Reconstruction task. We named this
pre-trained transformer model SEC-former and made it
publicly available.4 The optimal parameters of the model are
reported in Table 3.

VI. RESULTS
This section presents the results achievedwith our finalmodel
(SEC-former) for the Document Format Reconstruction task.
In particular, we present three groups of results:

1) Results of the experiments performed to assess the
capability of the SEC-former of reconstructing 10-K
filings in different conditions according to the three test
sets presented in Section IV-B.

2) We investigate if SEC-former preserves the document
similarity that plays a fundamental role in Portfolio
Optimization tasks (See [1], [5]).

3) We provide the qualitative results achieved on a
practical use-case where we reconstruct the SEC-like
format of the 2022 10-K of an American multinational
technology company (Intel Corporation) that was
not included in the dataset because of its custom
organization of the document.

A. RESULTS ON THE TEST SETS
Using the balanced and imbalanced test sets with documents
from 2011 until 2021, we evaluated the ability of the model
to generalize on documents from companies that have not
been considered when building the training and validation
sets (the ‘‘Mutual exclusion of companies’’ setting described
in Section IV-B). We used the randomly balanced test set
to measure the accuracy over the 18 possible classes and
the imbalanced test set to measure the performance with the
actual statistical distribution of items.

Furthermore, we investigated the results achieved by
SEC-former while reconstructing the format of 765,315
paragraphs from the 2022 financial reports, which had not
been used in any design step, providing a real-scenario setting
for the evaluation (2022 Test set presented in Section IV-B)
without any filtering over the companies, thus allowing the
‘‘Copy&Paste’’ effect highlighted by [5]. Figure 11 shows the
results achieved by SEC-former on the three test sets.

According to the results presented in Table 4, SEC-
former exhibits similar performance on the imbalanced test
set with the mutual exclusion of companies and on the
2022 test set. This last consideration proves that the model
achieved item recognition capabilities that are independent
of the ‘‘Copy&Paste’’ effect, which minimally affects the
performance, only slightly higher on the 2022 test set
for all metrics. Table 5 shows the confusion matrix of
SEC-Former over the balanced test set. Considering that
the test set contains 2771 samples per item, one can
observe that most items are most often correctly recognized,
especially those belonging to Item 1 - Item 3 and to the
last ones (Item 10 - Item 15). The most critical items

4https://github.com/sowide/SEC-former
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TABLE 3. Parameters and architecture of SEC-former.

FIGURE 11. Results achieved by the final model on the three test sets (the balanced test set (2011-2021), the
imbalanced test set(2011-2021), and the 2022 test set).

TABLE 4. Results of the best model on test sets.

are Item 4 (Mine Safety Disclosure) and
Item 9 (Changes in and Disagreements With
Accountants), which are the least represented in the
dataset because their content is often very short or absent
(See Figure 6). The accuracy on the balanced test set over
the 18 classes is equal to 0.789.

B. DOCUMENT SIMILARITY
Measuring document similarity among consecutive 10-K
reports is crucial for investors due to the relationships
identified by [5] among changes in the document and
abnormal future returns. In light of this, the Document Format
Reconstruction task plays a key role in enabling the analysis
and measure of similarity at the items level.

For this reason, it is not sufficient to measure the
performance of SEC-former only in terms of the number
of single paragraphs correctly classified. It is primarily
important that the resulting overall item obtained by applying
SEC-former offers the chance of measuring a trustworthy
document similarity, despite possible errors introduced by

the classifier. To achieve such a goal, we considered all
paragraphs in the 2022 Test set, focusing on the longest and
over-represented in the dataset Item 1A and Item 7 to measure
the document similarity between the original clean item and
the version reconstructed by SEC-former. Indeed, being the
most frequently represented ones, these two items largely
affect the overall Document similarity.

1) For each filing in 2022, we labeled each paragraph of
the two items according to the parser introduced in
Section IV-C

2) We reconstructed the same items with SEC-former
3) We computed the document similarity between the real

and the reconstructed one with the same methodology
used to analyze the document similarity in Lazy
Prices (Tf-Idf encoding) and the Cosine-similarity with
Doc2Vec embeddings ([8]).

4) Finally, we repeated the analysis on the entire original
document and the reconstructed one.

The results of this experiment are shown in
Figures 12a and 12b. As one can see, despite some possibly
misclassified paragraphs that are therefore missing, the
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TABLE 5. Confusion matrix of SEC-Former over the balanced test set.

FIGURE 12. Document similarity results with Tf-Idf embeddings (a) and Doc2Vec embeddings (b).

reconstructed items and documents are very similar to
the original ones. The analysis with the Bag-Of-Words
model with Tf-Idf proves that the overlap in terms of
words is almost total, with an average similarity equal
to 0.97. The analysis with Doc2Vec embeddings shows
that the original and the reconstructed documents are also
semantically similar without considering the paragraphs’ or
words’ order, with an average similarity equal to 0.93. In light
of this, we can conclude that the documents reconstructed
by the SEC-former can be effectively used for downstream
tasks based on document similarities, such as Portfolio
Optimization and others.

C. PRACTICAL USE-CASE
Regardless of the quantitative results achieved, it is interest-
ing to verify how SEC-former works on a practical use case in
whichwe ask SEC-former to reconstruct a complex document
that exhibits a very different structure from the one suggested
by SEC.

We selected Intel Corporation, an American multina-
tional corporation and technology company headquartered
in California. We chose this company because, starting in
2021, Intel adopted a new structure for its filings,5 which
differs from the one SEC recommends, although the company
makes a cross-reference index available to show readers the

5Intel filings are available on the SEC website, at the following link

TABLE 6. Cross-reference index provided by Intel in its 2021 filing.

possible correspondence with the SEC-like structure reported
in Table 6.

This task yielded some very interesting results. SEC-
former did not find any paragraph belonging to Item 10,
Item 11, Item 12, Item 13, Item 14, which is correct
because, as explained in the cross-reference index provided
by Intel, these items are incorporated by reference in another
document (2022 Proxy Statement). Also, no paragraphs
belonging to Item 15 were detected, which is also correct
because this item is composed of images and tables, which
have been removed from the document during the parsing
stage. We reported some extracts of the reconstructed items
in Table 7, to show that each item’s content conforms SEC
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TABLE 7. Extracts of certain items reconstructed from the Intel 2022 10-K
by SEC-former model.

recommendations in terms of topic, as shown in Table (1).
These qualitative results of the reconstructed 10-K filing
confirm that the SEC-former is able to learn contextual
information from paragraphs.

VII. CONCLUSION
We investigated Recurrence-based, Autoregressive, and
Autoencoding-based language models to perform the Doc-
ument Format Reconstruction task over the 10-K SEC
filings, also proposing a bidirectional fine-tuning procedure
that exhibits better performance with respect to Feed-
forward approaches. Finally, we made the pre-trained model
resulting from our research publicly available to the scientific
community for further analysis.

Future developments are related to the possible improve-
ments of the SEC-former that can be achieved by introducing
logic constraints on the order of the paragraphs when
performing the reconstruction. We also plan to investigate
the behavior of this model in a zero and few-shoot learning
setting when applied to other financial reports, such as
Quarterly reports (10-Q) and Earning calls.
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