
Received 29 December 2023, accepted 16 February 2024, date of publication 26 February 2024, date of current version 4 March 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3369918

Text Data Augmentation Techniques for Word
Embeddings in Fake News Classification
JOZEF KAPUSTA 1,2, DÁVID DRŽÍK 1, KIRSTEN ŠTEFLOVIČ 1, AND KITTI SZABÓ NAGY 1
1Faculty of Natural Sciences and Informatics, Constantine the Philosopher University in Nitra, 949 01 Nitra, Slovakia
2Institute of Security and Computer Science, University of the National Education Commission, 30-084 Kraków, Poland

Corresponding author: Jozef Kapusta (jkapusta@ukf.sk)

This work was supported in part by the Scientific Grant Agency of the Ministry of Education of Slovak Republic and Slovak Academy
of Sciences under Contract VEGA-1/0734/24, and in part by the European Commission ERASMUS+ Program 2021 under
Grant 2021-1-SK01-KA220-HED-000032095.

ABSTRACT Contemporary language models heavily rely on large corpora for their training. The larger the
corpus, the better a model can capture various semantic relationships. The issue at hand appears to be the
limited scope of the corpora used. One potential solution to this problem is the application of data augmenta-
tion techniques to expand the existing corpus. Data augmentation encompasses several techniques for corpus
augmentation. In this article, we delve deeper into the analysis of three techniques: Synonym Replacement,
Back Translation, and Reduction of Function Words. Utilizing these three techniques, we prepared diverse
versions of the corpus employed for training Word2Vec Skip-gram models. These techniques were validated
through extrinsic evaluation, wherein Word2Vec Skip-gram models were used to generate word vectors for
classifying fake news articles. Performance measures of the generated classifiers were analyzed. The study
highlights significant statistical differences in classifier outcomes between augmented and original corpora.
Specifically, Back Translation significantly enhances accuracy, notably with Support Vector and Bernoulli
Naive Bayes models. Conversely, the Reduction of Function Words (FWD) improves Logistic Regression,
while the original corpus excels in Random Forest classification. The article also includes an intrinsic eval-
uation involving lexical semantic relations between word pairs. The intrinsic evaluation highlights nuanced
differences in semantic relations across augmented corpora. Notably, the Back Translation (BT) corpus better
aligns with established lexical resources, showcasing promising improvements in understanding specific
semantic relationships.

INDEX TERMS Back translation, function word deletion, synonym replacement, text data augmentation,
Word2Vec, word embeddings.

I. INTRODUCTION
Data Augmentation (DA) can be defined as any technique
for increasing the diversity of training examples with-
out explicitly collecting new data [1]. The goal of data
augmentation is to enhance the performance and robust-
ness of machine learning models by exposing them to a
wider range of variations and situations. Data augmentation
has been successfully applied in various domains such as
computer vision, natural language processing, and speech
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recognition. Moreover, data augmentation can also help
mitigate overfitting by introducing more variation into the
training data and preventing the model from memorizing
the training examples. Despite unquestionable success in
computer vision tasks, NLP research has not yet benefited
as largely from DA systems [2]. There are a few popular
techniques for text data augmentation: Back Translation, Syn-
onym replacement, Paraphrasing, Random Insertion, Ran-
dom Swap, RandomDeletion, etc. Of course, there are a large
number of data augmentation techniques, a clear summary
of them can be found in papers [1], [2]. The use of text
vectorization techniques is nowadays a necessity for many
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classification tasks in the field of natural language process-
ing. Word embedding models like Word2Vec, Doc2Vec, and
Glove, which continue to be widely used, rely on the semantic
similarity among words.

From a pragmatic standpoint, word vectors find utility
across various applications. This article, however, will center
its attention on classification tasks. The objective of this
article is to determine the extent to which data augmenta-
tion techniques enhance performancemetrics in classification
tasks. Within this article, we will scrutinize a subset of com-
monly employed data augmentation techniques to ascertain
which among them yields the greatest assistance in classifi-
cation tasks. The following techniques have been chosen from
the pool of available options:

• Synonym replacement (SR) is a technique in which
we replace a word by one of its synonyms. We use
WordNet, a large linguistic database, to identify relevant
synonyms.

• Back translation (BT) is a simple and effective data
augmentation technique for textual data. It involves the
translation of the original text into another language
and subsequently translating it back into the source
language. This process typically results in minor vari-
ations from the original text while retaining essential
information.

• Reduction of function words (FWD) is similar to
the Random Deletion technique. This technique ran-
domly removes words from the sentence, following
some probability parameter. In our scenario, the prob-
ability parameter was restricted to two values, one for
function words and the other for content (non-function)
words.

• Original serves as our reference, representing the
unaltered corpus without the application of any data
augmentation technique. We compared these tech-
niques against the Original as our baseline for
evaluation [1], [2].

The application of the mentioned techniques in addressing
classification tasks is demanding in terms of both time and
computational resources. Hence, their application is subject
to debate. In our article, we aim to find an answer to the ques-
tion of whether the application of these techniques impacts
the enhancement of performance metrics in classification
models. Apart from this inquiry, we also seek to identify
which of these techniques has the most significant influence
on the outcomes of classification models.

The contribution of our article lies in determining the sig-
nificance of these techniques for classification tasks. Estab-
lishing their importance will assist us and other researchers
in choosing which techniques to incorporate into the prepro-
cessing phase for resolving future classification tasks.

We apply the mentioned techniques in the preparation of
the corpus. Using the thus prepared corpus, the Word2Vec
Skip-grammodel will be trained, which will be used for word
embeddings for the classification task. Fake news classifica-
tion for theWELFake dataset was chosen as the classification

task. Subsequently, we will evaluate the performance mea-
sures of the classification itself. I.e. we will not evaluate Data
Augmentation techniques directly, but we will use them to
solve the classification task and evaluate the success of the
classification.

For the purpose of comparing the effectiveness of corpus
preparation techniques, in the case of large language models,
several approaches are available. Nazir et al. [3] assess the
performance using the word similarity datasetsWordSim-353
[4] and SimLex-999 [5], which contain computed similarities
of selected word pairs. The computation of word similarities
is often presented in educational examples focused on word
vectors.

We will proceed according to the following methodology
(figure 1):

1. Preprocessing of the corpus for training
2. Creation of a corpus (as a reference corpus) without

the application of text data augmentation techniques
(Original)

3. Preparation of augmentation corpuses using data aug-
mentation techniques:

• SR corpus – corpus prepared using the Synonym
Replacement technique

• FWDcorpus - corpus prepared by FunctionWords
Deletion

• BT corpus – corpus prepared by Back Translation

4. From the four corpora created, 4 Word2Vec Skip-gram
models were trained

5. Preprocessing of the dataset for the classification task
6. Creation of 4 input vectors to classifiers using

4 Word2Vec Skip-gram models
7. Creation of classification models using the following

classification methods:

• Random Forest Classifier
• Logistic Regression
• BernoulliNB
• SVC Classifier

8. Obtaining model results according to k-fold cross
validation

9. Identification and comparison of the performance of
the created models

The article follows the following structure. In the second
section (Related work), we provide a concise summary of
existing research in the field of text data augmentation and
other techniques related to word embedding models. In the
third section (Materials and methods), we provide a detailed
description of the data files used and their preprocessing,
the application of synonym replacement techniques, back
translation, and the deletion of functional words to create
corpora. Furthermore, we describe the creation of vectors
from these corpora and the classification of fake news based
on these vectors. In the fourth section (Results), we present
and analyze the achieved results through both internal
and external evaluation. In the fifth section (Discussion),
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FIGURE 1. Methodology steps.

we evaluate our results and compare them with the findings
of other authors.

This article provides a critical overview of the impact
of text data augmentation techniques such as Synonym
Replacement, Back Translation, and Reduction of Function
Words on Word Embeddings outcomes in classifying fake
news. The novelty of this research lies in the comprehen-
sive examination of how these techniques notably enhance
classification results. In addition to extrinsic evaluation,
which analyzes these techniques’ influence on classifier out-
comes, the article delves into nuanced semantic differences
among augmented corpora through intrinsic evaluation. This
research contributes to identifying novel advancements in
data augmentation techniques concerning the classification
of fake news, emphasizing their significant influence on the
performance of multiple classification models.

II. RELATED WORK
Text augmentation techniques have gained significant atten-
tion in recent years to improve the performance of text-based
classification tasks. This section discusses relevant studies
in the field of text augmentation, specifically focusing on
the use of text augmentation techniques such as synonym
augmentation, backtranslation and other text augmentation
techniques in conjunction with the word embedding models.

Wei and Zou [6] introduced EDA, a set of text aug-
mentation techniques including synonym replacement, ran-
dom insertion, random swap, and random deletion. EDA
improves text classification performance, especially on
smaller datasets, demonstrating its effectiveness with convo-
lutional and recurrent neural networks.

Synonym augmentation is a text data augmentation tech-
nique in natural language processing that replaces words in a
text with their synonyms while maintaining the text’s overall
meaning. Commonly, it utilizes the WordNet thesaurus [7]

to obtain synonyms and antonyms for words in the text,
enhancing the diversity of data for machine learning models.

Marivate et al. [8] focused on evaluating the impact of
various text augmentation techniques using diverse datasets,
including social media and formal news articles to offer guid-
ance to practitioners and researchers in classification tasks.
The research highlights the effectiveness of Word2Vec-based
augmentation as a practical choice, particularly when formal
synonym models like WordNet are limited. Additionally,
incorporating mix-up augmentation improves performance
and mitigates overfitting in deep learning models. However,
the study notes the cost challenges associated with round-
trip translation, limiting its accessibility for both standard and
resource-constrained scenarios.

Another research paper [9] introduces a novel data aug-
mentation for labelled sentences called contextual augmen-
tation. Their approach leverages the invariance of sentences
to word replacements with paradigmatic relations, stochas-
tically replacing words based on predictions from a bidirec-
tional language model.

A novel approach, SynoExtractor [10], was presented for
synonym extraction, crucial for natural language process-
ing systems. Unlike traditional methods relying solely on
word embeddings, their SynoExtractor pipeline addresses
this challenge by filtering similar word embeddings based
on linguistic rules to specifically identify synonyms. Experi-
mentation with KSUCCA and Gigaword embeddings, along
with training using CBOW and SG models, demonstrates
significant precision enhancement over cosine similarity
alone. Evaluation against Alma’any Arabic synonym the-
sauri shows a 0.605 mean average precision (MAP) for the
King Saud University Corpus of Classical Arabic, marking
a 21% improvement over the baseline, and a 0.748 MAP
for the Gigaword corpus, indicating a 25% improvement.
Outperforming the Sketch Engine thesaurus by 32% in terms
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of MAP, SynoExtractor offers promising results for synonym
extraction across languages.

As we delve into the related work, we will not only explore
text augmentation techniques but also examine the intersec-
tion of these techniques with the critical task of fake news
identification, where enhancing the quality and quantity of
textual data plays a pivotal role in improving detection and
classification accuracy.

Salah et al. [11] explored text augmentation for stance
and fake news detection [12], assessing its impact on var-
ious classification algorithms. Their experimental analysis
quantified the augmentation’s actual contribution, pinpoint-
ing optimal (classifier, augmentation technique) pairs. They
also introduced a novel ensemble approach combining bag-
ging and stacking, utilizing text augmentation to enhance
base classifiers’ diversity and performance. Evaluation on
real-world datasets demonstrated the approach’s superior
accuracy compared to state-of-the-art methods. Moreover,
their investigation revealed that text augmentation effectively
mitigates class imbalance issues, even under severe con-
ditions, significantly improving predictive performance for
minority classes.

Bucos et al. [13] investigated the utilization of a Romanian
data source, different classifiers, and text data augmentation
techniques for the implementation of a fake news detection
system. The focus of the study centers on the application
of text data augmentation, specifically Back-translation and
Easy Data Augmentation (EDA), to enhance the efficiency of
fake news detection tasks. The findings reveal that both BT
and EDA techniques effectively improved classifier perfor-
mance.

Keya et al. [14] introduced a novel approach that employs
the exploration of fake news detection techniques, addressing
challenges posed by biased datasets and the labor-intensive
nature of manual labeling. In response, this study presents
a text augmentation technique utilizing the Bidirectional
Encoder Representation of Transformers (BERT) language
model to create a synthetic fake data-enriched dataset.
The resulting AugFake-BERT model outperforms twelve
state-of-the-art models, achieving an accuracy of 92.45%.
Performance metrics such as accuracy, precision, recall, and
f1-score underscore the impact of a balanced dataset on
classification efficacy, contributing valuable insights to the
evolving field of fake news detection methodologies.

Haralabopoulos et al. [15] introduced a novel text aug-
mentation techniques those improve classification while
preserving crucial corpus statistics like term frequency and
class distribution. Their approach includes negation-based
augmentations, such as antonym replacement and negation
insertion, which require mutually exclusive classes. Through
comprehensive evaluations across diverse datasets, their per-
mutation augmentation technique demonstrated a substantial
4.1% increase in classification accuracy over the baseline and
a 0.2 % improvement compared to the best-performing prior
augmentation technique. Additionally, their antonym and

negation augmentations consistently delivered enhancements
of at least 0.35 % compared to permutation augmentation,
highlighting the effectiveness of their novel techniques.

Dahou et al. [16] were dedicated to the detection of fake
news posts in the Arabic language. They used the Multi-Task
Learning (MTL) technique and a model based on the trans-
former architecture, augmented with a modified Nutcracker
Optimization Algorithm, to extract contextual features from
Arabic social media posts. Through extensive evaluation of
various datasets of Arabic social media posts, they achieve an
accuracy rate of 87% for binary and 69% for multiple classifi-
cation. The authors claim that their methods also outperforms
all compared algorithms and serve as a robust tool in the fight
against the spread of misinformation.

In their work, Hua et al. [17] essentially developed a
new framework that integrates textual and visual features for
detecting fake news. Their approach involves using the BERT
language model (based on transformer architecture) for text
processing and employing a technique for text data aug-
mentation through back-translation to acquire general topic
characteristics. Additionally, they utilize contrastive learning
to obtain improved multimodal representations of news by
leveraging similar past news. The results of their research
indicated that their methods outperforms current models in
detecting fake news by 3.1% on the Mac F1 score.

Marwat et al. [18] addressed the automated analysis
of end-user reviews on social media concerning products.
They proposed the SentiDecpective approach for categoriz-
ing reviews into negative, positive, and neutral sentiments
and for detecting deceptive information in ratings. Gathering
over 11,000 comments from online stores, they employed
content analysis and machine learning algorithms (Multino-
mial Naive Bayes, Logistic Regression, Gradient Boosting
Classifier, Linear SVC, and Random Forest Classifier) for
classification. They developed a tool displaying collective
customer opinions via a graph, aiding decision-making. Their
approach achieved an average precision of 94.01% in identi-
fying positive sentiments from online user feedback.

Khan et al. [19] laid the groundwork by highlighting the
significance of user forums in providing valuable insights
for software evolution based on end-user reviews. Building
on this, our work introduces the Crowd-based Requirements
Engineering by Valuation Argumentation (CrowdRE-VArg)
approach. This approach addresses the challenge of frag-
mented user-generated information on Reddit forums by sys-
tematically analyzing discussions, identifying conflict-free
new features, design alternatives, or issues, and reaching
rationale-based requirements decisions. Utilizing a bipo-
lar gradual valuation argumentation framework, extended
from abstract argumentation and valuation frameworks,
our automated CrowdRE-VArg approach negotiates con-
flicts among crowd-users in real-time. We demonstrate the
proof-of-concept through a sample conversation topic from
the Reddit forum on the Google Map mobile application,
employing natural language processing (TF-IDF method)
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and machine learning algorithms to automatically prioritize
requirements-related information for software engineers.

III. MATERIALS AND METHODS
A. DATASETS AND THEIR PREPROCESSING
In our article, we used two freely available data files. The first
text dataset or corpus [20] contains 143,000 English articles
from 15 American journals. The selection of this dataset was
deliberate, as we aimed to address the classification task of
detecting fake news in everyday contexts where misinforma-
tion proliferates. We chose this dataset because we believe it
comprehensively covers awide range of topics encountered in
daily life. Before using this text, it is necessary to preprocess it
as precisely as possible. We started by tokenizing the text into
sentences using theNLTK library [21]. This dataset contains a
total of up to 704,357 sentences. Subsequently, we converted
the text in each sentence to lowercase letters, cleaned the
text from hyperlinks, from white characters, and from spe-
cial characters that are not numbers or letters. We split the
sentences into words. We then removed words that contained
numbers as well as numbers themselves, ensuring that only
words with linguistic meaning appeared in the dictionary.
We have also removed stop words that appear too often in
the text but have no meaning in themselves. The last step
of text preprocessing was lemmatization usingWordNetLem-
matizer, which reduced the number of words in the dictionary
since they can appear in the dictionary in different forms but
carry the same meaning. For further work, we did not use all
this text, but only part of it, namely the first 10,000 sentences.

The second dataset, WELFake [22], contains a total of
72,134 articles correctly labeled as fake news (35,028) and
real news (37,106). Despite its limitations, we’ve opted to
use this dataset because it’s commonly applied in smaller
classification tasks thanks to its accurate labeling, making it a
practical choice despite its drawbacks. We also preprocessed
this file in the same way as the first one. We will use this
classification dataset to verify the quality of the vector model.

B. CREATING A LIST OF SYNONYMS FROM WORDNET
SYNSETS
In this article, we want to experiment with word vectors and
see if replacing words with their synonyms improves their
quality. Therefore, we need to create a list of synonyms for
the words in our examined text.

To create a list of synonyms, we used the sentences from
the first data set, because in this text we will replace words
with their synonyms, so it does not make sense to look for
synonyms for words that we will not need later. The process
of creating synonyms was as follows. We gradually went
through the individual words of all preprocessed sentences.
Then, for each word, we searched for synsets (a list of
synonyms) using the function synsets through the WordNet
library [7] from the NLTK library [20]. If no synonyms
were found for the specified word in the WordNet dictionary,
we tried to lemmatize the word again, this time using the

WordNet morphy function, which tries to find its lemmatized
form, which is listed in theWordNet dictionary. If the word is
found, a list of synonyms for the modified word is searched.

After finding a synset for our word, we went through
each synonym in turn and filtered this list based on semantic
similarity (by using path similarity, the result value is between
0 and 1, where a value of 1 indicates maximum similarity)
to our word. If this similarity was higher than 0.5, we kept
this synonym, otherwise, we removed this synonym from the
synset. In the end, we lemmatized all valid synonyms and
stored a list with a maximum length of 5 synonyms per word.
We saved the list as a binary file using the Pickle library.

C. REPLACING WORDS IN THE ORIGINAL SENTENCES
WITH THEIR SYNONYMS
After creating a list of synonyms (a word and a list of syn-
onyms for this word), of which there were 9,704, we decided
to gradually replace each word for which we registered a list
of synonyms in all sentences. We used a technique known as
Data Augmentation - replacement by synonyms [6]. In our
experiment, we go through all words in all sentences and
check for each word whether it contains a list of synonyms.
If so, then we will duplicate the whole sentence and replace
the one specific word with each synonym for this word. As a
result, we will have several times more sentences than the
original ones. Just to give an idea, from the original 10,000
sentences, we created 175,354 sentences with this technique,
which is more than 17 times.

D. BACKTRANSLATION AS AN AUGMENTATION METHOD
Back translation is a powerful data augmentation technique
used in Natural Language Processing (NLP) to enhance the
diversity and size of a given dataset. The technique involves
translating a sentence or text from its original language
into another language using a machine translation model.
Subsequently, the translated text is translated back into the
original language. The purpose of this process is to introduce
variations in the phrasing and wording while preserving the
underlying meaning of the text [1].

This technique leverages the strengths of machine trans-
lation models to generate new and semantically equivalent
versions of the original text. By translating the sentence into
a different language and then back, the model may encounter
linguistic nuances and different word choices. This forces
the model to learn to reconstruct the initial input, promoting
robustness and improving the generalization capability of
NLP models [1].

In this study, the Backtranslation data augmentation tech-
nique using the EasyNMT framework was employed to
enhance the diversity and size of our dataset. The Opus-MT
pre-trained model [23] was used to translate the mono-
lingual NLP dataset from the source language to a target
language. The translated sentences in the target language
were then re-translated back to the source language using the
same model. The resulting backtranslated sentences, together
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with the original sentences, were combined to augment our
dataset. By integrating these new variations, an aimwasmade
to increase the diversity of our data, reduce overfitting, and
enhance the generalization capability of our NLP model.

E. CREATION OF WORD VECTORS
Word vectors are one way to represent words using numbers.
They are n-dimensional vectors of real numbers, which are
placed in the vector space in such a way that they capture the
meaning or relationships between individual words. In our
article, we used the word model Word2Vec to create word
vectors. Using the Gensim library [24], we implemented this
vector model in Python by creating corresponding models for
all the augmented corpora.

1) WORD2VEC
The Word2Vec model operates on the fundamental principle
that the contextual usage of a word encapsulates its inherent
meaning. In essence, this model generates amultidimensional
vector representation for eachword, preserving both syntactic
and semantic relationships among words. The vector dis-
tances between individual words reflect the human perception
of word associations [6], [25].

The creators of the Word2Vec model have introduced two
primary architectures: Continuous Bag-of-Words (CBOW)
and Skip-gram. CBOW focuses on predicting a target word
based on the surrounding context words within a specific
window, whereas Skip-gram focuses on predicting context
words given a target word within a given context window.
These architectures can be understood as simple neural net-
works comprising input, hidden, and output layers. However,
the training outcome of these networks is not the out-
put layer itself but rather the weights of the hidden layer,
which serve as the word vectors. While a Softmax activa-
tion function is employed for the output layer, Word2Vec
also incorporates algorithmic enhancements like hierarchi-
cal Softmax and negative sampling to reduce computational
complexity [24], [25].

In our study, we employed the Word2Vec model imple-
mentation provided by the Gensim library [24] in the Python
programming language. Our model received pre-processed
sentences as input, and we configured the dimension size
to 150 while setting the context window size to 7. These
parameter values were selected based on our prior research,
which aimed to identify appropriate settings for optimal
results. Utilizing both the Skip-gram architecture, we devel-
oped onemodel for the original sentences and three additional
models for sentences subjected to specific modifications,
namely synonym replacement, function word deletion, and
back translation. By training the model according to this
defined approach, we obtained word vectors for all available
words. We stored the individual word vectors and their cor-
responding words in a binary file format using the Gensim
library [24] and the KeyedVectors class, creating a compre-
hensive dictionary-like structure.

F. VERIFICATION OF THE QUALITY OF THE VECTOR
MODEL ON THE CLASSIFICATION TASK
It is commonly acknowledged that language models are eval-
uated through intrinsic and extrinsic evaluations to assess
their performance. The key distinction lies in the fact that
intrinsic evaluations directly assess the system’s performance
on the specific task it was designed for. For instance, if a
language model aims to generate coherent sentences, the
evaluation would involve measuring the coherence of the
generated sentences. On the other hand, extrinsic evaluation
entails assessing the system’s performance on a subsequent
task that it was not originally designed for. For example, if a
language model is intended to generate coherent sentences,
an extrinsic evaluation would measure its ability to enhance
the performance of a downstream task such as machine trans-
lation or sentiment analysis [26], [27].

In our article, we aim to determine whether word vectors
created from modified sentences or from original sentences
exhibit better quality. For this purpose, wewill employ extrin-
sic evaluation. Specifically, we will address the classification
of fake news using the word vectors we have created. We will
compare the effectiveness of classifying fake news using
vectors generated from the original sentences versus those
generated from the modified sentences.

G. CREATING SEQUENCES OF WORD VECTORS
Before generating the word vector sequences, it is necessary
to modify the dataset for fake news classification. We have
completed the initial preprocessing, but the dataset contains
words that do not have corresponding word vectors. Such
words do not contribute to the classification of fake news or
the accuracy of our word vectors, so we will eliminate them.
As a result, we observed that some records became empty or
had a reduced number of words. To enhance the quality of
our outcomes, we removed the top and bottom 5 % of entries
with extreme word counts.

Another challenge we encountered was the varying word
counts in each record. Some entries had too few words,
while others had an excessive amount. As we aim to create
sequences of word vectors for each word in the record and
consider that each vector has a dimension of 150, dealing
with a large number of words would result in sequences
of enormous dimensions. Consequently, we decided to only
consider the first ten words from each record for fake news
classification.

Creating the sequences became straightforward as we iter-
ated through the individual records, replacing the words with
their corresponding word vectors. The outcome is a list of
sequences, where each sequence comprises ten vectors with
a dimension of 150.

H. CLASSIFICATION OF FAKE NEWS
Due to the large size of our classification dataset, a deci-
sion was made to focus solely on the initial 15,000 records.
To ensure a balanced dataset with an equal representation of
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false and true message classes, we employed the undersam-
pling method. This involved randomly reducing the number
of entries from the larger class to match the number of entries
from the smaller class. Consequently, we were left with
7,265 records for each class. As a result, our classification
model’s input will consist of a list of word vector sequences,
accompanied by an indication of whether they represent false
messages or not.

For the classification of fake news, we will utilize various
classifiers available in the Scikit-learn library [27], whichwill
be introduced in the following section. To perform the classi-
fication, we employed the Stratified k-fold cross-validation
method. This method involves dividing the entire dataset
into k-subsets, where one subset is used for testing and the
remaining subsets are utilized for training the classification
model. This process is repeated k-times. It is worth noting
that all subsets maintain a consistent representation of each
class.

In our evaluation, we set k to be 10, resulting in the dataset
being divided into 10 subsamples. To assess the model’s
performance within each cross-validation fold, we employed
fundamental performance metrics such as accuracy, preci-
sion, recall, and F1 score. Once we obtained the results from
all the folds, we computed the average metrics to derive
an overall assessment of the classification accuracy for fake
news.

IV. RESULTS
After constructing the Word2Vec model, we leveraged these
models to generate word vectors for the purpose of clas-
sifying fake news. The Word2Vec model was trained on
diverse English article corpora, employing a dimensionality
of 150 and a window size of 7. In accordance with the
approach outlined in the Introduction section, we proceeded
to establish classification models designed to identify fabri-
cated news based on the word vectors. These classification
models were trained using the WELFake dataset introduced
in Chapter 3.1. The subsequent classification algorithmswere
employed in the creation of these models:

• Random Forest
• Logistic Regression
• BernoulliNB
• SVC.

All algorithms were used with basic settings, without
hyperparameter optimization, for comparability of results.
Stratified k-fold validation was employed for evaluating
classification models. The evaluation metric used was clas-
sification accuracy (1), calculated as the ratio of correct
predictions (TP + TN) to the total number of samples
(TP + TN + FP + FN). Precision (2), recall (3), and F1
score (4) were also computed for evaluating, analysing, and
describing the model results. Precision is the ratio of true
positive results (TP) to the sum of true positives and false
positives (TP + FP). Recall is the ratio of TP to the sum of
TP and false negatives (TP + FN). F1 score is the weighted

average of precision and recall, considering both false posi-
tives and false negatives.

accuracy =
TP+ TN

TP+ TN + FP+ FP
(1)

precision =
TP

TP+ FP
(2)

recall =
TP

TP+ FN
(3)

F1 score = 2 ∗
precision ∗ recall
precision+ recall

(4)

To begin, it is necessary to perform a comprehensive data
survey to assess the accuracy and F1 score metrics. Table 1
presents basic statistics for the accuracy metric. In the case of
the mean, the best results were achieved for the SVC classi-
fier and the BT corpus (0.8596). When comparing accuracy
values across different classifiers, the highest values were
observed for the BT corpus in SVC and BernoulliNB, and
for the FWD corpus in Logistic Regression and the Original
corpus in Random Forest. For the BT corpus, the most homo-
geneous results in terms of Quartile Range (Quartile) were
observed in the Random Forest and SVC classifiers. In the
remaining two classifiers, the lowest Quartile Range values
were observed for the FWD corpus.

In the description of our results, we will focus on the
F1 score. This metric is usually more useful than accuracy
because it also considers precision and recall. Visual repre-
sentations in the form of boxplots (refer to figures 1 and 2)
provide a clear depiction of key statistical measures, includ-
ing maximum, minimum, median, upper quartile, and lower
quartile, for the F1 score metric across the four classifiers
utilized in the analysis.

The graphs show the differences between themeasured val-
ues. Based on the results of descriptive statistics, we therefore
need to verify the validity of the following hypothesis:

H0: The dependent variable F1 does not depend on the
corpus preparation factor.

We want to reject this hypothesis because by rejecting this
hypothesis, the alternative hypothesis becomes valid. First,
we check the normality (Table 2) for the dependent variable
(F1 score) in individual groups.

To test the equality of variances, we opted for a
non-parametric test due to the identified deviations from
normality and the limited dataset size. TheWilcoxonmatched
pairs test serves as a non-parametric alternative to the t-test
for dependent samples. It assesses whether the scores of two
variables are derived from the same distribution.

The Wilcoxon matched pairs test was employed to eval-
uate null hypotheses suggesting the independence of the F1
score from corpus preparation. These hypotheses were tested
using results from individual classifiers. If the P value in
the Wilcoxon matched pairs test is small, we can reject the
idea that the difference is due to chance. Marked tests are
significant at p < 0.05 (it is marked red color in the tables).
Based on the significance level of the Wilcoxon matched

pairs test (p < 0.05), we can conclude that we have
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TABLE 1. Descriptive statistics for accuracy metric.

FIGURE 2. Boxplot for F1 score a) Random forest b) Logistic regression.

established a statistically significant distinction in individual
measurements (Table 3 - 6). Therefore, we reject the null
hypothesis.

For the Random Forest classifier, we observed statistically
significant differences between the SR and Original groups
(Table 3), favoring the Original group (Figure 1a). No sta-
tistically significant differences were detected in relation to
other groups.

Statistically significant differences were demonstrated
between Original and FWD corpus, as well as Original and
BT corpus (Table 4), similarly between SR corpus and BT

corpus for the Logistic Regression classifier. According to
(Figure 1b), the best technique is the BT corpus, the results
of which are statistically significant compared to the Original
and SR corpus.

For the BernoulliNB classifier, the worst technique is the
Original (Table 5), the results of which are statistically sig-
nificantly worse than in the case of other techniques. The
second worst is the SR corpus technique. There were statisti-
cally insignificant differences between the BT corpus and the
FWD corpus, which were evaluated as the best techniques
(Figure 2a).
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FIGURE 3. Boxplot for F1 score a) BernoulliNB b) SVC classifier.

TABLE 2. Shapiro-wilk test (normality).

In the case of the SVC classifier, statistically significant
differences were recorded (Table 6) between the techniques
SR corpus, FWD corpus, BT corpus and Original in favor of
Original (Figure 2b).
A common evaluation practice in the vector models lit-

erature is to measure the models’ ability to predict human
judgments regarding lexical semantic relations between word
pairs. Most existing evaluation sets consist of scores collected
for word pairs. This type of evaluation is referred to as
intrinsic evaluation. In our experiment, we used it only as sup-

TABLE 3. Wilcoxon matched pairs test (Random Forest Classifier) marked
tests are significant at p < 0.05.

plementary analysis for the evaluation of Data Augmentation
Techniques.

SimLex-999 [5] and WordSim353 [4] are widely rec-
ognized lexical resources commonly referred to as a gold
standard resource for evaluating distributional semantic
models. Using these two lexical resources, we conducted
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TABLE 4. Wilcoxon matched pairs test (Logistic Regression) marked tests
are significant at p < 0.05.

supplementary internal evaluations of the techniques we
investigated. From the four corpora created (Original, SR cor-
pus, FWD corpus, and BT corpus), we trained fourWord2Vec
Skip-gram models. Subsequently, we calculated the seman-
tic distances between individual words in SimLex-999 and
WordSim353.

To assess the corpus on the SimLex-999 and WordSim353
datasets, we computed Spearman’s rank correlation coeffi-
cient for each model, comparing the relationship between
model similarity scores and human similarity judgments. The
results of Spearman’s rank correlation coefficient, along with
information about coverage, are presented in Table 7. It is
essential to note that SimLex-999 comprises 999 word pairs,
whileWordSim353 is divided into three parts:WordSim over-
all (350 word pairs), WordSim Similarity (201 word pairs),
and WordSim Relatedness (252 word pairs). The coverage
value indicates how many word pairs were successfully used
to calculate semantic distances. Given the size of the corpora
we worked with, it is evident that they may not contain
all the words present in the SimLex-999 and WordSim353
resources.

The results show small differences in the correlation coeffi-
cient. In all three resources,WordSim achieved the best match
with BT corpus, while in the case of SimLex, the best match
was observed in Original, although it should be noted that the
differences are indeed small.

TABLE 5. Wilcoxon matched pairs test (Bernoullinb Classifier) marked
tests are significant at p < 0.05.

TABLE 6. Wilcoxon matched pairs test (SVC) marked tests are significant
at p < 0.05.

For our intrinsic evaluation, we decided to take a different
perspective on the semantic distances between individ-
ual words. In this view of the results, we experimented
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TABLE 7. Spearman’s rank correlation coefficient and coverage for models.

FIGURE 4. Boxplot for residues.

only with the lexical resource SimLex-999. In contrast to
WordSim-353, this resource explicitly quantifies similarity
rather than association or relatedness, resulting in lower rat-
ings for pairs of entities that are associated but not actually
similar.

We drew inspiration from residual analysis. The main idea
of this method assumes that:

Data = prediction using the model (function)

+ residual value.

By subtracting the values obtained from the model
(expected values) from the observed values, we obtained
errors (residual values). We could analyze the residual values
for the purpose ofmodel assessment. In our case, the expected
values are semantic distance values of words obtained from
our models, and the observed values are values from the
lexical resource SimLex-999. The selection residues ei are
defined as:

ei = yi − ŷi (5)

where ŷi are expected values predicted by the model and yi
are observed values.

After calculating the residues, we visualized them using a
box plot (Figure 3). From the graph, it is evident that, based
on the positive medians for all models, our models tended

to overestimate the semantic word distance values. Interest-
ingly, the words were most overestimated by the SR model.
However, a more critical perspective lies in the examination
of the variance and quartile range. For good models, this
range should be small, indicating that residue values are close
to 0 or the median. The smallest variance range was observed
for FWD (1.512). It is also clear from the graph that this
variance range, along with BT (1.554), is much lower than the
variance range for SR (1.925) and Original (1.947). In terms
of quartile range, the values were quite similar for Original
(0.412), SR (0.400), FWD (0.401), and BT (0.409).

From this perspective on the results, it is evident that the
FWD and BT models were better at estimating the semantic
distances between words.

V. DISCUSSION
Not every Text Data Augmentation technique is equally
straightforward to implement. While the FWD technique
essentially involved applying an algorithm to remove stop
words and using libraries to identify POS tags, the BT tech-
nique required making API calls for translation, which was
relatively slow, with necessary adjustments and limitations,
and, of course, it was not freely available. The most complex
in terms of implementation was the SR technique. Here,
it was necessary to work with lists of synsets and available
libraries.

There are similarly focused research studies, as we
have mentioned in the Related work chapter. Haralabopou-
los et al. [15] employed the technique of text data augmenta-
tion, specifically sentence permutations, to generate synthetic
data based on an existing labeled dataset. Their technique
achieved a significant improvement in classification accuracy
by an average of 4.1% across eight different datasets. Further-
more, they proposed two additional text data augmentation
techniques: synonym replacement and negation. These tech-
niques were tested on three appropriate datasets and yielded
an accuracy improvement of 0.35 % (synonyms) and 0.4 %
(negation) when compared to the permutation method they
proposed. In our research, we also achieved similar increases
in accuracy (up to 3.06 % for BT, FWD techniques and
SVC classifiers), with the SR technique yielding an accu-
racy improvement of up to 2.85 % (SR technique and SVC
classifier).

Wei et al. [6] utilized four techniques for text cor-
pus augmentation (synonym replacement, random insertion,
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swapping, and deletion) known as Easy Data Augmentation
(EDA). Through experiments conducted on five classification
tasks, they observed performance improvements for convo-
lutional and recurrent neural networks. The research was
evaluated in a different manner compared to our case; how-
ever, in terms of accuracy, their results were comparable.

It’s noteworthy to acknowledge the findings of
Salah et al. [11], where their stacking approach surpassed
our results. Specifically, their approach achieved an accuracy
of 82.77 % for synonym augmentation and 90.60 % for BT
augmentation when employing the Random Forest classifier.

On the other hand, Bucos et al. [13] state that their BT
technique led to better performance across all four classifica-
tion models (Extra Trees Classifier, Random Forest, Logistic
Regression, and SVM). In their content-based approach,
BT achieved an average accuracy of 77.82 %, which was
worse than our accuracy.

In comparison to the referenced studies, our enhancement
may appear to be comparable. However, it is important to
note that our objective was not to achieve the highest possi-
ble performance measures with the investigated techniques.
We chose the f1-score metric because it also accounts for
precision and recall. Our goal was to ascertain whether data
augmentation techniques statistically contribute to improv-
ing performance measures in NLP classification tasks. The
results indicate that statistically significant differences in
results were primarily observed for the FWD and BT tech-
niques. Additionally, besides extrinsic evaluation (using a
classification task), intrinsic evaluation was also employed
(through the analysis of lexical semantic relations between
word pairs).

The potential issues in implementing data augmentation
techniques depend on the technique used. In the case of the
SR technique, different languages other than English pose
problems. For English, there are sets of synsets available in
libraries. However, these are not available for every language.
The FWD technique relies on additional classifiers that must
identify part-of-speech for individual words. The use of the
BT technique raises a multitude of questions. More attention
should be given to individual languages, determining which
languages are suitable for BT depending on the source lan-
guage, how to optimize the process for BT, and so on.

Our research was conducted in the context of the English
language. All the analyzed techniques are likely applicable
in other languages as well. The technique SR relies on the
existence of lists of semantically similar words for the cho-
sen language. In our case, for English, sets of synsets were
available in libraries. Such lists are not readily available for
minority languages. The lack of these lists can be addressed
by employing multiple language models that extract seman-
tically similar words from accessible corpora. However, this
solution is time and computation-intensive, not to mention
the requirement for existing accessible corpora in the chosen
language. Similarly, the FWD technique depends on tech-
nologies that identify the part-of-speech for individual words.
Unlike lists of semantically similar words, there are numerous

POS taggers available for most languages. The BT technique
appears to be themost accessible for majority languages. Cur-
rently, there are numerous successful machine translators for
the majority of languages. In our experiment, this technique
even yielded the best results.

Another limitation of the study may be the datasets
used, especially the dataset utilized as a corpus for train-
ing Word2Vec. Large language models are trained on much
larger corpora. However, implementing larger corpora was
not feasible due to computational and memory constraints.
It is evident, though, that if statistically significant differ-
ences in results were observed using a relatively small corpus
(143,000 English articles), those differences would also be
detected with a larger corpus.

VI. CONCLUSION
In the article, we focused on optimizing a text corpus through
various text data augmentation techniques. Subsequently,
we conducted training in word vectors on these expanded
corpora. The result of our experiment in classification tasks is
that the newword vectors obtained through this augmentation
led to a significant improvement in classification perfor-
mance compared to the original texts.

In addition to this result, during the implementation of
our experiment, we encountered several issues and ques-
tions suitable for our future research. In the case of the SR
(synonym replacement) technique, it appears interesting to
seek solutions for minority languages, where semantically
similar words are not part of synsets. Often, these languages
only have synonym dictionaries (often not digitized). The
question also remains as to which part-of-speech categories
are suitable for replacement and replacing which does not
make sense to enhance the results. We assume that nouns,
adjectives, and verbs will certainly be more important for
replacement than pronouns, prepositions, conjunctions, and
the like. For the FWD (functionwords deletion) corpus prepa-
ration technique, it would be interesting to determine which
languages benefit the most from this technique. At the same
time, it would be fascinating to investigate the ideal number of
words to delete, possibly in combination with a detailed anal-
ysis of part-of-speech and their impact on the results.With the
BT (back translation) technique, there is a natural opportunity
for experimenting with multiple languages. In addition to
a closer look at individual languages, it is also possible to
experiment with various machine translation systems.

Our article focuses on the currently most progressive area
of large language models. It is evident that with their cur-
rent proliferation, any improvement is desired. Enhancements
can also be achieved directly in the methods for creating
LLMs. However, these are already completed libraries in pro-
gramming languages. Improving them is challenging. Data
augmentation techniques, on the other hand, appear to be
a simple enhancement where we don’t need to reprogram
models from scratch. We just need to modify and enrich the
input corpus. In this, we see the greatest advantage of these
techniques.
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