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ABSTRACT The science of data mining has contributed considerably to the education sector. However,
most educational data mining (EDM) studies have focused on predicting the future performance of students
and detecting at-risk students to provide early targeted interventions. A few studies used machine learning
techniques to predict the future academic pathways for degree students. However, there are limited studies
that use the datasets of high school students to predict future pathways. Moreover, such studies are yet to be
conducted using datasets produced in Saudi high schools. Therefore, researchers that work in the education
sector have focused on EDM and are eager to apply advanced computer science methods to upgrade old
administrative systems. Furthermore, the education sector is a rich field with data that can be exploited
to improve and enhance educational management systems and accelerate digital transformation. In this
study, we explore the applications of EDM and review the algorithms used by other researchers in this field.
We applied supervised machine learning classifiers to educational datasets collected from high schools in
Saudi to predict the future academic pathways of students and identify the essential factors that affect them.
This study contributes to the literature by developing a predictive model for students in Saudi high schools
and detecting critical features that affect future academic careers of the students. Furthermore, we used
explainable artificial intelligence to interpret the best model and enhance its transparency.

INDEX TERMS Classification, data mining, educational data mining, explainable artificial intelligence,
feature selection, machine learning, Shapley additive explanations (SHAP) value, student.

I. INTRODUCTION
During the COVID-19 pandemic in Saudi Arabia (SA)
in 2020, more than five million students, approximately
450 thousand faculty members, and more than one million
parents or guardians used the Madrasty platform. The plat-
form registered 489million online visits by the end of the 17th
week of the first semester. Further, teachers had performed
up to 89 million synchronized virtual classes and generated
more than 15 million homeworks for their students in that
short period. Statistics released by the Saudi Ministry of
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Education’s Twitter account indicate that these numbers have
considerably increased [1].

From a computer science perspective, a tremendous
amount of generated and stored data can be exploited to
enhance and improve the educational processes in SA. Thus,
in this era of big data, more advanced methods (such as data
mining (DM) techniques) are recommended to exploit the
enormous amount of educational data to benefit students,
teachers, and the educational environment.

Recently, data have been considered an essential asset in
making informed decisions. Therefore, the application of
advanced methods is beneficial for extracting targeted useful
knowledge. Machine learning (ML) is a part of artificial
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intelligence that aggregates all methods that allow a machine
to learn and perform accurate predictions based on past obser-
vations [2].

Educational data mining (EDM) is a new discipline that
applies DM techniques (i.e.,ML and deep learning (DL) algo-
rithms) to educational data to extract valuable knowledge,
detect patterns, and identify effective related features to better
understand student behavior. However, EDM transforms the
raw data extracted from learning management systems into
beneficial information that can enhance educational research
and systems [3], [4]. EDM is the intersection of three main
fields: education, statistics, and computer science [2], [3], [4],
[5]. Three subsections were generated at the intersection of
three fields: DM and ML, learning analysis, and computer-
based education. The EDM process is illustrated in Fig. 1.

FIGURE 1. Educational data mining.

Educational datasets have been conventionally analyzed
using DM techniques (such as classification, clustering,
text mining, and association rule mining) [4], [5], [6], [7].
Classification and regression are supervised learning tech-
niques. These techniques aim to build models based on the
observed data and well-known association results [2]. There-
fore, in these methods, the datasets must contain a labeled
class to train the algorithms. Thus, the data were divided
into training and testing datasets. The algorithms were then
trained using the training set and the test set was applied.

The primary difference between classification and regres-
sion was the class label category. The class label is categorical
in classification; additionally, it can be binary, multiclass,
or multilabeled. On the contrary, it is numerical in regression,
and the models predict missing continuous values.

Clustering is an essential unsupervised DM method. This
type uses only input observation data, without association
outputs. Hence, the data were grouped into similar clusters
by determining hidden patterns and similarities in their char-
acteristics.

This study has two motivations for focusing on EDM.
First, researchers in the education sector are eager to apply
advanced computer science methods to upgrade the old
administrative systems. Second, the education sector is a rich

field with data that can be exploited to improve and enhance
educational management systems and to accelerate digital
transformation.

Schools and universities have generated and saved enor-
mous amounts of student data using education learning
management systems. These enormous amounts of data can
be transformed into valuable knowledge to guide decision
makers in the Ministry of Education and even lead students
to succeed in their future academic pathways. Thus, EDM
techniques such as ML and DL algorithms can be applied
to educational datasets to extract valuable knowledge, detect
patterns, and identify the most relevant features.

Applying DM techniques to educational contexts can help
students and faculty members in the education sector by pre-
dicting students at risk of failure and identifying the crucial
factors affecting their success. Administration in this sector
can utilize this model in the early preparation and scheduling
of the next academic year. Students will also become aware
of the factors related to their academic success.

In this study, we applied supervised ML classifiers to edu-
cational datasets collected from Saudi high schools to predict
the future tracks of students and identify essential factors
affecting their future pathways.

The main objectives of this study are as follows:
1. Identify and collect features significant to the future

pathways of students.
2. Develop multiple ML predictive models and select an

effective model for predicting academic pathways among
Saudi high school students.

3. Analyze and identify themost related factors influencing
the academic pathways of students.

The research questions of this study are as follows:
RQ1: Is it possible to predict the future academic path of

Saudi Arabian high school students?
RQ2: What are the most related features influencing the

academic pathways of students?
RQ3: How can the interpretability of EDM models be

utilized to increase their transparency?
The remainder of this paper is organized as follows.

Section II presents a review of the literature related to
EDM, and Section III presents the proposed method-
ology. Section IV presents the discussion and findings.
Lastly, Section V presents conclusions and future research
directions.

II. RELATED WORK
Here, we present the most recent studies related to EDM
that apply DM techniques to an educational context. Vari-
ous researchers have explored and reviewed recent studies
(published in the last six years) related to EDM and its
applications to better understand the behaviors of students
and education systems. Subsequently, we addressed the DM,
ML, and programming tools used in these studies.

After reviewing 27 related studies, four main objectives
were identified. First, most studies used classification and
regression approaches to predict student performance. One
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study was conducted to predict the attention of students
toward postgraduate programs. Only a few studies have used
feature selection methods to rank the top features affecting
student performance. Finally, only a few studies on predict-
ing students’ academic pathways have used the clustering
method.

A. DIFFERENT STUDY OBJECTIVES OF EDM
1. Predicting the performance of students.

2. Predicting the interest of students in postgraduate
programs.

3. Feature selection to identify the most relevant features.
4. Predicting the academic pathways of students (academic

programs).
A comprehensive summary of each objective and related

study is presented below: These studies are arranged and
classified based on the similarity in approach to this study
in the first subsection, and the similarity in objectives in the
second and third subsections.

1) PREDICTING THE PERFORMANCE OF STUDENTS
Here, we review studies that have used classification and
regression methods to predict students’ performance.

Kuzilek et al. conducted a qualitative pedagogical
study [8]. They observed a drawback in the performance
of students in their first academic year at a Czech Uni-
versity. Thus, they utilized their ML knowledge to build a
predictive model that could predict the success of students
in their first academic year. They conducted three experi-
ments, and the results indicated that sequential data-based
models with a length of two sequences achieved the best
performance in detecting failing students. The enhancement
was significant compared to baseline predictions, which only
used examination results, given that the cumulative state
data were richer than the examination results data. However,
the detection of passing students was more accurate in the
sequential and baseline predictive models. Moreover, basic
behavioral patterns were detected in the data. These results
can help faculty intervene and provide targeted help to at-risk
students.

Hashim et al. proposed another EDM model to discover
hidden functional patterns and explore meaningful informa-
tion from educational data [9]. The training dataset for the
supervised ML techniques included the main factors, such
as demographics, academic grades, and behavioral features.
Courses in bachelor’s programs at Basra University provided
the dataset used to train this model. Various supervised ML
methods (i.e., naïve Bayes (NB), logistic regression (LR),
K-nearest neighbor (KNN), and artificial neural network
(ANN)) were implemented in this experiment. The experi-
mental results indicated that the LR classifier outperformed
the other classifiers in predicting the final grades of students,
with 68.7% and 88.8% accuracies for passed and failed,
respectively.

To improve the educational quality of students,
Karthikeyan et al. [10] proposed a new and efficient hybrid

EDM model (HEMD) to analyze the performance of stu-
dents. Distinctive factors were used to evaluate students’
performance in delivering precise results. Thus, NB and J48
classifiers were combined to specifically categorize student
performance. Additionally, Weka environments were used
for the evaluation process with a dataset available online.
A comparative study compared HEMD with other existing
approaches and proved that the accuracy rate of the proposed
model was enhanced by 10%, reaching 98%.

To maximize the contribution in EDM, Sokkhey et al. used
multiple models to maximize the contribution of EDM [11].
Data were collected from various high schools, and ML,
DL, and statistical analysis techniques were applied to pre-
dict mathematical performance. A spot-checking algorithm
is used to determine the most effective technique. The results
demonstrate that the random forest (RF) classifier achieved
the highest accuracy of approximately 97%. Moreover, they
introduced a feature selection method to determine the most
relevant features that affect student performance. They iden-
tified the top ten essential features, with the top three related
features being students’ interest in the course, spending hours
on self-study, and doing homework frequently.

Saleem et al. [12] used a dataset extracted from an elec-
tronic learning management system with several features to
predict student performance. They proposed an integrated
ML model to help make intelligent and proactive decisions
based on the evaluated students’ performance. They used
decision trees (DT), RF, gradient boosting trees (GBT),
NB, and KNN in their experiments; however, they gener-
ated insufficient results. Hence, applying bagging, stacking,
voting, and boosting ensemble techniques enhances the
performance. The stacking model that aggregated the five
classifiers outperformed the other ensemble methods and
achieved the highest F1-score (82%).

Harvey and Kumar [13] worked on math score prediction
scholastic aptitude test for high school students. The pro-
posed model included three classifiers: linear regression, DT,
and NB. NB outperformed the other classifiers, showing a
71% accuracy rate. The dataset was extracted from the Mas-
sachusetts State website and has many features (i.e., numeric
grades, teacher salaries, school finances, and demographics).

Amra andMaghari [14] applied NB and KNN classifiers to
predict the grades of high school students using a Ghaza strip.
Although they used fewer algorithms than other studies, they
focused on comparing these algorithms. The experimental
results demonstrated that NB achieved a higher accuracy rate
than KNN. NB had an accuracy rate of 93.17%.

Priya et al. [15] suggested a comprehensive EDM scheme
that can predict student achievement and illustrated its
potential factors. The proposed model examines psycholog-
ical factors, study characteristics, and demographic data to
aggregate information on students, teachers, and parents.
LR, support vector machines (SVMs), and neural network
classifiers were used in this study. LR outperformed the
other classifiers and achieved an accuracy rate of approx-
imately 68%. They claimed that their proposed framework
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outperformed other existing frameworks, whereas the three
classifiers had similar accuracy rates.

Sunday et al. [16] collected student log data from a
computer science unit at a university in Nigeria to ana-
lyze the performance of students in programming courses.
An experiment was conducted to compare the J48 DT and
ID3 classifiers in this study. The results demonstrate that
the J48 algorithm had a higher accuracy rate (87.02%) than
other classifiers. Moreover, information gain and gain ratio
were used to select the essential features that affect student
performance. They concluded that class attendance was the
feature that was most closely related to student success.

Ahmed and Mahmood [17] implemented the decision
table, RF, random tree, OneR, and J48 classifiers in Weka’s
open-source environment to predict and classify students’
future grades. The experimental results demonstrated that J48
had the highest prediction accuracy compared with the other
models, with a 78% accuracy rate.

Buenaño-Fernández et al. [18] proposed the application of
ML algorithms that used students’ historical grades to predict
their final grades. The dataset was extracted from a university
in Ecuador with a certain degree. The study was conducted in
two phases. Students with similar performance patterns were
divided into two groups. Next, an appropriate supervised ML
technique was selected, and the experiment was conducted
in a Weka environment. Finally, the researchers confirmed
the effectiveness of the ML methods in predicting student
performance.

Tarik et al. [19] implemented a referral system that
enhanced guidance schemes by forecasting student perfor-
mance in high schools. Three ML regression algorithms
are used in this scheme: LR, DT, and RF. The dataset was
extracted from an educational institute in Morocco and con-
tained students’ grades during the first and second years of
high school. However, DT and LRwere weak and insufficient
for predicting student grades. The RF algorithm achieved the
highest accuracy and predicted the best average score.

Kenekayoro [20] used an SVM to forecast the perfor-
mance of students in two academic disciplines based on their
historical grades in three subjects. Four feature selection tech-
niques were used to study the relationship between the past
knowledge of certain subjects and a particular discipline. The
experimental results demonstrated that the SVM achieved
up to 80% accuracy, illustrating that this technique can be
developed to build a real-time recommender system. More-
over, the feature selection results demonstrated the following
findings: First, this approach demonstrated no apparent cor-
relation between scores of an individual subject and future
performance in another discipline. Second, students with
good average scores on previous subjects may perform well
in the future studies. Ultimately, the results indicate that a
strong background in mathematics is necessary to achieve
above-average grades on the mathematics path.

Most ML-related studies have focused on datasets with
extensive records and broad attributes of each student.

Wakelam et al. [21] conducted an experiment involving
23 students with minimal attributes. They applied KNN,
regression DT, and RF to predict the assessment grades of the
students using only 10 attributes, with RF and KNN showing
promising results with accuracies of 70% and 74%, respec-
tively. Furthermore, decreasing the number of attributes
produced mixed results, contrary to the prediction accuracy
when all available features were used. Hence, faculty mem-
bers cannot reliably account for student interventions. They
found the potential to predict individual student’s midterm
and final exam grades in small student cohorts with minimal
features.

Qazdar et al. [2] used multivariate regression ML tech-
niques to develop two models to predict the students’ results
in the first semester and national exam. They claimed that
the two models could predict the performance of students
more precisely, although the accuracy of these models was
not specified.

Alboaneen et al. [22] developed a web-based system to
predict student performance using five regression-ML tech-
niques. SVM, RF, LR, ANN, and KNN were applied to
a dataset comprising of 10 features for 168 students. The
dataset was collected from the computer department of Imam
Abdulrahman University, and it included demographic and
academic features. Two evaluation metrics—mean absolute
error and percentage error—were used. LR outperformed all
the techniques used, scoring 6.34%, which was the lowest
mean absolute percentage error.

Sahlaoui et al. [23] proposed an ML approach to enhance
the performance of a previous study using the Jordan
dataset [24]. The default design of the synthetic minor-
ity oversampling technique (SMOTE) was used along with
ensemble methods. Moreover, K-fold cross-validation was
used to divide the dataset into training and test sets, with an
optimal K value of 10. Furthermore, a hyper optimization
process using a simple grid-search technique was used for
parameter tuning. These processes resulted in an enhance-
ment of over 20% in comparison to previous studies, and the
model achieved an accuracy rate of more than 99%.

The uncertainty level in the ML model results decreased
in the case of an unbalanced dataset. Bujang et al. [25]
developed a predictive ML model that could increase the
confidence level of the results of an imbalanced dataset.
They proposed a multiclass predictive model using six
ML algorithms: DT (J84), SVM, NB, KNN, LR, and RF.
Notably, the performance of most classification models was
improved when oversampling was performed using SMOTE
with wrapped- and filter-based feature selection methods.
However, the obtained results demonstrated that RF had the
highest accuracy and an F-measure of 99.5% for both evalu-
ation metrics.

Mengash [26] used four classification techniques with
three attributes to determine students’ performance before
admission. The three attributes included three pre-admission
criteria: general aptitude test score, average high school
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grade, and scholastic achievement admission test score
(SAAT). ANN outperformed DT, SVM, and NB and had the
highest accuracy rate (∼80%). The results also revealed that
the SAAT pre-admission criterion was the most accurate for
predicting student performance. Therefore, assigning more
weights for SAAT in the admission system is recommended.

Nabil et al. [27] used EDM to explore the effectiveness
of DL in this field. A university dataset was used to build
predictive models of student performance. DT, RF, gradient
boosting (GB), LR, SVM, and KNN were utilized in this
study and compared with deep neural networks (DNNs).
Various resampling methods have been used to solve the
imbalanced dataset problems. However, the experimental
results demonstrated that the DNN achieved an 89% accu-
racy rate for both the imbalanced dataset and the SMOTE
oversampling techniques. The RF outperformed the other
models in the imbalanced dataset and achieved an asymptotic
accuracy rate of 88% in the second case.

Adnan et al. [28] constructed predictive models using one
DL and six ML algorithms to predict students at risk for
course lengths of 0, 20, 40, 60, 80, and 100%. The main
objective of this study was to characterize the behaviors of
students based on their study features. The RF outperformed
the other algorithms, with an average precision of 92% at
a course length of 100%. Note that the (Course length) is
a feature that has possible 6 values: 0,20,40,60,80 and 100.
Hence, 0 for the students registered for the course but never
attend any class. 20 for the students registered for the course
but only attend 20% of the course length. 40 for the students
registered for the course but only attend 40% of the course
length. 60 for the students registered for the course but only
attend 60% of the course length. 80 for the students registered
for the course but only attend 80% of the course length.
100 for the students who attend the whole course.

Al-Shabandar et al. [29] proposed two models to detect
learners at risk of dropping or failing courses and used a
statistical method and four ML algorithms to train these
models. The experimental results demonstrated that all clas-
sifiers achieved good accuracy rates in both models, whereas
GB achieved the highest accuracy of 95.2% for the learning
achievement model. Student motivation trajectories were the
main reason for students withdrawing from e-learning.

2) PREDICTING THE ATTENTION OF STUDENTS TOWARD
POSTGRADUATE PROGRAMS
Here, we review the prediction of students’ attention toward
postgraduate programs, even before applying for a degree.

Lin et al. [30] predicted students’ intentions to attend
master’s programs after graduation or to find a job. They
developed a new model that aggregates a modified fuzzy
KNN, RF, and a novel chaos-enhanced sine-cosine algorithm
(CESCA). The RF was used in this model to evaluate the
importance of the features. The key parameters of the fuzzy
KNN are automatically tuned using CESCA. The experi-
mental results demonstrated that the proposed model could

predict the intentions of students even before applying for a
master’s degree, achieving an accuracy of up to 82%.

3) FEATURE SELECTION TO IDENTIFY THE MOST RELEVANT
FEATURES
Here, we review the studies that have used the feature
selection method. Although these studies were conducted to
predict the performance of students, they used a feature selec-
tion method to rank the most related features that affected the
performance of learners.

Liu et al. [31] proposed a framework that uses student
behavior and exercise features and aggregates the atten-
tion mechanism with a knowledge tracing model to predict
the performance of students. First, they exploited ML to
automatically capture feature representations. Second, they
used fusion attention techniques based on a recurrent neural
network architecture to predict student performance. The
efficiency and effectiveness of this approach were proven
by experimental results on a genuine dataset. Their model
outperformed the previous models, with a high accuracy rate
of 98%.

Polyzou and Karypis [32] aimed to identify at-risk students
performing worse than usual, failing, or dropping a course
before taking a specific course. Important features that can
identify at-risk students were successfully extracted from the
historical grading data by applying simple and sophisticated
ML classifiers. Among the RF, DT, SVM, and GB classifiers,
GB exhibited the best performance based on two metrics: the
area under the curve (AUC) and maximum F1-score. They
concluded that the performance of a single model can be
enhanced by combining the predictions of different models.

4) PREDICTING THE ACADEMIC PATHWAYS OF STUDENTS
Here, we review two studies that used the clustering approach
to predict students’ academic pathways.

Regarding the identification of learning pathways for
university students, Iaterllis et al. proposed a new ML
model [33]. An unsupervised clustering algorithm was
applied to detect students at risk of academic failure and to
predict their future careers. The k-means clustering algorithm
was applied to a dataset covering three academic years
from a computer science program at a Greek university.
This study divided students into three distinct areas of
specialization based on outcomes, similar characteristics,
and education-related factors. Quality standards, research
work, time required to complete the degree, and degree
completion time were selected for the clustering model.
However, by choosing parameter K to be greater than
three, the Euclidean distance formula produced significant
clusters.

Iaterllis et al. [34] predicted student paths using a new
technique. The new method has two phases and takes
advantage of both the supervised and unsupervised ML algo-
rithms. The experimental results of a previous case study
using k-means clustering revealed that the dataset had three
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TABLE 1. Literature review classifies according to domain and scope.

coherent clusters. Second, to address each cluster individu-
ally, the discovered clusters were used to train the prediction
models. Subsequently, two ML models were trained for
each cluster to predict the time required to complete student
enrollment in a degree program. Three criteria were used
to evaluate the model: precision, recall, and accuracy. The
experimental results demonstrate that the accuracy rate of
the clustering-guided method increased from 77% for the
non-clustering-guided model to approximately 80%, whereas
recall increased from 72% to 84%.

From a review of recent studies, it is evident that most
previous EDM studies were conducted to predict the future
performance of students and identify at-risk students to pro-
vide early targeted interventions. However, few studies have
used ML techniques to predict future academic disciplines of
degree students. A study was conducted to predict students’
attention toward pursuing postgraduate studies or finding
jobs.

Table 1 shows that the reviewed studies are classified
according to domain and scope to highlight the spatial knowl-
edge gap. It demonstrates that there are just two studies that
used data from university students in Saudi Arabia. Some
studies also used data from high school pupils, however
their domains were distinct. For this reason, this study is
the first that predicts Saudi high school students’ academic
paths.

The literature reviews are summarized in Table 2.

B. INTERPRETATION OF ML MODELS
Here, the outcomes of the ML model were interpreted and
explained to provide a more comprehensive understanding of
the results. In some cases, the interpretability of ML models
is more crucial than their accuracy [23], [35]. A systematic
review [36] highlighted the importance of explainable models
in educational contexts and the gaps in the field of explainable
models in educational studies. We conclude that the explain-
ability of ML models has yet to be explored in educational
contexts.

The Shapley additive explanation (SHAP) value can be
used to enhance the transparency of models, as it helps deter-
mine the main reason for the decrease in the accuracy of
the model. This powerful visualization tool can provide deep
insight into the attributes that affect a model, which can be
immediately interpreted by nontechnical users [37].

Sahlaoui et al. [23] used the SHAP value to explain the
model, which resulted in a 20% enhancement in the achieved
accuracy. Additionally, they revealed that students’ absences
had a significant effect on predicting their performance com-
pared to other factors. Therefore, the use of SHAP values in
ML models is recommended to enhance their performance
and transparency.

The science of DM has proven its significant contribution
to the education sector in predicting the scores of students,
identifying the most influential features of students’ suc-
cess, predicting the attention of students toward postgraduate
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TABLE 2. Summary of literature reviews.
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TABLE 2. (Continued.) Summary of literature reviews.

VOLUME 12, 2024 30611



M. Abdalkareem, N. Min-Allah: Explainable Models for Predicting Academic Pathways

TABLE 2. (Continued.) Summary of literature reviews.
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TABLE 2. (Continued.) Summary of literature reviews.

studies, and predicting the academic programs of students.
Here, we explore the applications of DM and review the
various algorithms used by researchers in other educational
sectors.

Most EDM studies in this study were conducted to predict
student performance. We also established that supervisedML
such as classification and regression is a common type of
DM used in EDM studies. Python and WEKA are commonly
used. RF, BC, X-gradient boost (XGB), DT, and NB are ML
algorithms that achieve the highest accuracy rates. Notably,
the interpretability of ML is rarely used in EDM although it
contributes to the transparency and accuracy enhancement of
models.

Here, we clarify other areas of EDM that require further
investigation. In the following section, we useML algorithms
to predict Saudi high school students’ academic pathways.
Moreover, future EDM studies should consider the inter-
pretability ofMLmodels because it is crucial to enhance their
transparency.

III. METHODOLOGY
Herein, we describe the methodology used in this study.
We named it Masarat predictive models (MPMs) study.
(Masarat is the Arabic word that means academic pathways.)

To achieve the research objectives, we answered the
research questions in seven steps: defining the problem, data
collection, data preprocessing and description, data model-
ing, optimization, verification and evaluation, and explaining
and interpreting the models. These steps are comprehensively
and chronically addressed and listed.

A. DEFINING THE PROBLEM
Until 2021, students in high schools in Saudi Arabia who
accomplished their first mutual year could study science
or art paths for the upcoming two grades. Nevertheless,
Saudi high schools have recently implemented a new system
with more precise academic pathways to prepare students
for future university degrees. These paths include comput-
ers and engineering, health, business, religion, and general
science. Therefore, the question of whether a student’s
future academic path can be predicted arises. Moreover, it is
crucial to know the most related features that affect stu-
dents’ academic paths, as these factors affect their lives in
their early stages. Knowing these factors for students and
parents and being aware of the role of these features in
determining their academic and future careers is essential
to prevent these drawbacks and enhance the potential of
students.

What is the most appropriate ML approach to solve this
problem? ML has various applications, but the predictive
DM approach is the most effective. Each instance in the
dataset used by the ML techniques was displayed using the
exact attributes. These features can be categorical, binary,
or discrete, respectively. Nevertheless, the dataset is termed
unsupervised if it has no labels or correct outputs, unlike
supervised ML, where the dataset is labeled [38]. The objec-
tive of supervised ML was to construct a predictive model.
The created classifier used a portion of the dataset, in which
the label was observed, to train the model. Class labels were
then assigned to the testing rows, where the value of the class
label was unknown.
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Thus, the classification-prediction approach was suitable
for use in this study. The proposed methodology is illustrated
in Fig. 2.

FIGURE 2. Proposed methodology for this study.

B. DATA COLLECTION
First, we contacted theMinistry of Education in SA to request
the dataset. The request was initially declined because the

requested data were considered personal information and
needed to be protected according to the directions of the
Saudi Data and AI Authority [39]. After discussions and
justifications, they accepted the request under the condition
of providing coded student user IDs.

The Statistics Department and Digital Transformation Unit
collaborated to produce the required dataset, which was pro-
vided in three parts in an Excel file format. The first part
contained 35,406 instances and 11 features. This dataset
contained the demographic features of students in the aca-
demic year 2022, who were in the 2nd grade of high school
(grade 11) in the eastern province high schools of SA.
In addition, it had a class label that demonstrated the chosen
academic pathway for each learner.

The second part included the historical academic grades of
the same students in their first year of high school (grade 10)
in the 2021 academic year. The third part included historical
academic grades, attendance, and behavior for the same sam-
ple in the 2020 academic year when they were in the ninth
grade.

C. DATA PREPROCESSING AND DESCRIPTION
Therefore, the collected data were unsuitable for direct induc-
tion. The predominant cases included noise and missing
values. Frequently encountered problems in data preprocess-
ing include the existence of impossible, unlikely, or irrelevant
input values [38].

Consequently, the collected data must be cleaned and pre-
pared into a suitable format for processing. Hence, suitable
preprocessing techniques were applied to the dataset to clean
the noise, impute missing values, and address other problems.
Therefore, after receiving the required datasets, they were
cleaned to eliminate irrelevant features and were concluded
to have 32 relevant features.

1) PREPROCESSING STEPS
Part 1: Initially, the dataset contained 11 features and 35,406
records, which included the demographic features of students
in the academic year 2022 in the second grade of high school
(Grade 11) in eastern provincial high schools in SA. The
preprocessing steps applied in this section were as follows.

1. Drop irrelevant or unnecessary columns.
2. Convert the Arabic language into English.
3. Save the new file: EDMpart1.
There were nomissing values or outliers. The features used

were code, gender, location, school type, school code, and
academic pathways (class label).

Part 2: The dataset contained historical academic grades
for the same students in their first year of high school
(Grade 10) in the 2021 academic year. It has 10 features
and 419,862 records. This massive number of records can
be explained by the fact that each student had 12 records
for 12 courses. Hence, the preprocessing steps applied in this
section were as follows.

1. Convert the Arabic language into English.
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2. Drop all irrelevant or unnecessary columns.
3. Aggregate the course column with the term column in

one feature.
4. Filter the entire dataset by course name.
5. Build a new table for the code, course name, and results

in a new sheet.
6. Drop the course name column.
7. Change the result column name into the filtered course

name.
8. Build 12 new tables for each course.
9. Merge all 12 new tables using the power query editor in

Excel and use the code column as the primary key to link the
12 tables.

10. Save file name: EDMpart2.
11. Merge EDMpart1 and EDMpart2 using the power

query editor in Excel.
12. Save new file name; EDMpart2 combined.
Part 3 had historical academic grades for the same sample

in the 2020 academic year when they were in the ninth grade,
in addition to attendance and behavior. It had nine features
and 510,294 records. This massive number of records can
be explained by the fact that each student has approximately
16 records for the 16 courses. Hence, the preprocessing steps
applied in this section are as follows.

1. Convert the Arabic language into English.
2. Drop all irrelevant or unnecessary columns.
3. Filter the whole dataset by course name.
4. Build a new table for the code, course name, and results

in a new sheet.
5. Drop the course name column.
6. Change the result column name into the filtered course

name.
7. Build 13 new tables for each course.
8. The 13 new tables were merged using the Power Query

Editor in Excel. Notably, the code column was used as the
primary key to link the 13 tables.

9. Save file name: EDMpart3.
10. Merge EDMpart2 combined and EDMpart3 using the

power query editor in Excel.
11. Save the final file name: EDMfull.
12. Some courses such as the Qur’an, family studies, and

sports were not used because they were given only to males
or females or were not given to all school types.

The preprocessing steps are presented in Fig. 3.

2) DATASET DESCRIPTION
Here, we provide comprehensive and descriptive tables
describing all features used in this study. In addition,
we presented a solution for handling imbalanced datasets.
This illustrates the feature selection method used in the
experiments.

a: FINAL DATASET FEATURES
Table 3 lists the final dataset features used in the MPM study.

There were missing values in some instances in the full
EDM dataset. Therefore, the researchers excluded the entire

FIGURE 3. Preprocessing steps.

row with null values rather than imputing them with the
median, mode, or mean, which can introduce bias into the
results. Hence, after deleting the rows with missing values,
the final dataset contained 32 features and 33,878 records.

b: DESCRIPTIVE TABLES OF FEATURES
Table 4 described the demographic features. and V described
the academic features while Table 6 described the geograph-
ical features used in this study. Statistical Package for the
Social Sciences (SPSS) was used to calculate the P value,
mean, and standard deviation.

c: IMBALANCED DATASET
The collected dataset is imbalanced and has an unequal dis-
tribution in the label class. SMOTE [40], [41] was used to
address an imbalanced dataset. SMOTE is an oversampling
technique that produces synthetic minority-class instances.
The SMOTE algorithm selects a random sample from the
minority class. It then finds the k-nearest neighbors for the
chosen sample and produces a synthetic sample between the
chosen instance and its KNN from the minority class. Fig. 4
illustrates the working mechanism of the SMOTE algorithm.

FIGURE 4. SMOTE oversampling technique.

d: FEATURE SELECTION
Feature selection uses several methods to exclude redundant
attributes from a dataset, in which a minimal subset of per-
tinent features is employed to construct a predictive model.
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TABLE 3. Features used in this study.
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TABLE 4. The demographic features description.

In this study, a filter-based method using the chi-square test
was used to include the top ten most significant features and
exclude all other features. The experimental results demon-
strated that the use of the top ten features decreased the
accuracy rate of the predictive models. Therefore, we used
all the available features in the dataset.

D. DATA MODELING
This study was conducted to implement supervised ML clas-
sifiers and a DL technique to build models for predicting
academic pathways of high school students in Saudi Arabia.
DT, NB, XGB, ANN, and RF were the DM techniques used
in this study. Here, we briefly describe the ML and DL
algorithms used in the MPM.

As mentioned earlier, various ML algorithms are used to
model data in the literature. The literature review reveals that
RF, the bagging classifier (BC), XGB, DT, and NB achieve
the highest accuracy rates. The RF algorithm achieved supe-
rior accuracy (99.5%) in the Bujang et al. study [25] and 97%
in the Sokkhey et al. study [11]. The BC and XGB algorithms
delivered their highest functionality in the Sahlaoui et al.
study [23], achieving a 99.4% accuracy rate. Furthermore, the
DT algorithm in the Fernandez et al. study [18] achieved a
96.5% accuracy rate, while the NB classifier in the study by
Abu Amra and Maghari [14] achieved 93.17%.

1) DECISION TREE
The decision Tree (DT) [42] is a supervised algorithm. The
DT learning technique is used in statistics, DM, and ML.
In this formalism, classification or regression DT is used as
a prediction model to draw conclusions regarding a set of
observations. DTs are among the most prevalent ML meth-
ods, owing to their understandability and simplicity.

The primary algorithm utilized for constructing decision
trees is known as ID3, developed by J. R. Quinlan [42].
This algorithm adopts a top-down, greedy approach, sys-
tematically exploring the available branches without any
backtracking. The ID3 algorithm utilizes the concepts of

entropy and information gain in order to generate a decision
tree.

Entropy formula for one attribute is represented in
Equation (1) and Entropy formula for two attribute is repre-
sented in Equation (2). In addition, Information Gain formula
illustrated in Equation (3)

E (S) =

∑c

i=1
−pilog2pi (1)

E (S) =

∑
cϵX

−P (c)E(c) (2)

Information Gain formula represented in Equation (3):

Gain (T ,X) = Entropy (T ) − Entrophy(T ,X ) (3)

2) XTREME GRADIENT BOOSTING
Chen [43] introduced Xtreme Gradient Boosting (XGB) as
a research project for a distributed (deep) ML community
(DMLC) group. Currently, XGB offers package implemen-
tations for Java, Scala, Julia, Perl, and other languages as
well as Python and R packages. Although the XGBoost
model frequently achieves greater accuracy than a single
DT, it does so at the expense of the inherent interpretability
of DTs.

The mathematical formulas represented in Equations (4)
and (5).

In the context of a given dataset (A, B):

Fk (A) = Fk−1 (A) + αkhk (A, rk−1) (4)

argminα =

∑k

i=1
L(B,,Fi−1 (Ai) + αhi(Ai, ri−1)) (5)

3) RANDOM FOREST
The Random Forest (RF) was introduced by Breiman [44]
in 2001. In this algorithm, several DTs were built during
the training phase of the RF learning approach, which was
used for classification, regression, and other tasks. Random
decision forests amend the tendency of DTs to overfit their
training set. Although they frequently outperformed DTs,
gradient-boosted trees were more accurate than the RF trees.
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TABLE 5. The academic feature description.

TABLE 6. The geographical features description.

Nevertheless, the data features can affect the extent to which
they work.

In the feature selection stage, the RF has a significant
effect and distinct behavior. This method considers the
forecast for each tree and selects the prediction with the
highest number of votes. Equation (6) illustrates the RF
function.

RFfAa =
6y ∈ all trees norm f Aay

T
, (6)

where
RFf A sub(a)= the significance of feature x computed from

all trees in the RF model
normfA sub(ay) = the importance of the standardized fea-

ture of a in tree y
T = the overall number of trees.
In the MPM study, RF was used to list the top ten essential

features.

4) NB
NB [45] is a supervised ML approach that uses labeled data
to train its models. This approach simplifies the computation
by relying on class conditional assumptions. Therefore, it is
a simple, supervised ML algorithm. NB is a statistical clas-
sifier approach that employs Bayes’ theorem, which yields
the following equation for the conditional probability of an
event for a given b. Equations (7) and (8) illustrate Bayes’
theorem:

P(a
/
b) =

P
(
b
/
a
)
P (a)

P (b)
, (7)

where
P(a/b) = conditional probability of a given b
P(b) = probability of event b
P(a) = probability of event a
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P(b/a) = conditional probability of b given a

P
(
a
/
b
)

= P
(
b1

/
a
)
× P

(
b2

/
a
)
× . . . × P

(
bm

/
a
)
× P(a)

(8)

5) ANN
ANNs are computer programs driven by biology that imitate
how the human brain processes data. ANNs acquire informa-
tion by identifying data patterns, relationships, and learning
from experience. AnANN comprises several individual units,
artificial neurons, or processing elements interconnected by
weights that compensate for the neural structure and are
arranged in layers. The power of neural computation is
acquired from the networked connections of neurons [46].
In the ANN structure, the training samples pass through the
network and the output is obtained by comparing the network
with the actual output. Subsequently, the error was used to
change the weight of the neuron. Thus, the error gradually
increases to achieve better results using the backpropagation
algorithm [47]. The ANN hyperparameter values used in this
experiment are presented in Table 7. The backpropagation
algorithm is illustrated in Fig. 5.

FIGURE 5. Backpropagation algorithm.

E. OPTIMIZATION
In this study, DT and RF performed well without optimiza-
tion. Conversely, for the XG Boost, the hyperparameters
must be tuned to obtain better results. Therefore, the grid
search method was used for hyperparameter tuning, and the
three hyperparameters were tuned. In addition, the bagging
classifier was used to optimize the poor results for NB,
and the hyperparameter values were modified, as listed in
Table 8. Although the accuracy rate and other evaluation
metrics increased after applying the bagging method, the
overall results remained poor. Although NB performs well
in the literature, it is noteworthy that it does not work well in

TABLE 7. The ANN model’s hyperparameters vlaues.

TABLE 8. The XG boost and NB bagging hyperparameters values.

numeric datasets, such as those used in this study; however,
it performs well in categorical datasets.

F. VERIFICATION AND EVALUATION
1) MODEL EVALUATION METHOD
In this study, all the predictive models were evaluated using
the 80:20 holdout method. The dataset was divided into train-
ing and testing sets of 80% and 20%, respectively.

2) MODEL EVALUATION METRICS
Evaluation metrics are statistical measurement tools used to
evaluate the classifier characteristics. This plays a vital role
in obtaining an optimal classifier during the training. Thus,
selecting appropriate evaluation metrics is important [48].
Therefore, this experiment evaluates several characteristics
to achieve an optimal classifier. The classification problems
were evaluated using a confusion matrix [48], as summarized
in Table 9.
Accuracy and error rates are used to evaluate the general

ability of a trained classifier; however, the accuracy metric
is most used in classification problems [48]. It measures the
truly predicted observations, whether positive or negative,
divided by the total number of observations. The accuracy
rate was calculated using (9): Conversely, the error rate com-
plements the accuracy rate. It measures the misclassified
predictions over the total number of observations. The error
rate was calculated using (10):

AccuracyRate =
TP+ TN

TP+ FP+ FN + TN
(9)

ErrorRate =
FN + TN

TP+ FP+ FN + TN
(10)

Precision is the quality of exactness and is a measure
of statistical variability. Precision was calculated according
to (11).

Precision =
TP

TP+ FP
(11)

Recall (also known as sensitivity) is the true predicted
positive divided by the true positive and false positive values.
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TABLE 9. Confusion matrix for binary classification.

It is calculated using (12).

Recall =
TP

TP+ TN
(12)

Furthermore, the F1-score is the weighted average of recall
and precision, as shown in (13). This is more valuable than the
accuracy in the case of an uneven class distribution.

F1 =
2 ∗ precision ∗ recall
precision+ recall

(13)

The AUC is a prevalent ranking metric used to build an
optimizedMLmodel. The AUCwas also used to compare the
ML algorithms. Huang and Ling [49] theoretically and empir-
ically proved that the AUCmetric is better than accuracy [48].
The AUC can be calculated for binary-class problems as
shown in (14).

AUC =
Sp−Np(Nn+1)/2

NpNn
(14)

where Sp is the total number of positive instances ranked
and Np and Nn are the positive and negative instances,
respectively.

In summary, six evaluation metrics are recommended for
use in this experiment to evaluate and optimize the predictive
model, except for the error rate, because the accuracy rate
was sufficient. Although previous equations were designed
for binary classification, multiclass classifiers were used in
this experiment. Thus, the new formulae for the multiple
classifiers calculate the average values for each class.

G. EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI)
The ML model results can be interpreted and explained to
provide a more comprehensive understanding. In some cases,
the interpretability ofMLmodels is more important than their
accuracy [23], [35].

The SHAP framework is anXAI application. Lundberg and
Lee [50] proposed this concept. The SHAP value technique
applies cooperative game principle to calculate the aver-
age marginal contribution of each feature over all potential
combinations. To calculate the SHAP values, the approach
examines all potential feature combinations and assesses their
impact on the model’s output. This enables a deep knowledge
of how each attribute contributes to the prediction while
accounting for both individual and interacting impacts.

The SHAP value is an XAI method that can enhance the
transparency and interpretability of ML predictive models
because it helps to determine the main reason for the decrease
in the accuracy of a model. This powerful visualization tool
can provide deep insight into the attributes that affect the

model and can be immediately interpreted by nontechnical
users [38]. In summary, the Python library demonstrates the
contribution of each attribute to the prediction of the model.
Hence, the SHAP values were calculated for the RF model in
this study.

These experiments were performed on an iMac Retina 5 K
with a 3.7 GHz 6-Core Intel Core i5 processor, 8 GB of
memory, and a macOS Big Sur operating system. The soft-
ware used in this study was ‘‘Colaboratory’’. It is a free
Jupyter notebook environment on the cloud that allows users
to write and execute Python code in their browsers and access
GPUs with zero charges. Microsoft Excel was used in the
preprocessing phase to integrate, aggregate, and clean the
data. SPSS was used to analyze the dataset features and
calculate the mean, standard deviation, and P value for each
feature.

IV. RESULTS AND DISCUSSION
The major objective of this study was to create multiple
ML predictive models and select the most effective one for
predicting the academic pathways of students in Saudi high
schools. Therefore, to answer the first question of this study
five experiments were conducted.

A. RESULTS FOR FEATURE SELECTION
Experiment 1: Predictive models were designed using fea-
ture selection and filter-based methods (chi-squared test).
This method was used to minimize the number of features
from 31 to 10. The dataset was minimized to 5000 samples
(approximately 15% of the instances). SMOTE oversampling
method was used to balance the datasets. The experimental
results are listed in Table 10.

In this experiment, five classifiers were used to develop
predictive models. Four of them succeeded in predicting
academic pathways. However, the RF outperformed the other
models, achieving an accuracy rate of 98%. Additionally,
it outperformed the other models in terms of the AUC, F1-
score, recall, and precision. XGB initially scored 90% of the
first four evaluation metrics. Therefore, we applied a grid
search for hyperparameter tuning, resulting in an increase of
7% in the same metrics and a 1% increase in the AUC score.

The optimized XGB also scored a very high AUC, which
was almost the same as that of the RF, but less than 1% in the
accuracy rate and other evaluationmetrics. Moreover, DT and
ANN achieved a 96% accuracy rate, precision, recall, and
F1-score; however, ANN outperformed the DT model for the
AUC score.
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TABLE 10. Results for experiment 1.

TABLE 11. Results for experiment 2.

Conversely, NB exhibited poor results in most evaluation
metrics, except for AUC, which scored almost 73%. There-
fore, a bagging method was used to optimize the model.
Consequently, the accuracy rate, F1-score, recall, and preci-
sion scores increased; however, they remained weak.

Experiment 2: Predictive models were developed using
feature selection and filter-based methods (chi-squared test).
This method was used to minimize the number of features
from 31 to 10. All instances in the dataset were used. In addi-
tion, the SMOTE oversampling method was used to balance
the dataset. The results are presented in TABLE 11.

In this experiment, RF outperformed the other models in
all evaluation metrics. Notably, using the entire dataset in
this experiment did not change the scores achieved for each
evaluation metric in the RF and ANN models. However,
it increased the accuracy, precision, F1-score, and recall of the
DT model by 1%. However, the use of the entire dataset neg-
atively affected the NBmodel by decreasing the scores for all
the evaluation metrics. In addition, the bagging method does
not affect theNBmodel. TheXGBmodel scores decreased by
9% in accuracy rate, precision, and recall and they decreased
by 10% and 3% in F1-score and AUC, respectively. A grid-
search method was utilized to optimize the XGB model,
which increased the accuracy rate of the model by 14%.

B. RESULTS FOR ALL THE FEATURES USED
Experiment 3: In this experiment, Predictive models were
developed using full features and a sample of instances with
a sample size of 5000 (approximately 15% of the instances in

the dataset). The SMOTE oversampling method was used in
this experiment. The results are presented in Table 12.

As shown, using all features in the dataset did not affect
the DT model; however, it had a positive effect on all other
models. Although the NB and NB bagging models exhibited
an increase in all metrics, their results remained weak and
were considered to have failed. In addition, the XGB model
benefited from using all features. The XGB tuning model
and RF outperformed each other by scoring 99% in accuracy,
precision, recall, and F1-score, and above 99.9% for AUC.
In the last model, the ANN was improved by 1% and scored
99.7% for AUC and 97% for all other metrics.

Experiment 4: In this experiment, we developed predictive
models using all available features in the dataset and a sample
size of 5000 (approximately 15% of the instances of the
dataset). The SMOTE oversampling method was not used.
The experimental results are presented in Table 13. (Note:
Weighted average was used, but the macro average was not).

This experiment revealed the effect of using an imbalanced
dataset without an oversampling method. The macro-average
of each evaluation metric is different from the weighted
average. The macro-average returns the average without con-
sidering the proportion of each class on the label. Conversely,
the weighted average returns the average by considering the
proportion of each class on the label. Therefore, a weighted
average was used in the experiments.

In contrast to Experiment 3, all models were affected by
using of an imbalanced dataset. Nevertheless, the RF and
XGB models outperformed all other models by achieving an
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TABLE 12. Results for experiment 3.

TABLE 13. Results of experiment 4.

TABLE 14. Results of experiment 5.

accuracy rate of 95%; however, XGB scored the highest AUC
and outperformed the RF model.

In summary, XGB outperforms all other models in the case
of an imbalanced dataset; however, it consumes extended
running time compared to RF.

Experiment 5: In this experiment, we developed predic-
tive models using all available features and instances of the
dataset (100% of the instances of the dataset). The SMOTE
oversamplingmethodwas also used. The experimental results
are listed in Table 14.

The setting for this experiment was to use all dataset
features and instances in addition to the resampling
method SMOTE, which generates equal numbers of classes.
We established that the RF model was superior in achieving a
99% accuracy rate, precision, recall, and F1-score and further
scored 99.97% in the AUC metric. This was followed by

the XGB tuning model, which scored 99.9% for AUC and
98% for all other evaluation metrics. Similarly, the DT model
scored 98.5% for AUC and 98% for all other metrics. The
ANN model scored 99.8% for AUC and 97.5% for all other
metrics.

Therefore, the answer for the first research question obvi-
ous that the academic pathways for Saudi high school
students in can be predicted effectively.

C. RESULTS OF THE MOST SIGNIFICANT FEATURES
The second question of this study was RQ2: What are
the most relevant features affecting students’ academic
pathways?

RF achieved the highest accuracy rate among the other
models in most experiments and was used to rank the most
critical features in descending order.
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As illustrated in Fig. 6, the most influential feature was the
final physics marks provided for first-year high school stu-
dents. Subsequently, students in their first year of high school
received the final marks of the third mathematics course. This
was followed by the second and first mathematics courses
of the same year. Subsequently, three English classes were
conducted. Subsequently, three computer classes were con-
ducted. This was followed by the chemical and biological
studies. The high school’s name came immediately after all
courses in the first year.

FIGURE 6. Feature importance results for RF model.

D. RESULTS ON THE XAI (SHAP VALUES)
ML models are often represented by black boxes. Therefore,
we provide the results of utilizing SHAP values to explain and
interpret the ML models and further count the contribution
of each feature to the predictive process. Therefore, this
approach was used to explain the RF model, which is the best
predictive model among the other models.

Fig. 7 shows the SHAP plot of the RF model. It illus-
trates the features are ordered from those with the highest
to lowest influence on the prediction. It counts the absolute
SHAP values for each feature contribution without determin-
ing whether the contribution is positive or negative.

Fig. 8 shows the summary plot and Fig. 9 shows the
bee swarm count of the contribution of each feature with a
positive or negative impact. Thus, the features are ordered

FIGURE 7. SHAP plots bar for the RF model.

FIGURE 8. SHAP summary plot for the RF model.

according to their influence on the prediction and further
illustrate how higher or lower feature values affect the result.
The small dots indicate a single observation, and the horizon-
tal axis represents the SHAP values.

In this study, the experimental results demonstrated that the
SCHOOLCODE10 feature positively affected the prediction
andwas an important feature that contributed to the prediction
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FIGURE 9. SHAP bee swarm for the RF model.

process. SCHOOLCODE10 provides the name of the high
school for each student. Hence, the name of the school in
which each learner was enrolled was highly related to and
influenced the academic pathways of the students.

The secondmost influential feature was SCHOOLCODE9,
which positively affected the prediction. These results indi-
cate that middle school names positively affect the prediction
of students’ academic pathways.

LOCATION had the third highest impact on the prediction,
and GENDER was the fourth most influential feature. Geo-
graphic and demographic features were the dominant factors
affecting the students’ academic pathways. This is followed
by academic features that have less impact on prediction.
Therefore, MATH13 and CHEM had the same impact on the
prediction process. This was followed by COMP12, PHYS,
and MATH11, which had the same negative impacts on the
prediction process.

The prediction model was easier to understand and more
interpretable when the SHAP value technique was applied.
The report provided essential insight on the relative impor-
tance of different features, with special attention to how
school location influences Saudi high school students’ aca-
demic paths. Educational interventions and policies that aim
to improve student success in higher education and improve
educational outcomes can benefit greatly from the knowledge
contained in these findings.

V. CONCLUSION
In this study, we demonstrated that the academic pathways
of Saudi high school students can be effectively predicted.
The study involved six steps: defining the problem, collecting
the required dataset, preparing and preprocessing the dataset,
and modeling and optimizing to verify and deploy the model.
Furthermore, this study extends the research by applying
XAI to interpret the highest model to better understand and
enhance the transparency of the predictive model. Hence, five
DM algorithms were used to construct predictive models to
answer the research questions.

The experimental results demonstrate that using the
SMOTE oversampling method improves the evaluation

metrics of most classifiers. Moreover, using the feature
selection method reduced the evaluation metrics for most
classifiers, whereas utilizing all available instances increased
the evaluation metrics for most of the built classifiers. There-
fore, the ideal settings for the experiments were to use the
SMOTE resampling method, all available features, and all the
data in the dataset.

The RF and XGB tuning models outperformed the other
classifiers when using full features, SMOTE resampling
method, and a sample size of 5000. RF and XGB outper-
formed each other when an imbalanced dataset was used,
achieving an accuracy rate of 95%. RF also outperformed
the ideal case by achieving a 99% accuracy rate, precision,
recall, and F1-score and it achieved the highest AUC metric
by scoring 99.97%.

The RF model was used to identify the top ten crucial
features that affect academic pathways for high school stu-
dents in Saudi Arabia. We established that physics courses
were the most influential features in high schools, followed
by mathematics, English, and computer courses.

Furthermore, the SHAP values were used to explain and
interpret the superior predictive model. The experimental
results revealed that the name of the high school inwhich each
student enrolled contributed immensely to the prediction pro-
cess. In summary, geographic and demographic features were
the dominant features that contributed more to the prediction
process than academic grades.

In this study, a predictive model with excellent accuracy
was developed. Additionally, we interpreted and explained
this to enhance transparency. Therefore, we recommend that
decision makers in the Ministry of Education in Saudi Arabia
utilize this model, as it can help in the planning and devel-
opment of processes by predicting the future academic
pathways of students. Furthermore, it could accelerate the
digital transformation of educational systems as part of Saudi
Vision 2030.

A limitation of this study is that the dataset used covered
only eastern providence. Therefore, we recommend continu-
ing the research using a dataset covering all high schools in
SA. Additionally, we encourage parents, guardians, and stu-
dents to pay considerable attention to physics, mathematics,
and English courses in tenth grade, as they have significant
influence on students’ academic pathways in Saudi high
schools.
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