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ABSTRACT Creating rich semantic text annotations is a complex process that involves combining multiple
natural-language annotation approaches. This annotation process is often approached sequentially and
includes pre-processing steps and techniques that build on the outputs of others. However, combining them
is not trivial, because some annotation approaches comprise chains of steps or build on other already pre-
existing annotations, some pre-processing steps may be common to several techniques, and many newer
techniques are even end-to-end which have diluted the need for specific pre-processing steps. Yet it can
be beneficial to combine the different approaches because they solve different annotation problems and,
even when they solve the same problem, they may have complementary strengths. Whereas existing works
often approach the annotation process sequentially, we argue that it can instead be implemented as a partly
sequential, partly parallel and concurrent collaboration between independent components. The Blackboard
Model is a long-established problem-solving paradigm that deals with complex problems where multiple
knowledge sources contribute independently towards the solution. In this work, we study the feasibility of
the Blackboard Model for creating rich semantic annotations from text as part of a larger big-data-ready AI
system for supporting journalists and newsrooms.

INDEX TERMS Blackboard model, knowledge graph, big data, deep learning, semantic technologies,
natural language processing, information extraction.

I. INTRODUCTION
Annotating natural-language texts semantically is a complex
information extraction process, which is often approached as
a sequential process that involves multiple natural-language
processing (NLP) steps [1]. We call this an annotation
pipeline. Pipelines are often used in research and industrial
projects that aim to extract information contained in doc-
uments, e.g., news, web pages, reports, court records, and
medical diagnoses. The purpose is to create more structured
representations of the information that can later be exploited
for different purposes such as, but not limited to, building data
lakes and knowledge graphs, conducting data and network
analysis, and supporting information exchange, validation,
retrieval, augmentation, and inference [1]. An annotation
pipeline can involve different tasks as shown in Figure 1.
It typically starts with tasks for cleaning and preparing the
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data, like tokenisation and part-of-speech tagging, which
may be common to several further tasks. The extracted
information may not be required in the following tasks that
solve different annotation problems but some tasks may
build on it. Yet, it is usually propagated through all tasks,
including the outputs of the subsequent tasks. This can create
dependencies between the tasks that can propagate errors and
introduce bottlenecks and data duplication.

Unfortunately, annotation pipelines lack flexibility and
are not easy to modify. Adding or removing components
is challenging due to the dependencies between tasks.
If one would deploy an annotation pipeline as depicted in
Figure 1, this would rather contain dependencies between
the steps similar to the ones in Figure 2. For example,
as shown in Figure 2, named-entity recognition (NER) and
named-entity linking (NEL) may depend on the results of
coreference resolution models to improve the results [3]
and the resolution of dark entities may need to compare
the results of both NER and NEL to identify the missed
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FIGURE 1. Sequential annotation process for NLP (excerpt from [2]).

FIGURE 2. Example of dependencies in the annotation process for our
use case.

links [4]. Similarly, extracting the relations between the
entities in the text may benefit from resolving coreferences
and entities. However, it is difficult to adapt to new data
and annotation types as the annotation pipeline may need
to be modified substantially to accommodate these changes.
In addition, different components may require or benefit
from different types of specialised hardware like TPUs
and GPUs and specific RAM sizes or access to external
services and APIs. As the components of the annotation
pipeline are not fully decoupled, it can be cumbersome to
assign suitable computing resources, parallelise and scale
them. Recently, end-to-endNLP, foundationmodels and large
language models (LLMs) [5], [6], [7] have achieved state-of-
the-art results onmany annotation taskswithout depending on
pre-processing steps or other models. But there will still be a
need to combine LLM annotations with annotations provided
by simpler models and by other LLMs to fully annotate texts.
We expect that future systems will need to interact with more
than one LLM.

Hence, a more flexible alternative to the annotation
pipeline is needed. However, this is not a trivial problem,
because the annotation tasks may involve steps that solve
the same annotation problem in different and perhaps

complementary ways, and other tasks may build on the
outputs of the previous ones. Yet, it can be beneficial
to combine them because they solve different annotation
problems, and even when they solve the same problems,
they may have complementary strengths. This means that the
annotation process is not fully sequential, but it must support
sequentially dependent and independent combinations, where
some steps rely on the outputs of others and some on
the same input to produce the same output. Therefore,
a solution is needed that is flexible enough to integrate new
techniques, such as the end-to-end deep learning models,
transformers [8], foundation models and LLMs [5], as they
become available to solve existing and new annotations
problems.

We show that the Blackboard Model [9] can be used as an
alternative to the current annotation pipeline approach. This
tried-and-tested model is a problem-solving paradigm that
deals with complex problems [10]. It is formalised through
a blackboard where a problem is presented, and knowledge
sources which are expert agents capable of solving parts of
the problem each. The knowledge sources act independently
of each other in a parallel way. When the different parts of the
problem are solved, they are merged to create the solution.
In our case, a knowledge source is a software component that
performs text annotation tasks, whether pre-processing, like
tokenisation, or semantic annotation tasks, like named entity
linking. The blackboard is a temporary storage of more or
less annotated versions of each new text, which are finally
merged to become fully annotated. Therefore, the annotations
must be represented in a format that can be easily unified
in order to be merged. This approach provides a flexible,
extensible, maximally parallel, and thus scalable solution
for NLP annotation, reducing the dependencies and data
duplication, and facilitating integration. Therefore, in this
work, we ask: ‘‘How can the Blackboard Model be adapted
for rich semantic annotation of text?’’ For the rest of this
paper, we refer to the Blackboard Model as the annotation
blackboard to distinguish it from the annotation pipeline.

We explore the following use case: annotating a real-time
stream of news to create knowledge graphs that represent
the news stories. However, the present paper only discusses
the first part of this use case: the rich semantic annotation
of text. Our use case is tackled in the context of a
larger project and big-data-ready AI system [11], [12], [13]
that explores semantic technologies and knowledge graphs
to provide journalists with newsworthy information from
social media and news sources [14], [15]. We built the
annotation blackboard on top of big-data-ready technologies
and used semantic vocabularies and technologies to annotate
and represent news. These technologies have proven to
provide scalability, distribution and flexibility to Big Data
by design. Some other works have already explored the
usage of big-data technologies to parallelise the annotation
pipeline with promising results [16]. In comparison, our
approach differs because it utilises an alternative paradigm
to the annotation pipeline that can easily accommodate
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new annotation techniques and reduce dependencies between
components.

The article is organised as follows: Section II extends
the definition of the Blackboard Model. Section III details
our implementation of the Blackboard Model for NLP
annotation. Section IV presents the conducted experiment
and its results. Section V discusses our contribution, and
Section VI states our conclusions and suggests further work.

II. BACKGROUND
A. BLACKBOARD MODEL
The Blackboard Model was introduced in the 1970s as
a problem-solving paradigm for complex problems [10].
It offers a parallel and concurrent approach as an alternative
to sequential problem-solving models. The Blackboard
Model [9] consists of two types of components: the
blackboard and the knowledge sources. The blackboard is
a data structure, such as a database or common repository,
where the problem is presented to the knowledge sources.
The knowledge sources are agents that have the required
knowledge or access to it and are specialised in solving one
part of the problem. Each knowledge source contributes to
solving the problem by providing a partial solution. The
different contributions can be sequentially dependent on one
another or completely independent. The partial solutions are
shared on the blackboard so that other knowledge sources can
use them. When all knowledge sources have contributed, the
partial solutions are combined to form the final solution.

This approach reduces bottlenecks as the whole process
can be parallelised easily (but with sequential output-input
dependencies accounted for), instead of a sequential process
where each task waits for the previous one. It also reduces
data duplication as data and contributions are shared in the
blackboard and do not need to be propagated from one task
to the other. As the knowledge sources are independent,
they can be easily scaled, replicated and replaced. However,
this approach requires a coordination model to activate the
knowledge sources [17].

III. NLP ANNOTATION AS A BLACKBOARD APPROACH
The information extraction process in an annotation pipeline
consists of various steps that range from specific filtering
and pre-processing to annotation tasks. Pre-processing tasks
typically include downcasing, lemmatisation, removal of
stopwords and/or punctuation, vectorisation, etc. Common
annotation tasks are sentiment analysis, topic labelling,
named entity recognition and linking, relation extraction,
etc. Each of these tasks can be implemented as a software
component that has a clear purpose and functional boundary.
Several interrelated tasks can also be implemented in the
same software component. In either case, we can consider
these components as knowledge sources.

In an annotation pipeline, the information is often for-
warded as input to the next task that only uses the information
it needs to expand the annotations and add them to the output.
Instead, in our annotation blackboard, this information is

FIGURE 3. Annotation blackboard representation.

stored in a common repository, from which each component
retrieves the inputs it needs and to which it generates its
outputs. Hence, we can instantiate this common repository
as a blackboard. To fully move from an annotation pipeline
to an annotation blackboard, we must not only instantiate the
software components and common repository as knowledge
sources and blackboard but also follow a new processing and
coordination model.

In our use case, a stream of news (raw text) is semantically
annotated with the concepts and relations in the text [3],
[18], Figure 3 illustrates the instantiation of the annotation
blackboard. In it, the different annotation tasks such as
named-entity recognition (NER), relation extraction (RE),
named-entity linking (NEL), coreference resolution, part-of-
speech tagging (PoS) and others are types of knowledge
sources. Each annotation task can be realised by one or
many knowledge sources, these can be any type of model
from rule-based and machine-learning models to foundation
models fine-tuned to specific tasks or calls to external API
services. In our system, we used small transformer-based
and other models for their simplicity, availability and low
resource consumption as they can run in single CPU instances
(i.e., an implementation of RoBERTa [19] from SpaCy called
en_core_web_trf for NER, PoS and coreference, a fine-tuned
BERT model from the OpenNRE [20] for REL, a fine-
tuned BERT model for sentiment classification, a fine-tuned
DeBERTa model for natural language inference for topic
classification [21], and the DBpedia Spotlight model for
NEL [22]). Using LLMs, especially those that are fine-tuned
for instruction-following tasks, may require implementing
extra steps in the blackboard prototype to guarantee and
validate that the outputs are always consistent with the desired
format.

In the model illustrated in Figure 3 the outputs of
pre-processing tasks like coreference resolution and PoS
tagging do not need to be used by all of the other knowledge
sources as some of them may be implemented as end-to-
end models. Instead, only those knowledge sources that need
these outputs will access them.
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FIGURE 4. UML state machine diagram1 of the annotation blackboard.

Figure 4 shows a state diagram of a part of the annotation
blackboard process. It illustrates how each raw input text
is sent to the blackboard. Inside the blackboard, the text
can be annotated by several independent knowledge sources.
Annotation with named entities and relations can, in turn,
involve new independent and concurrent transformations
as well as sub-states. As soon as named entities have
been annotated, the entities can also be linked. Identifying
unlinkable (dark) entities [4] is a possible transformation.
In parallel with NER and NEL, relations between the named
entities can be identified and possibly linked. Finally, the
different annotations are merged to produce an annotated
output text. Figures 3 and 4 only show a small number of
annotation techniques. They do not cover all possible pre-
processing steps, nor do they account for other existing or
future annotation techniques such as stance detection, event
detection, frame analysis, etc.

Different annotation components can support single trans-
formations or groups of related transformations. For example,
one component can perform only NER on raw texts, another
can perform NEL on texts with NE annotations, and a third
component can perform both NER and NEL on raw texts.
Similarly, one component can perform RE on texts with
named entity annotations, and another can perform combined
NER, RE and RE linking on raw texts. All these different
possibilities for combining annotations, of which some are
proper extensions of others, can be accommodated by a
hierarchy of annotations that range from fine-grained to

1http://www.omg.org/spec/UML/2.5/

FIGURE 5. Hierarchy of annotations.

more complex annotations as illustrated in Figure 5. This
figure also shows the possibilities that our adaptation of
the Blackboard Model provides for using the information
in the hierarchy. For example, tasks like relation extraction
can be implemented by two different knowledge sources,
have as input different levels of annotations, and the same
knowledge source can have more than one input from
different annotations.

This model facilitates extensibility because, at any time,
we can add more types of knowledge sources without
interfering with the others. As the information is always
shared through the blackboard, new knowledge sources of the
same type can just read from andwrite to the same parts of the
blackboard independently. This is crucial, as new annotation
components continue to become available. If a new type of
knowledge source needs a new type of input or generates
a new type of output, this new information can be added
and used as part of the hierarchy of annotations, without
affecting the other knowledge sources. This also applies to
pre-processing tasks.

Our adaptation of the Blackboard Model implies that the
blackboard must differentiate and be able to represent the
different types in the annotation hierarchy, the represen-
tation format must always allow the addition of types of
annotations without interfering with the current ones, and
the different annotations must be mergeable. Therefore, the
blackboard must be implemented using technologies that
facilitate information access, merging and differentiation, and
the knowledge sources must employ flexible formats for
representing and structuring information. We decided to use
semantic technologies and vocabularies to represent anno-
tated texts and Apache Kafka2 and ksqlDB3 to implement the
blackboard.

2kafka.apache.org
3ksqldb.io
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TABLE 1. Vocabularies used in this work.

LISTING 1. Raw text represented in NIF.

Semantic technologies and vocabularies provide language-
agnostic and machine-understandable representations that
allow us to homogenise the inputs and outputs of the knowl-
edge sources. Hence, by using the same representations, any
new knowledge source can easily be adapted to use and
share the information on the blackboard. There are different
semantic vocabularies for representing NLP annotations [23]
such as NAF [24] and NIF [25]. Among them, we chose NIF
because it provides a vocabulary and an ontology that let us
identify each annotation uniquely; annotate spans, sentences
and annotations with quality measures like confidence and
precision; and easily introduce new types of annotations.
By being able to represent and differentiate annotations at any
specific level, we can alsomerge annotations that are included
in or overlap with other annotations. In addition, NIF is a
widely used vocabulary on the semantic web. Table 1 lists
the vocabularies we use to represent the annotations in this
work.

Apache Kafka is a highly scalable event streaming plat-
form that follows a publish (write)/subscribe (read) protocol
for communication and data storage. In Apache Kafka, the
information is constantly published into independent streams
of topics that we can use to represent the different types in
the annotation hierarchy (i.e., each type is represented as
a topic).4 These topics, in turn, are distributed and can be
subscribed to by multiple knowledge sources simultaneously
and their outputs can be published to other topics. Each
message (or text) in a topic has a unique key, which can be
used to identify versions of the same original text that have
been differently annotated and thus stored in different topics.

KsqlDB is a database for stream processing built on top of
Apache Kafka that provides a query language similar to SQL
and facilitates merge-on-read of topics. To merge annotations

4An example of the Kafka topics can be seen in Figure 5 where the name
of the topic is placed between << >> above the name of each type of
annotation.

LISTING 2. Named entity linking annotations represented in NIF.

LISTING 3. Relation extraction annotations represented in NIF. We used a
extended version of NIF as explained in Section IV-A.

from different knowledge sources, either as an input to a
knowledge source or to generate the final output, we run a join
query using the same key on the different topics with ksqlDB.
The current implantation uses a simple time windowing to
collect the results from the knowledge sources. By combining
Apache Kafka and ksqlDB, we can differentiate and represent
the different types of the annotation hierarchy and add new
types of annotations (topics) without affecting the current
ones. This flexibility is achieved in part by using NIF, as it
makes the outputs of the knowledge source comparable,
reusable and mergeable.

To further illustrate the process, we can take as an example
the following sentence as input:

Pau Casals, the legendary Catalan cellist, received
the United Nations Peace Medal.

This sentence will be represented in NIF as shown in
Listing 1 and published in the topic item with a unique
key. The current implementation uses an MD5 hash of
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LISTING 4. Stream join query

the sentence to create the key. The sentence can be then
further processed by the knowledge sources to, for example,
identify the named entities linked to DBpedia as shown in
Listing 2 and extract the relations as shown in Listing 3.
Each knowledge source will publish its outputs in the
corresponding topic (e.g., item-NEL and item-RE).
A join query like the one in Listing 4 will merge

the different topics into one within a time window. The
current implementation of the join query on ksqlDB runs
continuously and streams the results as soon as there is
a match within the specified time windows. Then, a final
knowledge source will combine the different outputs to
resolve and build the final annotation.

IV. EVALUATION
We conducted an empirical evaluation to compare the perfor-
mance of the annotation blackboard to a sequential annotation
pipeline for transforming text into rich semantic annotations.
Our evaluation only compares the annotation blackboard
with the sequential annotation pipeline, because they use
two distinct approaches and we have not identified other
approaches for text annotation. Today, most of the solutions
use sequential annotation pipelines where some parts are
executed in parallel using big-data-ready technologies to
speed and parallelise the process. However, the underlying
paradigm is the same.

The experiment includes knowledge sources that perform
topic annotation, sentiment annotation, coreference resolu-
tion, NER, NEL, dark entity resolution and RE linking.
The NER and NEL use either raw text or the coreference
resolution as input, the dark entity resolution uses the outputs
of NER and NEL, while the RE linking can use either
the outputs of the NER or REL. The other knowledge
sources only use raw text. A final knowledge source uses the
outputs of the previous knowledge sources to represent their
annotations as graphs following an event/item annotation
ontology [18].
To conduct the experiment, we used feeds of news articles

written in English. The articles were gathered from a wide

LISTING 5. Extension of NIF to annotate sentiments using external
resources.

variety of sources provided by the NewsAPI,5 a service that
provides news feeds frommore than 80.000 news sources and
blogs worldwide. The news articles varied in length, ranging
from 18 to 34561 characters with a median text length of
2249 characters per article. The shortest articles consisted
only of the title as we were unable to download its content
due to paywalls or other limitations. The generated graphs
varied in length accordingly, ranging from 9 to 5101 triples,
with a median of 722 per article.

We run the experiment as part of a larger prototype of
a big-data-ready AI system described in [13] to simulate a
scenario closer to a real-life solution. The experiment runs on
a cluster of 22 cloud instances with a total of 73 vCPU and
228GB RAM.6 We implemented the annotation blackboard
according to the descriptions in the previous section. For the
sequential pipeline, we used the same knowledge sources as
in the annotation blackboard but executed them sequentially.
To annotate the news items we used the NIF vocabulary.
However, we had to extend it to include the sentiment,
coreference and RE linking annotations.

A. NIF EXTENSION
The NIF 2.0 specification [25] does not support annotating
sentiment, coreferences and semantic relations between
entities in the text. Therefore, we had to extend NIF 2.0 to
include additional types of NLP annotations. To extend the
NIF ontology, we aimed to reuse and adhere to the existing
concepts and definitions.

NIF already includes the nif:sentimentValue and
the nif:topic properties to annotate sentiments and
topics respectively at either document (nif:Context)
and sentence or word (nif:String) level. How-
ever, nif:sentimentValue is intended to anno-
tate decimal values from −1 to 1. In our case, the
nif:sentimentValue is not suitable as we annotate
sentiment concepts using resources from external repositories
such as DBpedia (e.g., http://dbpedia.org/resource/Joy). The
way we annotate sentiment is similar to nif:topic
definition. Therefore, we decided to extend NIF by adding
a new type of property, the nif:sentiment, which is

5newsapi.org
6The cloud instances run on different models of CPU (Intel Xeon CPUE5-

2680 v3 @ 2.50GHz, Intel Xeon CPU E5-2680 v4 @ 2.40GHz, Intel Xeon
Gold 6226 CPU@ 2.70GHz, Intel Xeon Gold 5317 CPU@ 3.00GHz, AMD
EPYC 7452@ 2.35GHz) and memory speeds (2133MT/s, 2400MT/s, 2933
MT/s, 3200 MT/s) respectively.
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LISTING 6. Extension of NIF to annotate coreferentials.

LISTING 7. Extension of NIF to annotate coreference resolutions.

based on and follows the same definition as the nif:topic.
Listing 5 shows the nif:sentiment definition.
As for coreference, we annotate expressions that are

coreferential and the resolved text where all the corefer-
entials are substituted by their respective referents. The
current NIF does not support these types of linguis-
tic annotations. However, it does offer nif:head and
nif:tail properties, which we used to annotate the
co-indexed expressions (nif:String). The nif:head
annotates the referent, and the nif:tail annotates
the coreferential. To distinguish coreferentials from other
annotations, we extended NIF by adding a new sub-
class of nif:Structure called nif:Coreferential,
as shown in Listing 6. To distinguish the resolved text that
contains the coreference resolutions from other annotations,
we created a new subclass of nif:Context called
nif:CoreferenceResolution as shown in Listing 7.
We reused the property nif:wasConvertedFrom to
indicate the text (nif:Context) from which the resolved
text is derived.

We annotate semantic relations between entities present in
the text using properties from DBpedia (e.g., http://dbpedia.
org/property/locatedIn and http://dbpedia.org/ontology/
occupation). However, NIF does not provide an explicit
vocabulary to annotate semantic relations between expres-
sions (nif:String). While it does provide properties
to annotate linguistic dependency relations between words,
these are intended to follow the dependency grammar theory.
To address this limitation, we extended NIF by adding a new
subclass of the nif:Structure called nif:Relation
as shown in Listing 8. We also created two new properties
to represent the nif:Relation with a resource from
an external source: the nif:taMsRelationRef and
nif:taRelationRef. The nif:taMsRelationRef

LISTING 8. Extension of NIF to annotate coreferentials.

represents the most significant semantic relation, while
the nif:taRelationRef represents more than one
relevant relation.

In addition to extending the NIF ontology, we also needed
to extend the hash-based identifiers proposed in the NIF
specification [26]. The hash-based identifiers provide an
alternative to the offset-based identifiers used in the listings
of section III. The main difference between these two types
of identifiers is that the hash-based identifiers use the MD5
algorithm to hash the surrounding text of the annotations as
part of the identifier, rather than using a sequential number
for the text plus the offsets of the annotation. While hashing
the text provides a universal identification, the hash-based
identifiers can produce the same identifier when the same
word is annotated in different positions with the same
surrounding text. This can be addressed by increasing the
amount of surrounding text used for creating the identifier.
However, this solution may not always work, particularly
for small tweets or texts. Therefore, to create unique and
universal identifiers, we added the offsets to the hash-based
identifiers. This solution ensures that the same annotation in
different positions with the same surrounding text will always
have different identifiers.

B. RESULTS
In Table 2 we report the process time and wall time for each
approach and the improvement of the annotation blackboard
over the sequential pipeline. Process time refers to the amount
of time it takes for the CPU to complete a task, while wall
time refers to the amount of time elapsed from the start to the
end of a task, including any time spent waiting for resources
or performing other tasks. As the underlying NLP models in
both approaches are the same, the resulting annotations are
identical. Therefore, we did not use information retrieval (IR)
metrics like accuracy to evaluate the results. The Appendix A
shows two examples of the resulting annotations, including
annotations from each NLP process. Further work is needed
to evaluate in detail how the proposed approach improves
flexibility andmaintainability compared to traditional tightly-
coupled pipelines.

The results of the experiment show that the annotation
blackboard outperformed the sequential pipeline in terms of
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TABLE 2. Median time [range] in seconds for the annotation blackboard
and the sequential pipeline and the time improvement of the annotation
blackboard compared to the sequential pipeline.

FIGURE 6. Wall times for the different NLP processes, including process
sleep and network times.

FIGURE 7. CPU and user system process times for the different NLP
processes.

both process time and wall time per article. The boxplots in
figures 6 and 7 show the distribution of time taken by each
knowledge as wall time and process times respectively. This
can help identify which knowledge sources take longer to run
and potentially be used to optimise their performance.

V. DISCUSSION
Our experiment demonstrates that using the Blackboard
Model to generate rich semantic annotations from raw text
is feasible. The Blackboard Model reduces the complexity
and dependencies of the annotation pipeline using decou-
pled knowledge sources. This allows the system to be
easily extended with new knowledge sources, that can add
additional capabilities or fulfil other use cases without the
need to redesign the system or modify it extensively. It also
facilitates parallelization and scalability of the system.

As the knowledge sources are independent units that
employ common standards, they can be deployed as
microservices and scaled effortlessly. In our experiment,
each knowledge source has been deployed as a dockerised
application. We have also separated the NLP models from
the knowledge sources, achieving better resource allocation,
fast updates, replication and reuse. This separation is reflected
in the difference between the wall time and process time
figures 6 and 7. The process time does not include the
inference and processing time of the model. One possible
alternative to reduce the time of the models is running these
models on GPUs rather than on CPUs. Overall, this makes
the Blackboard Model an attractive paradigm for building
flexible, scalable and modular systems.

However, in our experiment, we observed that current
semantic vocabularies for text annotation do not cover all
the different types of annotations in NLP. For instance,
we needed to extend NIF because it does not have explicit
support for annotating relations between entities, sentiments
and coreference. This can pose challenges for integrating the
outputs of knowledge sources and requires adapting these
vocabularies to specific cases. As a result, the annotation
system may vary across different systems.

A. INTEGRATION WITH FOUNDATION MODELS
Foundation models [5] are currently leading the state-of-the-
art in various artificial intelligence areas, including NLP.
Examples of foundation models are InstructGPT [6] and
GPT4 [7]. These models have opened many new possibilities
as they can provide remarkable results for tasks that have
not even been trained for. The annotation blackboard can be
implemented by integrating one or more foundation models.
In this case, each knowledge source will be responsible for a
different task and interact with the foundation model through
specific prompts tailored to the task. Consequently, a single
foundation model may be accessed by multiple knowledge
sources at the same time.

B. JOURNALISTIC USE CASES
Our proposed annotation blackboard can be extended with
additional knowledge sources to support different journalistic
use cases in newsrooms [27], [28]:

1) PERSONALISED NEWS CREATION
Knowledge sources tailored to journalists’ interests or news
angles can provide journalists with more personalised news
feeds and help newsrooms to better adapt to their audience
or focus [29], [30]. For example, a knowledge source can be
added to connect dispersed and hidden pieces of information
to a particular story of interest or frame the story with a new
angle targeting a particular audience.

2) AUTOMATED NEWS ARTICLE SUMMARISATION
As soon as partial annotations containing the key concepts
and relevant information are generated, other knowledge
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sources can use them to summarise the text [31]. This can
save journalists time in sifting through large amounts of
text and allow them to quickly identify the most important
information.

3) FACT CHECKING
Knowledge sources can connect to knowledge graphs and
external repositories such as DBpedia and Wikidata. These
repositories can be used to verify claims and statements made
by politicians, public figures, and other sources [32].

C. OTHER USE CASES
The Blackboard Model can be employed in other domains
with multimodal data, such as audio, time series and images.

1) STOCK MARKET PREDICTION
An annotation blackboard can provide a live view of
the market by combining multiple knowledge sources that
leverage different types of data such as historical and current
price data, market trends, financial reports, news articles and
social media [33]. This facilitates other knowledge sources to
generate more accurate predictions and analyses of the stock
market.

2) SMART ENVIRONMENTS
In smart environments such as smart cities, factories and
buildings with large amounts of diverse IoT sensors, each
knowledge source would be responsible for processing
data from a specific type of sensor [34]. The annotation
blackboard would integrate the partial solutions that can be
then used for decision making like optimising energy usage
and routing, detecting and responding to security threats and
managing traffic flow.

VI. CONCLUSION
We have shown the applicability of the Blackboard Model in
the context of NLP for transforming news into rich semantic
annotations. Our experiment shows that the annotation
blackboard outperforms the sequential approach in terms
of process time and wall time. This is due to the parallel
and concurrent nature of the Blackboard Model. Besides,
the Blackboard Model offers additional advantages as it can
easily accommodate new knowledge sources, allowing for
easy scaling, adaptation to different purposes and integration
of diverse techniques.

One of the main challenges of the Blackboard Model is the
coordination model, which we have addressed by employing
Apache Kafka and ksqlDB. Apache Kafka provided off-the-
shelf coordination, hence alleviating the need for developing
a specific component designated to coordinate the different
knowledge sources. KsqlDB brings a flexible mechanism for
merging the outputs of the knowledge source. In addition,
we employed theNIF vocabulary and semantic representation
to represent the outputs of the knowledge sources, easing
the integration and understanding of the knowledge sources.

The combination of these technologies makes the Blackboard
Model a viable alternative for integrating and scaling AI
pipelines to Big Data solutions. One limitation of using
Apache Kafka ksqlDB to coordinate and merge the outputs
of the knowledge sources is handling large messages that
exceed the memory limitations. This can be addressed by
temporarily storing the data of the messages in databases and
only passing metadata. This can considerably reduce the size
of the messages, as only the needed identifiers to retrieve the
data are passed.

Alternatives to Apache Kafka can be considered to
implement the blackboard such as Apache ActiveMQ7 and
RabbitMQ.8Wedecided to useApacheKafka as this provides
a native distributed architecture and is designed for high
message volumes and real-time processing, providing a
better fit to our requirements and throughput than Apache
ActiveMQ and RabbitMQ. Albeit, as the proposed annotation
blackboard is not bound to a particular technology, the
alternatives can be adopted since they provide similar
message distribution protocols as the publish/subscribe
protocol. Ultimately, the technological decision relies on the
requirements of the deployed solution.

We believe that our findings provide valuable insights
for researchers and practitioners working on text annotation.
Further research can explore the potential of the Blackboard
Model in other NLP applications, as well as investigate
the use of different knowledge sources to solve the same
annotation task and the integration of different types of repre-
sentations such as vector embeddings. Further investigation is
also needed on semantic vocabularies to cover different types
of annotations. To further scale the annotation blackboard,
in future work, we are interested in the possibility of building
the knowledge sources as Spark jobs and combining Apache
Kafka with Apache Spark.9

Future big-data AI systems will need similar solutions as
the one proposed in this work to scale their annotation or
similar pipelines and easily integrate the new advances in AI.
Hence, employing the Blackboard Model as proposed in this
work may be relevant and applicable to other domains with
similar needs.

APPENDIX A
ANNOTATION EXAMPLES
Listings 9 and 10 provide a simplified example of the result
of the annotation blackboard. To facilitate the identification
of the knowledge source that generated each annotation
type, we indicated in the listings the knowledge source that
produced the following annotations with a comment that start
with #. These examples also represent the situation where not
all the knowledge sources contributed directly to the final
result, a situation that happens when the output of some
knowledge source is not required to annotate the text due to

7activemq.apache.org
8rabbitmq.com
9spark.apache.org
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LISTING 9. Example of the result of the annotation process. The process
that generated each of the annotation is marked above the annotation as
a comment (i.e., #Sentiment, #Topic, #NER, #NEL and #REL).

the lack of information or the absence of relevant content to
be annotated. This implies that the knowledge source cannot
perform any annotation because there is nothing in the text
that falls within its domain of expertise.

LISTING 10. Simplified example of the result of the annotation process
for a coreference resolution.
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