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ABSTRACT FPGAs are currently being used in many applications due to their flexibility and
re-programmability. Some of these applications operate in harsh environments. One such environment
is space. Focusing on space applications, these FPGAs are subjected to soft and hard faults. For newer
technology nodes, in addition to the harsh space environment, these errors are more severe. This paper
investigates several fault-tolerant architectures to mitigate Single Event Upsets (SEUs), Double Event Upsets
(DEUs), Triple Event Upsets (TEUs) as well as hard faults. Conventionally, for TEUs, seven copies of
a module are required (7MR). Therefore, a modified 7MR architecture is studied along with two other
architectures with six redundant modules: a modified 6MR architecture and a modified Triple Duplex
architecture. Using Continuous Time Markov Chains (CTMCs), it is proven that, in many of the cases
studied in this article, the modified Triple Duplex architecture has a higher reliability than the modified
7MR architecture. This is a counter-intuitive result. It is also proven that the modified 6MR architecture
always has a lower reliability than the modified Triple Duplex architecture even though they both require
six redundant modules. The ratio between the relative rates of SEUs, DEUs and TEUs plays an important
role in determining the most reliable architecture. Furthermore, the Xilinx Vivado tool with the Kintex7,
7k410tfbg676 device is used to implement the modified 7MR and modified Triple Duplex voters to estimate
the area and power consumed by these techniques.

INDEX TERMS DEU, fault tolerance, FPGA, reliability, SEU, TEU.

I. INTRODUCTION
In recent years, many safety-critical applications required
a high level of reliability, such as automotive, biomedical,
and space applications. Field Programmable Gate Arrays
(FPGAs) based on Static Random Access Memory (SRAM)
components are often used nowadays in these appli-
cations [1], [2]. There are many space applications
where FPGA-based platforms can be very useful such as
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approving it for publication was Shunfeng Cheng.

spacecrafts, satellites, and rovers. The extensive number of
resources offered by programmable logic devices can be
used, for instance, to increase flexibility in the on-board
computer in satellites and in the automotive industry. Design
modifications can be made up until a fairly late stage in the
development process since FPGAs are configurable in the
field. In addition, after a satellite is launched, new features
and programs can be configured or updatedwhile in space [3].

Space, in particular, has a very harsh environment since
there are different particles caused by radiation such as pri-
marily electrons, protons and heavy ions. These particles
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come from a variety of sources, such as the sun, novae,
and supernovae; the energy levels of these particles vary
depending on the source and the orbit. When these radiations
strike an electronic device such as an SRAM- based FPGA,
they may cause a problem that is primarily seen in memory
elements with static cell implementations. This problem is
called Single-Event Effects (SEEs) [4].
SEEs can be classified as soft errors (errors which cause no

permanent damage and can be recovered such as Single Event
Upsets (SEUs) or Single Bit Errors (SBEs), Single Event
Transients (SETs) and Address Decoding faults) and hard
errors which permanently damage the semiconductor such
as Time Dependent Dielectric Breakdown (TDDB), electro
migration and hot carrier effect [5], [6]. For SRAM-based
FPGAs, the most frequent faults are SEUs [7].
There are several fault injection techniques for

Single-Event Effects (SEEs) such as software-based tech-
niques which use Single-Event Transient (SET) current
pulses (double-exponential model) to inject SET fault [8],
SEE laser testing to inject SEE faults via a laser beam [9]
and heavy-ion irradiation to inject Single Event Functional
Interrupt (SEFI) faults [10]. These techniques can help in the
determination of the interarrival times of different failures
such as SEUs/MEUs. These rates are then used in mathemat-
ical models (such as Markov models [11], [12] to calculate
reliability. Note that reliability at time t is the probability of
a system/module functioning correctly at time t given that it
was operational at t = 0 [11], [12]. These models take into
account the fault-tolerant techniques used in the architecture
under study as well as the interarrival times of failure events
and repair actions. These interarrival times are represented by
the SEU/MEU failure rates and the repair rates.

For an FPGA, SEUs can cause the information stored in
a configuration bit to flip, thereby changing the function
of the circuit and producing an error. If the correct data
is re-written in the failed configuration bit, the problem is
solved, and the circuit resumes correct operation. Circuits
grow more prone to upsets when technology is scaled down
to improve resource integration and use less energy, to the
point where Multiple-Event Upsets (MEUs) present new dif-
ficulties that cannot be ignored [13]. Particles may affect two
or more memory cells (usually adjacent). While SEUs are
still the most probable soft faults in FPGAs, some researchers
have recently tackled MEUs [1]. This paper will focus on
SEUs, Double Event Upsets (DEUs) and Triple Event Upsets
(TEUs) as well as hard faults. While the probability of DEUs,
TEUs and hard faults is lower than that of SEUs, they can-
not be ignored in the very harsh space environment and
scaled-down FPGA technology.

There aremany fault-tolerant techniques that can be used to
mitigate the effects of the faults considered in this work; these
techniques must be able to address DEUs and TEUs. There-
fore, Triple Modular Redundancy (TMR) is not appropriate
here even though it is the most commonly used fault-tolerant
architecture; it can only recover from SEUs and hard faults.
Since TEUs are considered, at least seven identical copies of

a module (7MR) must be used to still have a valid majority.
However, it was shown in [14] that a variation of the conven-
tional Triple Duplex architecturemay detect and recover from
SEUs, DEUs, TEUs and hard faults.

Therefore, in this paper, the focus will be on the modified
7MR technique and the modified Triple Duplex technique
described in [14]. Since the platform is a SRAM-based
FPGA, the Dynamic Function eXchange (DFX) will be uti-
lized [15]; when an error is detected and identified in one, two
or three modules, a DFX process is initiated to overwrite the
affected module(s) with a correct partial bit file stored outside
the FPGA. If the problem is due to a soft error (SEU, DEU or
TEU), DFX will solve it. If the error is due to a hard fault in
a module, the architecture will have to operate correctly with
one less module. In some situations, the module output will
not be available during DFX. The duration of DFX is most
often in the range of tens to hundreds of milliseconds (espe-
cially if several partial bit files have to be downloaded [16]).
There are systems which use the Retry backward error recov-
ery technique meaning that the operating system takes the
system back to a point where accurate state information is
available [11]. Furthermore, the concept of the Watchdog
monitor is used in many contemporary microprocessors (such
as the ARM Cortex [17]) to mitigate control flow problems;
the system is interrupted, and a reset is applied.

This article studies the reliability of the modified 7MR
and the modified Triple Duplex architectures. Reliability is
calculated by solving Markov models (CTMCs) with dif-
ferent failure rates. The SHARPE [18] tool is used for the
calculations. As mentioned above, the fault model consists of
SEUs, DEUs, TEUs and hard faults, one fault at a time. For
completeness, a modified 6MR architecture is also studied
and compared to the other two main architectures. It will
be shown that the modified 6MR technique has the lowest
reliability while the modified Triple Duplex technique has the
best reliability in most cases. The modified 7MR technique
has the best reliability in a few cases. This counter-intuitive
result is important because the general rule is that more
redundancy leads to a higher reliability. Here, this is not the
case.

Other contributions of this research are:
• Designing and implementing the modified 7MR voter
on the Xilinx Kintex7, 7k410tfbg676 device.

• Implementing the modified Triple Duplex voter on the
Xilinx Kintex7, 7k410tfbg676 device to be able to com-
pare it to the modified 7MR voter (using Vivado tool).

• Proving that the reliability of the modified Triple Duplex
architecture is always higher than the modified 6MR
architecture.

While this work focuses on FPGAs, techniques following
the same reasoning, can be applied to other technologies.
Memristors have recently gained a lot of attention in the
literature because of their suitability for many important
applications such as neuromorphic circuits [19]. However,
the fault models in memristor-based circuits are different
than those studied in this article. It would be interesting to

VOLUME 12, 2024 31931



M. N. Shaker et al.: Reliability Modeling of Fault-Tolerant FPGA-Based Architectures

study fault tolerance in memristor-based circuits by using
appropriate fault models, especially in harsh environments.

This article is organized as follows: Section II next
describes the methodology used in this work. Section III then
shows the reliability calculations for themodified 6MR,mod-
ified 7MR andmodified TripleDuplex techniques. Section IV
presents the reliability results based on different failure rate
ratios and implementation results for the modified Triple
Duplex and the modified 7MR voters. The results will be
discussed in Section V and at last, Section VI concludes this
article.

II. METHODOLOGY
SRAM-based FPGAs are often used in space applications
where the environment is extremely harsh. Radiations in
space can cause Single Event Upsets (SEUs), Multiple Event
Upsets (MEUs) as well as hard faults. SEUs are caused by
particles affecting a cell/bit in the configuration memory.
These particles cause the content of the cell to toggle. How-
ever, the cell is not permanently damaged. This is sometimes
referred to as a transient failure; overwriting the cell with the
correct information will restore the correct functionality of
the circuit. The rate of SEUs is in general much higher than
that of the hard faults in a SRAM-based FPGA [20].

Particles can also affect several bits/cells simultane-
ously [21]. Therefore, Double Event Upsets (DEUs) can
occur, but at a lower rate than that of SEUs. Finally, at an even
lower rate than that of DEUs, Triple Event Upsets (TEUs)
cannot be neglected.

Many fault tolerance techniques have been used to mitigate
SEUs and MEUs. Septuple modular redundancy (7MR) was
studied in [22]. Seven identical modules are used to recover
SEUs, DEUs, TEUs and hard faults. The modified Triple
Duplex was the technique used in [14]. The architecture
consists of three pairs of identical modules and the fault
model had SEUs, DEUs, TEUs and hard faults. References
[23] and [24] showed that the scrubbing technique cannot
prevent system failures due to soft errors because of the
time between error occurrence and detection/recovery during
which incorrect data can be propagated; furthermore, the hexa
modular redundancy (6MR) scheme was investigated with a
fault model consisting of SEUs and DEUs.

Three architectures will be investigated next from a reli-
ability point of view: modified 7MR, modified 6MR and
modified Triple Duplex. The fault model will be identical to
the one used in [14], i.e., SEUs, DEUs, TEUs as well as hard
faults. The afore-mentioned three architectures have enough
redundancy to mitigate TEUs. However, before deriving the
reliability of these architectures, it is important to clearly
understand their fault detection and recovery mechanisms.

A. FAULT- TOLERANT TECHNIQUES
The modified 7MR architecture is shown in Fig. 1. It is
composed of seven identical modules (M1,M2,M3,M4,M5,
M6, and M7), a 7-input majority voter and seven XORs to
compare between each module output and the voter output.

FIGURE 1. 7MR proposed architecture.

FIGURE 2. Modified Triple Duplex architecture.

The outputs of the seven XOR gates are connected to the
Internal Configuration Access Port (ICAP) [25].

If there is a fault in a certain module Mi, its output will be
different than the output of the voter and the XOR outputXi=
1; then, the ICAP will perform DFX on moduleMi.
The second architecture is the modified 6MR architecture.

It is identical to the modified 7MR one except that it has only
six identical modules instead of seven. For the majority voter,
since the number of inputs is even, it will indicate a system
failure when there is no majority, i.e., three modules have the
same output, and the other three modules have the opposite
output.

The redundancy scheme proposed in [14] is shown in
Fig. 2. This scheme is inspired by the Triple Duplex architec-
ture initially proposed in [26]. It is composed of six identical
modules (M1, M2, M3, M4, M5, and M6), three XORs (X12,
X34, X56), three Flip-flops (FF1, FF2, FF3), a normal Triple
Modular Redundancy (TMR) voter (N-V) and an enhanced
TMR voter (E-V) [14].
The three XORs are used to compare the outputs of each

pair of modules.
If the XOR output becomes ‘1’, DFX is initiated on the

corresponding pair. However, if it remains ‘1’ after perform-
ing DFX, then one of the modules in this pair has been
infected with a hard fault. This means that issuing further
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FIGURE 3. Modified 7MR Markov model.

DFX operations is useless. Accordingly, no more DFX is
applied to this pair. For this purpose, a Flip-Flop is used
to store the XOR status, such that its output is investigated
after applying DFX; if it is still ‘1’, the corresponding pair is
excluded from the DFX list. V0 is the output of the N-V voter
such that it is set to the most repeated output among the three
modules’ outputs. V1, A0, and A1 are the outputs of the E-V
voter. V1 is a majority output as V0. A0 and A1 represent the
address of the faulty module, if any. Suppose there is no faulty
module, then A1A0 = 00. However, A1A0 = 01, 10, or 11 if
the first, second, or third module is erroneous, respectively.
If A1A0 is not ‘00’, DFX is performed on the pair that has
the faulty module [14].

The functionality of the architecture proposed in [14] is
as follows. The output is only propagated to the rest of the
system if V0 = V1 (both voters agree). This may happen in
two situations; either both are correct (V0V1 = PP), or both
are erroneous (V0V1 = P’P’). Otherwise, the system stops
until V0 becomes equal to V1 again with the help of DFX.
However, if the DFX is not able to return the system to
such a state due to hard faults, for example, it will indicate
a system failure. This is a safe failure because no incorrect
data is sent to the rest of the system. It was also assumed
in [14] that the rest of the system, which receives the data
produced by the fault-tolerant system under study, will be
able to withstand such a delay incurred by the DFX capability.
For example, in the context of NCSs, the fault-tolerant system
will incorporate the controller, which sends its outputs to the
appropriate actuators. In NCSs, the actuators are smart and
will be able to withstand such a short interruption (which is
in the order of tens of ms for one module and therefore less
than 500ms if DFX is applied to all six modules). On the other
hand, if the system under study produces P’P’, the error will
not be detected, and a system failure occurs; this might be an
unsafe failure.

It was proven in [14] that this scheme is always able to
tolerate any SEUs, DEUs, and TEUs (soft errors) while fully
recovering the system with the help of DFX. However, the
system is not fully back to its initial state only if hard faults
have infected the system. In some cases, even the soft faults
coming after hard faults are not fully repaired, unlike the case

when the system does not have a previous record of hard
faults.

B. MARKOV MODELS OF FAULT-TOLERANT TECHNIQUES
The Markov model (CTMC) used to calculate the reliability
of the modified 7MR architecture is shown in Fig. 3. The
modified 7MR system will start with state ‘‘7g’’ with seven
good modules and zero failed modules. When a SEU or hard
error occurs in one of the seven modules, the system moves
to the ‘Recovery1’’ state. While in this state, DFX is applied
on the failed module. If the problem is a SEU, DFX will
repair the module by overwriting it with a correct bitstream.
However, if the problem is due to a hard failure, DFX will not
be able to repair the module. The transition from state ‘‘7g’’
to state ‘‘Recovery1’’ occurs at a rate of 7∗(λs + λh) since
any of the seven modules can be affected by either a SEU or
a hard fault. µ1 is a repair rate which depends on the amount
of time taken to complete the DFX action and this time is a
function of the size of the bit file.

Assuming the repair time is exponentially distributed [11],
this time is equal to 1/µ1. From now on, (1/µi) will be the
time required to download i modules using DFX. After a
module is affected by either a SEU or a hard fault, the system
moves to the ‘‘Recovery1’’ state. It is not known at this time
whether the problem was due to a SEU or a hard fault; hence,
a DFX action is initiated. If the problem was due to a SEU,
it will be repaired, and the system moves back to state ‘‘7g’’.
On the other hand, if the problem was due to a hard fault,
the number of operational modules is reduced from seven
to six; the system therefore moves to state ‘‘6g1b’’. Let z
be the conditional probability that a failure is due to a SEU
(temporary) given that a failure has occurred. Hence, in case
of a SEU, the system returns to state ‘‘7g’’ at a rate z ∗ µ1.

In case of a hard failure, the system moves from ‘‘Recov-
ery1’’ state to ‘‘6g1b’’ (state with six good modules and one
failedmodule with a hard error) at a rate of (1 − z) ∗µ1.When
a DEU occurs while in state ‘‘7g’’, the system moves to state
‘‘5g2bd’’ with five good modules and two failed modules
with a DEU, at a rate of 21∗λd . It returns to state ‘‘7g’’ at
a rate µ2 since two modules must be downloaded. When a
TEU occurs while in state ‘‘7g’’, the system moves to state
‘‘4g3bd’’ with four goodmodules and three badmodules with
a TEU, at a rate of 35∗λt . At a rate of µ3, the system returns
to state ‘‘7g’’.

The systemmoves from state ‘‘6g1b’’ to state ‘‘Recovery2’’
at a rate 6∗

(
λs + λh

)
. In case of a hard failure, the system

moves from state ‘‘Recovery2’’ to state ‘‘5g2b’’ (state with
five good modules and two failed modules with hard errors),
at a rate of (1 − z)∗ µ2. However, in case of a SEU, the
system returns to state ‘‘6g1b’’, at a rate of z ∗ µ2. When
a DEU occurs while in state ‘‘6g1b’’, the system moves to
the ‘‘4g3bdd’’ state with four good modules and two failed
modules with a DEU and one hard error, at a rate of 15∗λd .
At a rate of µ2, DFX will repair the DEU and the system
returns to state ‘‘6g1b’’. It is assumed here, that the module
with the hard failure has been identified by the system and
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FIGURE 4. Modified Triple Duplex Markov model part 1.

that DFX will not be applied to it anymore; otherwise, the
transition rate would be µ3, i.e., three modules have to be
downloaded. When a TEU occurs while in state ‘‘6g1b’’, the
system moves to the Failure state ‘‘F’’, at a rate 20∗λt .
While in state ‘‘5g2b’’, the system moves to state ‘‘Recov-

ery3’’ at a rate of 5∗
(
λs + λh

)
. In case of a hard error, the

system moves from state ‘‘Recovery3’’ to state ‘‘4g3b’’ (four
good modules and three failed modules with hard errors),
at a rate (1 − z)∗ µ3 where µ3 = 0.333µ1. In case of a
SEU, the system returns to state ‘‘5g2b’’ at a rate of z ∗µ3.
This is because there will still be four good modules and the
majority voter can produce the correct output despite three
incorrect inputs. However, when a DEU or TEU occurs, the
system moves from ‘‘5g2b’’ state to state ‘‘F’’, at a rate of
10∗

(
λd + λt

)
; a maximum of only three modules will pro-

duce a correct output. Similarly, the system moves from state
‘‘4g3b’’ to state ‘‘F’’, at a rate of 4∗

(
λs + λh + λt

)
+ 6λd .

Regarding the modified Triple Duplex architecture, the
Markov model used to calculate its reliability is depicted in
Figs. 4, 5 and 6. It can be divided into 3 parts. Part 1 (see
Fig. 4) describes the states of the system starting from the
error-free state till the architecture loses one of its sixmodules
due to a hard failure; states 5g1b_u and 5g1b_d are two states
with only five operational modules. Part 2 (see Fig. 5) starts
from state 5g1b_u and models system behavior till state F
where the entire system fails. Finally, Part 3 (see Fig. 6) starts
from state 5g1b_d and ends with state F.

In Part 1, the modified Triple Duplex system will start in
state ‘‘6’’ with six goodmodules and zero badmodules.When
a SEU or hard failure occurs, the system moves to recovery
states ‘‘Rup’’ and ‘Rdown’’ at a rate of 3∗

(
λs + λh

)
for both

states. The rationale behind having two different states, each
having five operational modules, is that the two voters used
in the architecture are not identical and the architecture is not
symmetrical. A failure in M1, M3 or M5 (all connected to
the E_V voter will not affect the system in the same way as
a failure in M2, M4 or M6 (connected to the N_M voter);
the E_V voter can identify the failed module while the N_M
voter cannot. As soon as an error is detected, a DFX process
is initiated for the affected pair of modules (not just the failed
module in the pair); if the problem was due to a SEU, the
architecture returns to state ‘‘6’’ at a rate of z∗µ2 where µ2
corresponds to the time required to download two modules
and z is the conditional probability that the problem was due
to a SEU given that a problem has occurred. Alternatively,
if the problem was due to a hard fault, the architecture moves
to state 5g1b_u at a rate of (1)-z)∗µ2 if the hard failure was
in M1, M3 or M5 and to state 5g1b_d at the same rate if the
hard failure was in M2, M4 or M6.

Starting from state ‘‘6’’, if the first problem is due to a
DEU, the system moves to state ‘‘4’’ if the DEU affected
M1M2 or M3M4 or M5M6, i.e., two modules belonging to
the same pair. The rate is 3λd. A DFX process will require
downloading two files at a rate of µ2. Since a DEU is a
soft error, DFX will repair it and the architecture returns to
state ‘‘6’’. If the DEU affects M1M3 or M1M5 or M3M5,
the architecture moves to state ‘‘4d’’ (at a rate of 3λd) which
requires downloading all six modules at a rate of µ6. For
example, if M1 and M3 are affected by a DEU, X12 and X34
will both be activated, requiring a DFX process for M1, M2,
M3 andM4. Furthermore, since both M1 andM3 have failed,
the E-V outputs A1A0 will indicate that the failed module is
M5, thereby requiring a DFX operation on the M5M6 pair.
For the remaining pairs of modules which could be affected
by a DEU (there are nine other pairs M1M4 or M1M6 or
M2M3 or M3M6 or M2M5 or M4M5 or M2M4 or M2M6
or M4M6), the architecture moves to state ‘‘4dd’’ at a rate
of 9λd; this requires downloading four modules at a rate of
µ4. For instance, if M2 and M5 are affected by a DEU, X12
and X56 will be activated, resulting in a DFX process on M1,
M2, M5 andM6. The A1A0 outputs of the E-V voter indicate
that M5 has failed but DFX is already applied to M5 due to
the activation of X56. Since X34 is not activated, no DFX is
required for M3 or M4.

In summary, states ‘‘4’’, ‘‘4d’’ and ‘‘4dd’’ indicate that
there are four good modules and two failed modules because
of a DEU. Depending on which pair of modules were affected
by DEUs, the repair rate will differ based on the number of bit
files being downloaded. In state ‘‘4dd’’, based on the number
of available good modules for the N_V voter, the system will
continue working during the DFX process in six pairs M1M4
or M1M6 or M2M3 or M3M6 or M2M5 or M4M5 and in the
remaining three pairs M2M4 or M2M6 or M4M6, the system
will be stopped during the DFX process.

Regarding TEUs, there are twenty cases to consider. Eight
of these cases require DFX at a rate of µ6: M1M3M5,
M2M4M6, M1M3M6, M1M5M4, M3M5M2, M2M4M5,
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M2M6M3, and M4M6M1. Any of these eight cases will take
the system from state ‘‘6’’ to state ‘‘3’’ at a rate of 8λt and
DFXwill take it back to state ‘‘6’’ at a rate ofµ6. For example,
if M1, M3 and M5 are affected by a TEU, X12 and X34 and
X56 will be activated, requiring a DFX process for M1, M2,
M3, M4, M5 and M6. Furthermore, since both M1 and M3
and M5 have failed, the E-V outputs A1A0 will indicate that
the system does not have any faulty module. Next consider
the six cases M1M2M4, M1M2M6, M3M4M2, M3M4M6,
M5M6M2 and M5M6M4. These cases will take the system
to state ‘‘3dd’’ at a rate of 6λt and DFX will return the system
to state ‘‘6’’ at a rate of µ4. For example, if M1, M2 and
M4 are affected by a TEU, X34 will be activated, requiring
a DFX process for M3 and M4. Furthermore, since M1 only
has failed, the E-V outputs A1A0 will indicate that the failed
module is M1, thereby requiring a DFX operation on the
M1M2 pair in addition to DFX for M3 and M4, so down-
loading four modules is required. The remaining six cases
are different; take, for example, a TEU affecting M1, M2 and
M3; X34 will be activated, requiring a DFX process for M3
and M4. Furthermore, since both M1 and M3 have failed,
the E-V outputs A1A0 will indicate that the failed module is
M5, thereby requiring a DFX operation on the M5M6 pair
in addition to DFX for M3 and M4, so downloading four
modules is required. DFXwill repair the faults inM3 but both
M1 and M2 are still erroneous. Now the architecture has two
faulty modules as in state ‘‘4’’ in Fig. 4. This is why the rate
from state ‘‘6’’ to state ‘‘3d’’ at a rate of 6λt and then, after
DFX, to state ‘‘4’’ at a rate of µ4.
In the previous section, the system’s behavior was studied

from the beginning of operation (all six modules are oper-
ational) till one of the modules suffers a hard fault. This is
represented by the two states in Fig. 4: 5g1b_u where one
of the modules connected to E-V has a hard fault, or state
5g1b_d where one of the modules connected to N-V suffers
a hard fault. Next, the effect of a second fault, while in state
5g1b_u, is studied. Without any loss of generality, it will be
assumed that M1 is the module which has failed and moved
the system to state ‘‘5g1b_u’’.

In part 2, as shown in Fig. 5, when in state ‘‘5g1b_u’’,
a hard fault or a SEU in the module belonging to a pair with
the other module already affected by a hard fault, will take
the system to state ‘‘g1_u’’ at a rate of λs + λh; the pair has
irrecoverable faults in both modules since DFX cannot be
applied to the pair which already has one module affected
by a hard fault [14]. So, in state ‘‘g1_u’’, the system will
have twomodules belonging to the same pair (M1M2,M3M4
or M5M6) with irrecoverable faults but is still operating
correctly. While in state ‘‘5g1b_u’’, if any of the other four
modules suffers a SEU, the system either moves to state
‘‘4gd_u’’ at a rate of 2λs and returns to ‘‘5g1b_u’’ at a rate
of µ4 after DFX is applied to four modules or moves to state
‘‘4gdd_u’’ at a rate of 2λs and also returns to state ‘‘5g1b_u’’
at a rate of µ2 after DFX is applied to two modules. For
example, if a hard failure affects M1 then a SEU affects M3,
X34will be activated; soDFX is required forM3 andM4. The

FIGURE 5. Modified Triple Duplex Markov model part 2.

A1A0 outputs of the E-V voter indicate that M5 has failed; so
DFX is also required for M5 and M6. Hence, DFX is applied
to M3, M4, M5 and M6, the SEU in M3 is repaired, and the
system returns from state ‘‘4gd_u’’ to state ‘‘5g1b_u’’ at a
rate of µ4. Alternatively, if a hard failure affects M1 then a
SEU affects M4, X34 will be activated but the A1A0 outputs
of the E-V voter indicate that M1 has failed. Since the M1M2
pair is already marked as failed, no DFX will be attempted
on M1M2, but it will applied to M3 and M4 since X34 was
activated. Hence the system returns from state ‘‘4gdd_u’’ to
state ‘‘5g1b_u’’ at a rate of µ2.
Regarding DEUs, there are ten possibilities (10=5C2). For

four of these possibilities, the system moves to state ‘‘3g_u’’
at a rate of 4λd and returns to state ‘‘5g1b_u’’ with a rate of
µ4. Still assuming thatM1 has already failed, a DEU affecting
M3M5 or M3M6 or M4M5 or M4M6, will take the system
to state ‘‘3g_u’’. For example, if the DEU affects M3 and
M5, X34 and X56 will be activated while A1A0 will point
to M1; therefore, DFX is applied to M3, M4, M5 and M6
and the system returns from state ‘‘3g_u’’ to state ‘‘5g1b_u’’
at a rate of µ4. Two DEUs cause a system failure at a rate
of 2λd: a DEU affecting M3M4 or M5M6. For M3M4, for
example, only X12 is activated since M1 has already failed
but no DFX is applied. A1A0 indicates that M5 has failed,
initiating a DFX process on M5M6, which does not fix the
problems in M3M4; the system output is incorrect, and the
system fails.

For the four remaining possibilities, two of them will take
the system to state ‘‘3gd_u’’ and then to state ‘‘g1_u’’ at
a rate of µ4 while the other two will take the system to
state ‘‘3gdd_u’’ and then to state ‘‘g1_u’’ at a rate of µ2.
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Remember that, in state ‘‘g1_u’’, both modules of a same pair
have failed but the output of the system is still correct.

For TEUs, there are also ten possibilities (10=5C3). Only
two of these possibilities can be recovered from, namely
M2M3M5 and M2M4M6. For M2M3M5 (and given that M1
had already failed before the TEU), the output of the E-V
voter will be incorrect, but the output of the N-V will be
correct. Both X34 and X56 will be activated, initiating a DFX
process on M3M4M5M6. This will repair M4 and M5, both
voter outputs will be correct, and the system moves to state
‘‘g1_u’’ where both M1 and M2 have failed. The other eight
combinations of modules, if affected by a TEU, will lead to a
system failure. For example, if a TEU affects M2M3M6, both
voters will produce an incorrect output which is not detected
by the system, therefore leading to a complete failure since
incorrect data was propagated beyond the voters.

Finally, when in state ‘‘5g1b_u’’ and assuming that M1 has
already failed, let one of the modules connected to the E-V
voter be affected by a hard fault. As mentioned above, if the
other module in the same pair suffers a hard fault, the system
moves to state ‘‘g1_u’’ at a rate of λs + λh. If any of the two
other modules (M3 or M5) connected to E-V suffers a hard
fault, the output of the E-V voter will always be incorrect,
and a total system failure occurs, so the system moves to the
failure state at a rate 2λ h. However, if any of the modules (M4
or M6) connected to the N-V voter fails, the system does not
fail but moves to state ‘‘g2_u’’ at a rate 2λ h where each voter
has onemodule with a hard fault and two operational modules
and therefore, can still produce the correct output.

When in state ‘‘g1_u’’, where both modules in the same
pair are not operational (for example, M1 and M2), most
other failures will lead to a complete system failure. This is
expected since one pair has completely failed. The system
will only survive a few more faults. For example, if M4 fails,
X34 will be activated and DFX will be applied to M3 and
M4, which fixes M4 and the system returns to ‘‘g1_u’’ at a
rate of µ2.

The situation is similar when the system is in state ‘‘g2_u’’
where two modules have suffered hard faults, for example,
M1 and M4. Let M5 suffer a SEU. The two voters will
produce complementary outputs which prevents the system
from propagating this output. X34 will be activated and a
DFX onM3 andM4will repair M4, thus returning the system
to state ‘‘g2_u’’.

Regarding part 3 of the Markov model (see Fig. 6), it is
similar to part 2 with some differences due to the fact (as men-
tioned above) that the E_V is not identical to the N_M voter.
One of these differences is that, starting from state ‘‘5g1b_d’’,
none of the ten combinations of modules which could be
affected by a DEU, leads to a system failure; after a DEU,
the system moves to states ‘‘3g_d’’, ‘‘3gd_d’’, ‘‘3gdd_d’’
or ‘‘3gddd_d’’. Next are a few examples to illustrate the
effects of a DEU after one of the six modules has suffered
a hard failure. Assume M2 is the module affected by a hard
failure; then, any of the remaining five operational modules
can be affected by a DEU. There are ten cases to consider (all

FIGURE 6. Modified Triple Duplex Markov model part 3.

possible pairs of operational modules). Note also that, since
M2 has a hard failure, no DFX will be applied to M1M2 as
mentioned above.

Consider first a DEU affecting M3M5. M2, M3 and M5
will produce erroneous outputs. DFX will be applied to mod-
ules M3M4M5M6 (at a rate of µ4 since 4 bit files have to
be downloaded). Modules M3 and M5 will be repaired and
the system will resume operation with only a hard failure
in M2. In Fig. 6, these are the transitions between states
‘‘5g1b_d’’ and ‘‘3g_d’’. The other three pairs of modules
which will behave similarly when affected by a DEU are:
M3M5, M3M6, M4M5 and M4M6.

Consider next a DEU in M3M4. M2, M3 and M4 will
produce incorrect outputs. DFX will be applied to M3M4 at
a rate of µ2 and the M3M4 pair will be operational again.
A DEU in M5M6 will be treated similarly. In Fig. 6, these
are the transitions between states ‘‘5g1b_d’’ and ‘‘3gd_d’’.

Consider next a DEU in M1M5. M1, M2 and M5 will be
erroneous. DFX will be applied to M3M4M5M6 (at a rate
of µ4, which will only repair M5. The system will continue
operating correctly with M2 having a hard failure and M1
having a SEU – this is state ‘‘g1_d’’. A DEU in M1M3 will
follow the same reasoning; this is why the transition between
states ‘‘5g1b_d’’ and ‘‘3gdd_d’’ is equal to 2λd.
Finally, consider a DEU in M1M6. Modules M1, M2 and

M6 will produce incorrect outputs. DFX will therefore be
applied to M5M6 at a rate of µ2. This will repair M6, the
system will operate correctly but M1 and M2 will remain
erroneous. This explains the transition from states ‘‘5g1b_d’’
to state ‘‘3gddd_d’’ and then to state ‘‘g1_d’’. The same
reasoning is valid for pair M1M4.
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FIGURE 7. Modified 6MR Markov model.

There is another difference regarding TEUs. There are four
possibilities out of ten which can be recovered from, namely
M1M3M5 andM1M4M6 andM3M4M6 andM4M5M6. Two
of them (M1M3M5 and M1M4M6) will take the system to
state ‘‘2g_d’’ and then to state ‘‘g1_d’’ at a rate of µ4. For
M1M3M5 (and given that M2 had already failed before the
TEU), the output of the E-V voter will be incorrect, but
the output of the N-V will be correct. For the other two
possibilities M3M4M6 and M4M5M6, the system will move
to state ‘‘2gd_d’’ and then return to state ‘‘5g1b_d’’ at a rate
of µ4.

ForM3M4M6 (and given thatM2 had already failed before
the TEU), the output of the E-V voter will be correct, but the
output of the N-V will be incorrect. X56 will be activated
and A1A0 will point to M3, initiating a DFX process on
M3M4M5M6. This will repair M3, M4, M5 and M6, both
voter outputs will be correct, and the system returns from
state ‘‘2gd_d’’ to state ‘‘5g1b_d’’ at a rate ofµ4. The other six
combinations of modules, if affected by a TEU, will lead to a
system failure for the same reason in part 2 which is that the
incorrect output will be propagated. The rest of the Markov
model in Fig. 6 follows the same type of reasoning as the
Markov in Fig. 5.

The modified 6MR architecture can detect SEUs, DEUs,
and hard faults. The Markov model of the modified 6MR
architecture is shown in Fig. 7. This architecture will start
with state ‘‘6g’’ with six goodmodules and zero badmodules.
When a SEU or a hard error occurs, the system moves to the
‘‘Recovery1’’ state, at a rate 6∗

(
λs + λh

)
. In case of a hard

error, the system moves from the ‘‘Recovery1’’ state to the
‘‘5g1b’’ state with five good modules and one bad module
with a hard error, at a rate (1 − z)∗ µ1. In case of a SEU, the
system returns to state ‘‘6g’’, at a rate z∗µ1. When DEUs
occur, the system moves to state ‘‘4g2bd’’ with four good
modules and two bad modules with DEUs, at a rate of 15λd .
When TEUs occur, the system moves to the failure state ‘‘F’’
at a rate 20λt . The system moves from ‘‘5g1b’’ state to the
‘‘Recovery2’’ state at a rate 5∗

(
λs + λh

)
. The ‘‘Recovery2’’

state is similar to the ‘‘Recovery1’’ state for deciding whether
the problem is due to a SEU or a hard error after applying
DFX. The system moves from the ‘‘Recovery2’’ state to the

‘‘4g2b’’ state with four good modules and two bad modules
with hard errors, at a rate (1 − z)∗ µ2. The systemmoves from
‘‘Recovery2’’ state to ‘‘5g1b’’ state, at a rate z ∗µ2. The sys-
tem moves to state ‘‘F’’ from ‘‘5g1b’’ state and from ‘‘4g2b’’
state with rates 10∗

(
λd + λt

)
and 4∗

(
λs + λh + λt

)
+ 6λd

respectively.

III. RELIABILITY CALCULATIONS
Reliability (R(t)) is the probability that a system is alive at
time t given that it was alive at t = 0 [11]. Reliability is the
probability of not being in state ‘‘F’’ at any time t as follows:

R (t) = 1−PF(t) (1)

where PF(t) is the probability of the system being in state
‘‘F’’ (failure state).

The modified 6MR, modified 7MR and modified
Triple duplex Markov models can be solved using the
Chapman-Kolmogorov equations [11]. P i(t) is the probabil-
ity of residing in state i at time t andT is the transition matrix.
P i(t) and Tmodified6MR for the modified 6MR Markov model
are shown in (2) and (3), as shown at the bottom of the next
page.

Therefore, assuming that P6g (0) = 1, PRecovery1 (0) =

P5g1b (0) = PRecovery2 (0) = P4g2b (0) = P4g2bd (0) =

PF (0) = 0 and using the Transition Rate Matrix in (3) and
substituting in (2), the Chapman-Kolmogorov equations can
be solved in order to obtain Pi (t) ∀i. Then (1), (4) and (5), as
shown at the bottom of the next page, are used to obtain R (t).
Following the same reasoning, the reliability for the mod-

ified 7MR architecture can be obtained using Pi (t) and
Tmodified7MR for the modified 7MR Markov model as in (6)
and (7), as shown at the bottom of the next page. Therefore,
assuming that P7g (0) = 1, PRecovery1 (0) = · · · . . . . . . . . . . =

PF (0) = 0 and using the Transition Rate Matrix in (7) and
substituting in (6) and (8), as shown at the bottom of the next
page, the Chapman-Kolmogorov equations can be solved
in order to obtain Pi (t) ∀i{F, . . . . . . . . . ..,Recovery1, 7g}.
Then (1) is used to obtain R (t). The reliability for the
modified Triple Duplex architecture can be obtained using
Pi(t) and TmodifiedTripleDuplex for the modified Triple Duplex
Markov model as in (9), (10), as shown at the bottom of the
next page, and (11).

Then,

dP
dt

= P ∗ Tmodified6MR (4)

And,
Then,
Then,

P =
[
P6(t),PRup(t), . . . . . . . . . . . . . . . ,PF (t)

]
(11)

Assuming that P6 (0) = 1, PRup (0) = · · · . . . . . . . . . . =

PF (0) = 0 and using the Transition Rate Matrix in (10) and
substituting in (9), the Chapman-Kolmogorov equations can
be solved in order to obtain Pi (t) ∀i{F, . . . . . . . . . ..,Rup, 6}.
Then (1) is used to obtain R (t).
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IV. RESULTS
A. RELIABILITY RESULTS
TheMarkovmodels for themodified Triple Duplex, modified
7MR and modified 6MR architectures are simulated using
SHARPE [18] to calculate the reliability. The modules used
in this article are an Artificial Neural Network (ANN) [27],
a Picoblaze soft processor [16] and an Image Processing Pro-
cessor [28]. The ANN is used in space applications due to its
generality, suitable performance, adaptability and low energy
consumption [29]. Soft processors such as the Picoblaze are
widely used in space applications [30]. Image processing is
used in important space applications such as Vision-Based
Navigation (VBN) [31]. Let the module SEU rate be λs =

0.00002/hr, 0.000033/hr and 0.000086/hr based on [16], [27],
[28], [32] respectively. As mentioned in [24], there is a wide
range of ratios between the rates of SEUs and MEUs as well
as the rates of DEUs and TEUs [1], [33], [34]. In this article,
several ratios are simulated (λs =3 λd and λs =20 λd, λd =

5 λt, λd = 10 λt, λd = 20 λt and λd = 30 λt) to investigate
the effect of this ratio on system reliability. Let the module
hard rate λh = λs/250 [20] and the conditional probability
z =0.9. Let µ1 be the repair rate of one module where 1/ µ1

is the average time to download one bit file corresponding
to the module. µ1 = 88152/hr, 53731/hr and 20665.9/hr for
M1, M2 and M3 respectively based on [16], [27], [28]. µ2 =

1/2 µ1 as 1/ µ2 is the time needed for downloading two bit
files. Similarly, µ3 = 1/3 µ1, µ4 = 1/4 µ1, µ5 = 1/5 µ1
and µ6 = 1/6 µ1 depending on the number of bit files needed
to be download and the required time. Tables 1 through 12
show the reliability (%) results for the modified 6MR, the
modified 7MR and the modified Triple Duplex architectures
versus time (in months) using SHARPE.

The data in Table 5 is presented in a graph (see Fig. 8)
where it can be seen that the reliability of the modified
Triple Duplex architecture is higher than that of the modified
7MR one. Furthermore, the reliability of the modified 6MR
architecture is much lower than both of them.

B. IMPLEMENTATION RESULTS
The modified 7MR voter (as shown in Fig. 1) consists of
a combinational circuit which produces the majority of the
outputs of the seven identical modules. For example, if the at
a certain point in time, modules M1, M4 and M5 have failed,
the input to the majority voter will be: 1001100 and its output

[
dP6g(t)
dt

,
dPRecovery1(t)

dt
,

dP5g1 b(t)
dt

,
dPRecovery2(t)

dt
,

dP4g2 b(t)
dt

,
dP4g2 bd (t)

dt
,

dPF (t)
dt

]
=

[
P6g(t), PRecovery1(t), P5g1 b(t), PRecovery2(t), P4g2 b(t), P4g2 bd (t), PF (t)

]
∗ Tmodified6MR (2)

Tmodified 6MR

=


−6λs − 15λd − 20λt − 6λh 6λs + 6λh 0 0 0 15λd 20λt

z∗µ1 −z∗µ1 − (1 − z)∗ µ1 (1 − z)∗ µ1 0 0 0 0
0 0 −5λs − 10λd − 10λt − 5λh 5λs + 5λh 0 0 10λd + 10λt
0 0 z∗µ2 −z∗µ2 − (1 − z)∗ µ2 (1 − z)∗ µ2 0 0
0 0 0 0 −4λs − 6λd − 4λt − 4λh 0 4λs + 6λd + 4λt + 4λh

µ2 0 0 0 0 −µ2 0
0 0 0 0 0


(3)

P =
[
P6g(t), PRecovery1(t), P5g1 b(t), PRecovery2(t), P4g2 b(t), P4g2 bd (t), PF (t)

]
(5)[

dP7g(t)
dt

,
dPRecovery1(t)

dt
, . . . . . . ,

dPF (t)
dt

]
=

[
P7g(t), PRecovery1(t), . . . . . . . . . , PF (t)

]
∗ Tmodified7MR

(6)

Tmodified
7MR

=


−7λs − 21λd − 35λt − 7λh . . . . . . . . . . . . . . . 0

z ∗ µ1 . . . . . . . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . .

0 0 . . . . . . . . . 0 0

 (7)

P =
[
P7g(t),PRecovery1(t), . . . . . . . . . . . . . . . , PF (t)

]
(8)[

dP6(t)
dt

,
dPRup(t)

dt
, . . . . . . .,

dPF (t)
dt

]
=

[
P6(t), PRup(t), . . . . . . . . . ,PF (t)

]
∗ Tmodified Triple Duplex (9)

Tmodified Triple Duplex =


6λs − 15λd − 20λt − 6λh . . . . . . . . . . . . 0

z∗µ2 . . . . . . . . . . . . 0
. . . . . . . . . . . . . . . . . .

0 0 . . . . . . 0 0

 (10)
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TABLE 1. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.00002/h and λs = 3 λd.

TABLE 2. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.00002/h and λs = 3 λd.

TABLE 3. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.00002/h and λs = 20 λd.

TABLE 4. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.00002/h and λs = 20 λd.

will be ‘‘0’’ since there are four ‘‘0s’’ in the input and only
three ‘‘1s’’. Alternatively, the input can be 0110011 and the
output will be ‘‘1’’. The system will tolerate the failure of
≤3 modules. To be able to apply DFX to a failed module

TABLE 5. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000033/h and λs = 3 λd.

TABLE 6. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000033/h and λs = 3 λd.

TABLE 7. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000033/h and λs = 20 λd.

TABLE 8. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000033/h and λs = 20 λd.

(to repair the module in case the problem was due to a soft
failure), it is necessary to identify the failed module. This is
why each module output is compared to the output of the
majority voter via an XOR gate. A ‘‘1’’ at the output of an

VOLUME 12, 2024 31939



M. N. Shaker et al.: Reliability Modeling of Fault-Tolerant FPGA-Based Architectures

TABLE 9. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000086/h and λs = 3λd.

TABLE 10. Reliability (%) for modified 6Mr, modified7Mr and modified
Triple duplex using λs = 0.000086/h and λs = 3 λd.

TABLE 11. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000086/h and λs = 20 λd.

TABLE 12. Reliability (%) for modified 6Mr, modified 7Mr and modified
Triple duplex using λs = 0.000086/h and λs = 20 λd.

XOR gate indicates that the module output connected to this
XOR is incorrect and a DFX action is initiated to attempt
repairing the module.

FIGURE 8. Reliability for modified 6MR, modified 7MR and modified
Triple duplex based on Table 5.

Regarding the modified Triple Duplex voter (shown in
Fig. 2), it consists of three modules: A normal TMR voter
(N-V), and Enhanced TMR voter (E-V) and three XOR gates.
The N-V voter is a conventional majority voter with three
inputs; it produces the majority of the three inputs which is
V0 [11]. The E-V voter is similar to the one described in [35];
it produces the correct output (V1) and another two outputs
A1A0 to indicate the identity of the failed module. A XOR
gate is used to compare the outputs of the two modules in a
pair. The outputs of these three XOR gates along with A1A0,
determine the pairs requiring a DFX action.

The modified 7MR voter and modified Triple Duplex
voter were implemented using Xilinx Vivado tools targeting
Kintex7, 7k410tfbg676 device. Table 13 shows the resource
utilization for the voters.

V. DISCUSSION
As shown in Tables 1 through 12, the modified 6MR has the
lowest reliability in all cases compared to the modified 7MR
and the modified Triple Duplex.

The reliability of the modified Triple Duplex architecture
is better than the reliability of the modified 7MR one in most
cases as shown in Tables 1, 3, 5, 7, 8, 9, 11 and 12. The
reliability of the modified 7MR architecture is better than that
of the modified Triple Duplex one in a few cases as shown
in Tables 2, 6 and 10. The reliability of both techniques are
approximately equal in Table 4.

Based on the parameter values used above, it can be con-
cluded that the modified Triple Duplex technique is always
better than the modified 7MR one in case λd < 20 λt
whatever the value of λs and whatever the ratio between λs
and λd. If λs increases (module size increases), the improve-
ment in reliability of the modified Triple Duplex architecture
increases; for example, the reliability of the modified Triple
Duplex improves from 99.66% to 99.81% in case λs =

0.00002/hr and improves from 94.47% to 96.62% in case
λs = 0.000086/hr.
In case of λd ≥ 20 λt, it will depend on the ratio between

λs and λd. If λs = 3 λd, the modified 7MR is always better
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TABLE 13. Implementation results of modified 7MR and modified Triple
Duplex voters.

than the modified Triple Duplex. If λs = 20 λd, the modified
Triple Duplex is always better than the modified 7MR.

As shown in Table 13, themodified Triple Duplex voter has
a higher cost than the modified 7MR one since the modified
Triple Duplex uses more LUTs than the modified 7MR and
consumes more power than the modified 7MR.

It is important to distinguish between architecture reliabil-
ity and voter reliability. Since the voter is a single point of
failure in this work, system reliability is equal to the product
of the reliability of the fault-tolerant architecture (modified
Triple Duplex or modified 7MR) and the voter reliability.
However, since the voter usually requires much less resources
than a single module, its reliability is usually assumed to be
equal to 100% [11], [12] and system reliability is approxi-
mately equal to the fault-tolerant architecture reliability. This
is the approach taken in this work.

In Table 13, voter resources are compared. The modified
7MR voter requires less resources than the modified Triple
Duplex voter. In Table 14, and assuming that the redun-
dant module is a picoblaze processor (as in section IV-A),
resources required by the modified 7MR architecture are
compared to those required by the modified Triple Duplex
architecture from the point of view of module resources.

Table 15 combines the data in Tables 13 and 14 and
shows the resources required by the complete architecture,
i.e., redundant modules in addition to the voter. It is observed
that the savings in slice LUTs, Slice FFs and BRAM are all
around 14%. Also note that the resources required by any of
the two voters is lower that those required by six or seven
picoblaze processor. Even though the modified 7MR voter
uses slightly less resources than the modified Triple Duplex
voter, the main saving comes from going from 7 redundant
modules to only 6, taking into account that voter resources are
negligible with respect to resources utilized by the redundant
module. In addition, both voter reliabilities are assumed to be
equal to 100%; hence, only the architecture reliabilities are
compared in Tables 1 through 12 and it can be seen that the
modified Triple Duplex architecture has a higher reliability
than the modified 7MR architecture in most of the cases
considered in this work. This is a counter intuitive result.

From the power consumption point of view, assume that
the picoblaze is performing a simple space application such
as attitude control for example. Furthermore, assume that the
picoblaze produces an output once per second (i.e., 1Hz) [36].
Simulations showed that the dynamic power consumption
of the voters at 1Hz is negligible. Therefore, Table 15 only
shows the dynamic power consumed by seven picoblaze
processors (modified 7MR) and six picoblaze processors
(modified Triple Duplex).

TABLE 14. Implementation results of 6 Picoblaze and 7 Picoblaze
modules.

TABLE 15. Implementation results of complete modified 7MR and
modified Triple Duplex using Picoblaze.

TABLE 16. Implementation results of one Microblaze.

From another point of view, and in the context of space
applications, consider for example an AI-based system
running on a microblaze (more suitable for an AI-based
application than a picoblaze) for imaging or satellite collision
avoidance; let this system produce one output per second
and let the microblase operate at a frequency of 100MHz.
Table 16 shows the resources and power consumptions of
one microblase processor. Regarding the voters, the dynamic
power (at a frequency of 1Hz) was found to be neglegible.

VI. CONCLUSION
Recently, many applications are implemented using
SRAM-based FPGAs such as space, biomedical, automotive
applications, etc. These FPGAs are vulnerable to radiation
causing SEUs and MEUs (DEUs and TEUs) in space appli-
cations as the space environment is a relatively harsher
environment.

In this article, the modified 6MR, modified 7MR and
modified Triple Duplex techniques were studied and their
reliability was calculated using the SHARPE tool. It was
observed that the modified 6MR has the lowest reliability
and the reliability of the modified 7MR and modified Triple
Duplex depends on the ratio between the SEU, DEUs and
TEUs rates. The modified 7MR architecture has the highest
reliability in a few scenarios but the modified Triple Duplex
architecture has the highest reliability in most scenarios stud-
ied in this article. This is a counter intuitive result since the
normal rule is that the greater the redundancy, the higher
the reliability. However, it is important to remember that the
conclusions reached in this article depend on the modules
and failure rates used; the contribution of this research is
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that it was proven that there may be situations where six
modules would be more reliable than seven modules, besides
the savings in resources and in power consumption.

Finally, the modified 7MR and the modified Triple Duplex
voters were implemented using the Vivado tool with the
Kintex7, 7k410tfbg676 device. It was shown that the modi-
fied Triple Duplex voter consumes more resources and power
than 7MR voter. Note however, that these resources are much
lower than those used by one module.

FUTURE WORK
Suggested future work consists of studying other fault tol-
erance techniques to mitigate SEU, DEUs, TEUs and hard
errors, targeting higher reliability, less resources, and lower
power consumption.
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