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ABSTRACT This paper focuses on the vulnerabilities of ADS-B, one of the avionics systems, and
the countermeasures taken against these vulnerabilities proposed in the literature. Among the proposed
countermeasures against the vulnerabilities of ADS-B, anomaly detection methods based on machine
learning and deep learning algorithms were analyzed in detail. The advantages and disadvantages of using an
anomaly detection system on ADS-B data are investigated. Thanks to advances in machine learning and deep
learning over the last decade, it has become more appropriate to use anomaly detection systems to detect
anomalies in ADS-B systems. To the best of our knowledge, this is the first survey to focus on studies using
machine learning and deep learning algorithms for ADS-B security. In this context, this study addresses
research on this topic from different perspectives, draws a road map for future research, and searches for
five research questions related to machine learning and deep learning algorithms used in anomaly detection
systems.

INDEX TERMS ADS-B, anomaly based intrusion detection system, anomaly detection system, cyber
security, avionics security, deep learning, IDS, intrusion detection system, machine learning.

I. INTRODUCTION
The security of critical infrastructure has been received great
attention. In 2003, the security of the information systems
to support critical infrastructures such as avionic systems
took primacy [1]. Cyber attacks on avionic systems are
known to have damaging effects on critical areas such as
the safety of passengers and the national economy. That
is the reason why avionic systems have been designed
as closed and independent systems with strict security
restrictions. However, with the NextGen (Next Generation
Air Transportation System) Project started in the USA as well
as the SESAR (Single European Sky ATM Research) project
in Europe [2], avionics infrastructures began to be renewed.
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These projects aim to design high-performance, low-cost,
and more secure avionics systems. In the last 15 years, most
of the operations carried out in avionic systems have been
automated with renewed systems. Therefore, avionic infras-
tructures have become more interdependent structures. Even
if interdependent systems aremore effective than independent
ones, they cause new security vulnerabilities. In addition,
it is seen that the difficulties have been encountered in
some areas, such as the protection of information systems
in avionic systems and the determination of cyber security
roles/responsibilities. Hence studies to tighten the security,
reliability, and sustainability of avionic systems have begun.

Modern aircrafts are equipped with a system known as
ADS-B, which periodically broadcasts various information
so that air traffic controls and other aircraft can monitor it.
As part of the NextGen project, the use of the ADS-B system
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on civil flights has been mandatory as of January 2020 [3].
In this article, the types of attacks that can be carried out
against the ADS-B system are examined in detail. In 2020, the
Federal Aviation Administration stated that attackers could
eavesdrop on the ADS-B system and conduct man-in-the-
middle-attacks on this system [1]. However, the FAA stated
that the revealed data from the broadcast of this system does
not expose the current systems to a higher risk [1]. Since
there has not been a successful attack against the ADS-B
system, the feasibility of these attacks has been discussed by
the FAA [4]. Nevertheless, recent research in the literature
shows that it is possible to perform successful and low-cost
attacks against ADS-B systems [4].
Unmanned aerial vehicles (UAVs) and drones are other

application area for GPS and ADS-B system used. They have
been used for specific missions in a limited time and at a
low cost. The UAV application has been increasingly used
due to its unique characteristics. The components of the UAV
network, such as the UAV andGroundControl Station (GCS),
are dependent on GPS and ADS-B broadcasts for navigation.
Therefore, this network is open to various cyber threats such
as jamming and spoofing attacks [5].

Various security solutions have been proposed in the
literature to provide for the security of the ADS-B system [4].
These solutions require changes to the protocol or structure
of the system. Since ADS-B systems have been used in
most civil aircraft today, possible changes in the protocol
or structure of the system are costly. Also, providing a
security solution for ADS-B systems without interrupting or
slowing down the real-time data flow is another challenge.
For this reason, security solutions are not used in ADS-B
systems today. Recently, it has been observed that anomaly
based detection systems have been widely proposed to detect
anomalies in the ADS-B system. This security solution
has some advantages over others: it does not require a
change in the system protocol, nor additional sensors to
work. This solution analyzes the ADS-B system behavior
to detect anomalies, and its increase in accuracy with
advances in machine learning and deep learning. That is
why anomaly-based systems have been so popular lately.
This article concentrates on using anomaly-detection systems
for ADS-B systems, in which machine learning and deep
learning algorithms are used, and in which databases and
features are selected.

A. SURVEYS ON THE SECURITY OF ADS-B
There are two comprehensive survey studies on the general
security of the ADS-B system published in 2015 [6] and 2020
[4]. However, there is no survey study to provide security for
the ADS-B system using machine learning and deep learning
methods; therefore this section summarizes general survey
studies for the ADS-B system.

In 2015, Strohmeier et al. examined and summarized
possible attack scenarios and security solutions for the
ADS-B system in detail [6]. Within the scope of this
study, it is mentioned why cryptographic security solutions

used in network systems cannot be directly adapted to the
ADS-B system. According to the authors, cryptosystems
are unsuitable for critical infrastructure systems where
real-time data transfer is significant, such as airplanes,
in terms of processing power and memory requirements.
Encryption and decryption processes cause latency for flight
systems; therefore aviation authorities have stated that the
existing vulnerabilities of the systems have a lower risk
than the risk from this latency. In addition, defining a
new protocol requires changes in the system infrastructure
and increases the operating and maintenance costs of the
system. Strohmeier et al. compared nine different attack
methods in terms of the layer where the attack occurred,
exploited vulnerability, attack frequency, and complexity [6].
They identified which vulnerabilities could be exploited
by attackers and examined security solutions against attack
methods. Then, they stated which security solutions are
appropriate to use against which attack methods.

In 2020, Jun et al. divided the possible attack scenarios
against the ADS-B system into two air-to-air and ground-to-
air attacks [4]. These attacks are examined for four intentions:
information gathering, economic benefit, terrorism, and
cyber warfare, and are evaluated in four categories: confiden-
tiality, integrity, availability, and authentication. They refer to
the requirements of information security compromised by the
attack. This approach is used to classify attacks and construct
attack trees in the risk assessment phase. Attackers could have
five capabilities: eavesdropping, message injection, message
modification, message deletion, and signal jamming. The
security measures against attacks are analyzed in two
categories: secure location verification and secure broadcast
verification. Machine learning and deep learning methods
are discussed in non cryptographic methods under the secure
location verification category. ML and DL algorithms are
examined in Data Fusion as well as in Traffic Modeling
section, in addition to the Anomaly Detection section. Traffic
modeling is not quite the same thing as anomaly detection,
but it is relevant. This research emphasized the suitability
and importance of anomaly detection methods in anomaly
detection of the ADS-B system, thanks to the developments
in ML and DL [4]. In this study, the authors examined
security solutions for ADS-B systems in two categories:
secure broadcast verification and secure location verification.
They presented a general security solution architecture in
Fig. 1 [4].
When we look at these studies, both are focused on the sys-

tem’s overall security. Moreover, these surveys did not follow
a systematic approach. Since no survey study concentrated on
machine learning and deep learning methods for the security
of the ADS-B system, the most comprehensive survey studies
on the general security of the ADS-B system were examined
within the scope of this study.

B. CONTRIBUTION
Authors present a comprehensive overview of the current
state of the field, and give key concepts, methodologies,
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FIGURE 1. Security Solutions for ADS-B Systems [4].

and findings related to ML/DL-based intrusion detection for
ADS-B devices.

1) This review evaluates the advantages and disadvan-
tages of ML/DL models for ADS-B intrusion detection
to provide insights into the performance, accuracy, and
limitations of different models.

2) The literature review identifies the challenges and open
research problems related to real-time implementations
of ML/DL based IDS for avionic systems. Recog-
nizing these challenges helps guide developing new
methodologies.

3) The review examines existing approaches and dis-
cusses the practical implications of ML/DL based IDS
for ADS-B devices in avionics cyber security.

C. MOTIVATION
The ADS-B system became mandatory for many aircraft as
of 2020 [1]. Nevertheless, the security vulnerabilities of this
system have not been fixed yet. The main weaknesses of
this system are that it publishes flight-related information
without any encryption and that the receiving party does not
check the identity of incoming messages. With technological
development, technologies that are difficult to reach have
become accessible. This situation has made it easier for
adversaries to access information and related equipment.
In this way, while the cost and difficulty level of the attacks
decrease, the probability of attack increases. Therefore,
security constraints in critical infrastructures such as aviation
systems should be reconsidered. When the security solutions
offered for the security of the ADS-B system are reviewed,
it is clear that machine learning and deep learning based
anomaly/intrusion detection systems are more advantageous
than other security solutions. Anomaly/intrusion detection
systems can be quickly integrated into existing systems
without requiring protocol or hardware changes. Since there
is no need to work on the relevant system, it does not affect the
system’s complexity. Increasing accuracy rates of machine
learning and deep learning methods also show that it is
possible to use these systems in this field.

TABLE 1. Research questions.

D. ORGANIZATION
Within the scope of this study, the selection and elimination
stages of the articles are defined in Section II. In Section III,
the technical infrastructure, machine learning techniques,
and evaluation metrics of the ADS-B system are defined.
In Section IV, summaries and comparisons of the studies
selected within the scope of the previous section are given.
The information obtained within the scope of the research
questions determined in Section V is shared. In Section VI,
the limitations of the research are shared. In Section VII, the
results of the research and the open problems are examined.
Additionally, future research on ADS-B security are outlined.

II. METHODOLOGY
A. RESEARCH QUESTIONS
This study is a systematization of knowledge (SoK); there-
fore, the research questions, given in Table 1, were defined
first. This section describes the research questions examined
within the scope of this paper.

1) Which algorithms are commonly used to detect
anomalies in ADS-B data?

Purpose: To analyze the performance metrics
and accuracy rates of algorithms frequently used
for intrusion detection in ADS-B systems and to
analyze their relationship with the dataset.

2) Which ADS-B databases are used to train models?
Purpose: To identify frequently used databases
in the literature and to compare the results of
studies using the same database.

3) Which features are helpful for training models?
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Purpose: Parameter extraction is the most
crucial step inmachine learning and deep learning
models. To determine the parameters used in the
literature and to analyze the parameters’ effects
on the evaluation metrics results.

4) What are common metrics used to evaluate models in
the anomaly detection system of ADS-B?

Purpose: Analyzing evaluation metrics used in
different fields.

5) For which vulnerabilities of ADS-B can the proposed
security solutions be effective?

Purpose: The presented intrusion detection sys-
tems detect different types of attacks. Identifying
which types of attacks the solutions provide
security against.

B. SEARCH STRATEGY
Considering the research questions defined in Table 1,
the keywords ‘‘Machine Learning,’’ ‘‘Deep Learning,’’ and
‘‘ADS-B’’ have been searched in academic databases:
Scopus, IEEE Xplore, and Web of Science. Query sentences
are given in Table 2.

C. SEARCH PROCESS AND FILTERING CRITERIA
Within the scope of this study, studies on the security of
ADS-B data and analysis and securitymeasures withmachine
learning or deep learningmethods were examined. During the
selection of the studies examined, academic databases were
searched using the search terms defined in Table 3.

Between 2018 and 2024, a total of 34 publications,
25 of which were conference and 9 journal publications,
were published in the IEEE database. On Scopus, another
important database, a total of 53 publications, 30 of which
were conference publications and 23 journal, were published
between 2012 and 2024. 2 of the conference publications
and one of the journal publications are survey studies.
Finally, the Web of Science database was examined, and a
total of 41 publications were published between 2018 and
2024, including 19 conference publications, 22 journal
publications.

Before examining the publications obtained in the search
results, studies whose language is not English and unrelated
to the subject in terms of field and title were eliminated. This
process is given in Fig. 2.

The summaries of these publications were examined, and
their compatibility with the scope of this study was reviewed.
In this way, the number of publications to be examined has
been reduced from 45 to 14. In this study, 14 studies related
to the security of the ADS-B system in terms of area, title,
summary, and scope were examined and compared based on
issues such as the method used, database, and performance
rates.

III. MATERIALS AND METHODS
In this section, the general structure and technical specifica-
tions of the ADS-B system are given. In addition, machine

FIGURE 2. Research methodology.

FIGURE 3. ADS-B architecture.

learning and deep learning methods, which are widely used
in the security mechanisms offered for the ADS-B system,
and the evaluation criteria of these methods are explained.

A. ADS-B SYSTEM
Automatic Dependent Surveillance-Broadcast (ADS–B) is an
advanced surveillance technology with two different types:
ADS-B Out and ADS-B In.

1) ADS–B Out is located in the aircraft and broadcasts
highly accurate positional information, such as the
aircraft’s GPS location, altitude, and ground speed,
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TABLE 2. Query clauses and fields.

TABLE 3. Search and filtering criteria.

FIGURE 4. ADS-B packet format [7].

TABLE 4. ADS-B packet context [7].

to ground controllers and other aircraft. Its accuracy is
greater than using conventional radar surveillance.

2) ADS-B In locates on the aircraft or at the ground station
and receives data from ADS-B Out devices within
range of the ADS-B In. This device, which transmits
position faster than other radar systems, was initially
used in ground and air traffic control systems. Today,
it has started to be used in aircraft to monitor air traffic.

The general architecture of the ADS-B device is described
in Fig. 3.

ADS-B In is not mandated by the ADS-B Rule; only
ADS-B Out is required in order to fly in the airspace
mentioned in 14 CFR 91.225. At present, the FAA does
not plan to mandate ADS-B In. The ADS-B Out device
periodically broadcasts the flight data such as position,
altitude, and speed obtained from the satellite system to the

TABLE 5. The information that attackers can obtain.

aircraft and ground stations within its range. It thus appears
on radars of other systems equipped with ADS-B In devices.

ADS-B Out message contains 112 bits of data (excluding
the preamble). The bit distribution in the content of the
message is shown in Fig. 4.

The definition of the parts of the ADS-B message is shown
in Table 4.
The ADS-B Out broadcasts the position data in plain text

form so that all ADS-B In devices within range of the ADS-B
Out can obtain the data. For example, data broadcasted
by ADS-B Out devices is shown on websites such as
FlightRadar24, FlightAware, and OpenSky Network [8].
In civil aviation, in addition to the information such as
altitude, direction, location, and speed published by the
ADS-B device, much information such as flight number,
start and destination point, estimated time of arrival, and
aircraft model, which are published on the websites of airline
companies, can be easily obtained without requiring field
expertise [9]. Therefore, studies on the security of the ADS-B
device have been increasing rapidly in recent years, and the
scope of possible attack scenarios has expanded. ADS-B data,
which the attacker can capture, and the flight information
shared by the airline companies are shown in Table 5 [9].

B. POSSIBLE ATTACK SCENARIOS
Within the scope of this section, attack scenarios that can
mislead the ADS-B device are summarized for ground and
air systems. Possible attack scenarios are shown in Fig. 5.

The Fig. 5 shows that the attacks on air systems are
examined in two groups: active and passive [4]. In passive
attacks, the attacker collects data without interfering with the
system; In active attacks, the attacker intervenes in the system
with different methods, such as adding/removing messages.
Passive attacks are mainly aimed at collecting data about the
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FIGURE 5. Possible attack scenarios [4].

system and analyzing it. Since there is no direct intervention
in the system, it does not pose an instant danger. However,
in active attacks, since the attacker can change the location
information, a non-existent aircraft may appear in the system
and cause a false alarm, thus threatening the safety of the
flight. ADS-B attacks could have potentially catastrophic
consequences [10]. Six basic attack scenarios are defined
within the scope of studies in the literature. These scenarios
are briefly summarized in Table 6.

C. THE PROPOSED SECURITY SOLUTIONS FOR ADS-B
Considering the possible attacks against the ADS-B system,
various security solutions have been proposed to ensure the
security of the systems. These solutions are examined under
two main categories: secure location verification and secure
broadcast verification in the study by Jun et al. [4].

1) Secure broadcast authentication methods are divided
into two parts: the methods that use cryptogtaphic
methods and those that do not. Cryptographic methods
are among the most effective protection methods that
ensure the network’s security in wireless networks.
Therefore, it is also considered in the security of the
ADS-B network. Since, ADS-B device has broadcast
nature, it is not required to encryption. Providing
identification and source integrity are enough solution
for ADS-B security [12], [13], [14], [15]. However,
these methods have disadvantages, such as key dis-
tribution and management problems. Methods that do
not use cryptographic methods are examined under
the headings of fingerprint technology and spread
spectrum technology. These methods, unlike encrypted
methods, do not have key distribution and management
problems; but they require adding new hardware
components to the aircraft.

2) Secure location verification methods, unlike secure
broadcast verification, verify the authenticity of the
aircraft’s position by cross-checking it with the location
information of other participants.

The definitions of security solutions examined under these
two headings are shared in Table 7.
In the literature, using anomaly detection methods is one of

the effective methods for ADS-B system security. Compared
with other methods, ML and DL can effectively detect and
identify attack data for ADS-B systems. Since these methods
do not require any modification of the existing protocol, they
can be used in future practical applications on avionics cyber
security.

D. THE ALGORITHMS USED IN ANOMALY/INTRUSION
DETECTION SYSTEMS
This section shares basic definitions of some machine
learning and deep learning algorithms frequently used in
anomaly detection systems in Table 8.
According to [30], most suitable method for abnormal

data detection on ADS-B device is neural networks with a
recurrent architecture due to the temporal evolution of the
ADS-B data. The LSTM architecture and its variants suit for
the considered problem.

On the other hand, hyper-parameters are another critical
factor affecting the models’ performance rates. The choice
of hyper-parameters depends on the specific algorithm and
problem. These are used to control the models’ training
process and optimize model results. While machine learn-
ing/deep learning models learn parameters, hyper-parameters
are external configurations for models that cannot be
learned from the training data. Common hyper-parameters for
machine learning/deep learning models are given below:

1) Learning Rate (for optimization algorithms): This
parameter affects the model’s learning speed by
controlling the step size during optimization.

2) The Number of Hidden Layers and Neurons (for
neural networks): It determines the neural network’s
architecture.

3) Activation Function (for neural networks):Different
activation functions, such as ReLU or sigmoid, can be
chosen for each layer in a neural network.

4) Regularization Parameters (e.g., L1 or L2 regu-
larization): These parameters are used to prevent
overfitting by controlling the amount of regularization
applied.

5) Number of Trees (for ensemble methods like Ran-
dom Forest): The number of decision trees to be used
in a model.

6) Depth of Trees (for tree-based models): The depth
of decision trees in algorithms like Decision Trees or
Random Forest.

7) Kernel Type and Parameters (for Support Vector
Machines): It refers to the kernel type of SVMs (linear,
polynomial, radial basis function) and associated
parameters.

8) Batch Size andNumber of Epochs (for training deep
learning models): Batch size refers to the number of
training examples utilized in one iteration, and epochs
refer to the number of times the entire training dataset.
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TABLE 6. Attack types and definitions [11].

TABLE 7. Security solutions for ADS-B system.

9) K in k-Nearest Neighbors (k-NN): k refers to the
number of neighbors in k-NN.

10) Distance Metrics (for k-NN): The distance metric
refers to the distance between data points.

These hyper-parameters need to be tuned carefully to
achieve optimal model performance. Some techniques, such
as grid search and random search, are often used to search
through the hyper-parameter space.

E. EVALUATION METRICS
While evaluating machine learning and deep learning-based
models, different evaluation metrics are used; different com-
ponents are considered when evaluating intrusion detection
systems. An intrusion detection system is considered in
terms of effectiveness, efficiency, adaptability, robustness,
and convenience. An efficient system can identify the attacker
and the real user accurately. The computational complexity
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TABLE 8. Algorithms and definitions.

of the methods used in intrusion detection affects the
system’s efficiency. Attacks change and evolve. Therefore,
the intrusion detection system must also be adaptive and
detect changes. While the intrusion detection performance of
the system represents the system’s robustness, its usability
for the user also shows its ease. A well-defined and viable
intrusion detection system should be evaluated with these
features in mind.

In the intrusion detection system, model evaluation metrics
were used to evaluate the models. While evaluating the
models, values such as the model’s accuracy and error rates
are calculated. These rates are used to compare models.

Considering that some evaluation metrics are inversely
proportional to each other, the usage area of the system
determines which metric is more important. In this section,
performance metrics that are frequently used in the literature
are shared in detail.

Confusion Matrix: Matrices are used to evaluate the
success of classification models. The matrix are represented
with four values: True Negative/TN, True Positive/TP, False
Negative/FN, and False Positive/FP.

• True Negative/TN: It represents the number of
correctly classified negative samples.
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• True Positive/TP: It represents the number of correctly
classified positive samples.

• False Negative/FN: It refers to the number of
incorrectly classified positive samples; in other words,
the number of samples classified as negative while
actually being positive.

• False Positive/FP: It refers to the number of negative
samples that were misclassified; in other words, it refers
to the number of samples that were classified as positive
while they were actually negative.

Accuracy - ACC: It is obtained by dividing the correct
answers by the total number of samples, as in (1). It is one of
the most commonly used evaluation metrics.

ACC ≡
TN + TP

TN + TP+ FP+ FN
(1)

False AcceptanceRate - FAR: It represents the ratio of the
number of misclassified negative samples to the total number
of negative samples, as in (2). As the FAR value decreases, the
performance rate of the system increases. In order to reduce
this rate, the acceptance threshold value defined in the system
should be increased.

FAR ≡
FP

FP+ TN
(2)

False Rejection Rate - FRR: It represents the ratio of
the number of misclassified positive samples to the total
number of positive samples, calculated as in (3). As the FRR
value decreases, the performance rate of the system increases.
In order to reduce this rate, the acceptance threshold value
defined in the system should be reduced.

FRR ≡
FN

TP+ FN
(3)

Equal Error Rate - ERR: It is seen that there is an inverse
relationship between FAR and FRR ratios. When comparing
models, the ERR metric is used when the relationship
between two ratios is desired to be definedwith a single value.
The ERRvalue represents the lowest point where the FAR and
FRR values are equal.

Recall: It represents the ratio of correctly classified
positive samples to the total positive samples, calculated as
in (4). The higher the Recall value the higher the system’s
performance.

Recall ≡
TP

TP+ FN
(4)

Precision: It represents the ratio of correctly classified
positive samples to positively classified samples, calculated
as in (5). The higher the precision value, the higher the
system’s performance.

Precision ≡
TP

TP+ FP
(5)

F-Score: F-Score is used to compare two different models
with low precision and high recall or high precision and low
recall, calculated as in (6).

F−Score ≡ 2
Precision · Recall
Precision+ Recall

(6)

ROC Curve: It is a probability curve with the FAR ratio
on the X-axis and the FRR ratio on the Y-axis. It is frequently
used in the comparison of models consisting of different
classes. The area under this curve is called AUC-ROC and
is considered a critical constraint in determining the model’s
performance.

F. SYSTEM ARCHITECTURE
Within the scope of this survey, anomaly-based intrusion
detection systems used in the security of the ADS-B device
were examined. Model development steps in these systems
are presented in Fig. 6.

The review of the architecture presented in Fig. 6 is
described below:

1) First, the ADS-B message is collected from the open
library of websites such as Flightradar24 [31] and
OpenSky [32], which are generally preferred in the
literature. In addition to these, a test environment was
created in some studies for model training. In both of
these methods, a dataset consisting of only real flight
data is obtained. Since the attack data is also needed
in the model training, the attack dataset is produced by
simulating the determined attack scenarios. Real flight
and attack data are combined and used in testing and
training stages of the models.

2) In the preprocessing step, ADS-B messages are
extracted from raw data. Then, data is sorted according
to the unique identifier, which is the ICAO number.
In this way, different flights are separated from
each other. Next, data records with missing records
are cleaned or filled (by using mean values, linear
interpolation or other methods). Finally, the dataset
is normalized to compare features with different
dimensions and measurements.

3) In the feature extraction step, many different features
were used in the studies. In addition to ADS-Bmessage
content such as location and altitude, there are also
studies focusing on hardware (energy statistic), soft-
ware features, or signal features (pseudo range, doppler
shift, bit error rate, bad packet ratio). Representative
features for each flight: average path of a route and
extract major geolocation points for each source and
destination like takeoff, the first point of cruising, the
last point of cruising, landing.

4) In the other areas, the dataset includes anomalies
besides normal data. However, it is known that ADS-B
messages do not include any anomaly (attack data).
Therefore, after the feature extraction phase, attack data
are generated, labeled, and merged with real ADS-B
messages to produce the final dataset.

5) Finally, in the model training and testing phases,
various machine learning and deep learning methods
were used, and the success rates of the models were
shared. In some studies, they prefer to use window
during the training phase due to the time-dependent
nature of ADS-B messages.

VOLUME 12, 2024 35651



N. Çevik, S. Akleylek: SoK of Machine Learning and Deep Learning

IV. BRIEF SUMMARIES OF STUDIES
In this section, summaries of the studies were defined, and
comparisons were made. When the studies in the literature
are examined in detail, it is seen that two different basic
feature sets are emphasized in the ADS-B data. The most
frequently used feature set consists of features related to the
route information of the aircraft, such as altitude, speed, and
direction. These features establish a relationship between the
aircraft and the route. If the aircraft deviates from the route,
this move is called an anomaly. Another feature is focused
on the unique properties of electromagnetic waves emitted
by ADS-B. It is known that these properties depend on
different factors, such as the stability of the oscillator, phase
noise, and transmitter clock. For this reason, it is stated that
there are differences between manufacturers, and aircraft can
be classified using these differences [33]. Electromagnetic
features containing more specific information than route
information were extracted and used as RF fingerprints, and
aircraft were classified according to these features. In order
to determine whether the aircraft are real or fake, a database
that identifies unique aircraft with ICAO numbers must be
created [33].
In [33], the authors stated that more than 50% of the

observed planes have a specific phase order. International
Civil Aviation Organization (ICAO) standards allow manu-
facturers to develop devices with system parameters within
specific ranges. Considering the limits and parameters of
these standards, the authors proposed a seven-step algorithm
for pattern extraction. In the classification phase of this
study, a neural network with 45 input layers, 10 hidden
layers and 7 output layers was used. A neural network with
5 output layers was also tried, but it was observed that
the structure with 7 output layers gave better results [33].
Another perspective is to focus on features such as error rate,
bad packet ratio, and energy statistic to distinguish received
jamming signals from legitimate ones, as presented in [34].
In this study, comprehensive research has been conducted
emphasizing the effectiveness of machine learning-based
classifiers for detecting jamming attacks. Various supervised
machine learning algorithms such as support vector machine,
k-nearest neighbor, artificial neural network, and decision
tree are used, and their performances are compared. Within
the scope of this study, different SVM types were compared,
and among these methods, it was shown that the radial
basis function RBF had the best performance with 67.3%.
For the KNN algorithm, three different distance metrics,
namely Euclid, Chebyshev, and Mahalanobis, were focused.
Mahalanobis distance metric has been shown to provide the
best performance with a rate of 74.6% compared to other
distance metrics. Three different performance metrics were
considered in the decision tree algorithm, namely accuracy,
detection probability, and false alarm probability. Among
all methods, the best performance was obtained by the
two hidden layers neural network with accuracy, detection
probability, and false alarm probability of 81%, 90.3%, and
30.9%, respectively. The lowest performance belongs to

logistic regression, with an accuracy of 65.5%. However,
all these techniques have a high false alarm probability
exceeding 24%. Therefore, it is not suitable for use in real
scenarios. In [35], the authors collected the signal data
obtained from the ACARS system besides the ADS-B signals
and created a large dataset. The authors used the amplitude
and instantaneous phase of the raw data in systems such
as ADS-B and ACARS to construct deep learning models
such as CNN, RNN, and LSTM. In this study, it is stated
that it outperforms methods such as SVM and logistic
regression in areas such as converting signal data to images
and classification using image processing. The dataset size
of radio signal classification-based deep learning studies is
quite limited. Therefore, a test environment is set up to
create the dataset, which includes an antenna, RF receiver
and sampling module, storage system, computing system,
and data exchange network. According to the study’s results,
the signal classification accuracy of ACARS and ADS-B
is 98.1% and 96.3%, respectively. When the signal-to-noise
ratio exceeds 9 dB, the classification accuracy is more than
92%. The results of the transfer learning experiment show
that the model trained on large-scale ADS-B datasets is more
suitable for learning and training new tasks than the model
trained on a small-scale dataset.

In [36], the authors focused on the features of Radio
Frequency (RF) to fingerprint the system. Aircraft were iden-
tified with the extracted signatures, and an intrusion detection
algorithm was developed. The system was evaluated within
the scope of different attack scenarios, and the attack situation
imitating the real user was also tested.The authors concluded
that they presented a system with a high detection rate and
a low false alarm rate. In this study, different from other
literature studies, two user scenarios were considered for
attack situations. First, the scenario where the part in the
in-flight navigation system is replaced with a different part;
the second is a scenario where an incorrect message is added
to the channel by an unauthorized transmitter. Both of these
attack scenarios can be detected by extracting the fingerprint
of the transmitter. Some features, such as clock stability
and hardware and software components, are used randomly
during the production phase of the hardware. By using
these features, a pattern can be extracted for the transmitter.
In addition to these features, signatures based on RF signal
characteristics can also be extracted. By creating an aircraft
database based on these features, it can be checked whether
the signature and the aircraft match. Within the scope of
this study, 45 million messages from 2942 aircraft were
collected over eight days in 2018. These data were obtained
with the hardware infrastructure created. Since the ADS-B
data contains rows related to each other, a frame size was
determined, and the details of the stage of determining this
frame size were shared in the study. Then, the KNN algorithm
was evaluated using different frames and k values. In the best
value, the frame size is 1000, and the k value is 60 with a
75% accuracy rate and a 10−3 false alarm rate. It is stated
that the proposed method within the scope of the study has
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FIGURE 6. Anomaly based intrusion detection system for ADS-B security.

the features of detecting signature changes and adapting to
different situations. The authors claim that even a small
amount of change can be detected. But if the attacker creates
a self-representing dataset without being detected, the system
adapts the model according to the new data, and then the
probability of the system noticing the attacker drops to zero.
In addition to these studies, the study numbered [37], which
focuses on GPS data with similar features to ADS-B data
in the literature, is also included. The authors propose a
supervised machine learning method based on an artificial
neural network to detect GPS spoofing signals. Different
features such as pseudo-range, doppler shift, and signal-to-
noise ratio (SNR) are used to perform the classification of
GPS signals. A supervised machine learning method based
on artificial neural networks (NN) is proposed, in which real
or fake GPS signals are fed directly into the algorithm, and
the existence or absence of an attack is decided. The authors
stated that this method does not require any modifications
to the GPS infrastructure and can be easily applied to any
GPS-guided autonomous system using microcontrollers or
microcomputers. In this study, GPS data was focused, and
spoofing attacks were tried to be detected with an approach
similar to the ADS-B system. Therefore, it is seen that the
extracted features, such as satellite vehicle number (SVN),
signal-to-noise ratio (SNR), pseudo-range (PR), doppler shift
(DO), and carrier phase shift (CP), are different from the
ADS-B system. This study has similarities with the ADS-B
system in terms of approach and is included in the review
study to compare the methods used. The authors calculated
accuracy rates for all combinations of five attributes to reveal
the relationship between different features. As a result, it was
seen that the option using all attributes had the highest
accuracy rate of 98.3%. The dataset used in this study has
not been shared.

In route-based anomaly detection systems, Habler et al.
used an LSTM encoder-decoder algorithm to model flight
routes by analyzing ADS-B message strings, and they aimed
to detect aircraft deviations from the flight path [38]. The

LSTMalgorithmwas used for the first time in the literature on
ADS-B data. This study used 13 different datasets containing
flight information for a selected route. While defining the
flight route with these data, four main geographical location
points are extracted: take off (start of route), the first point
of cruise behavior, the end point of cruise behavior, and
landing (end of route). This data includes standard flight data
only. For this reason, different types of anomalies/attacks
were produced for the dataset and added to the training/test
datasets in order to be able to classify them. Afterwards,
five common anomaly/attack detection algorithms, namely
GMM-HMM, DBSTREAM, One Class SVM, LOF, and
Isolation Forest, were applied to this dataset, and the results
of the algorithms were compared. In the study, it was
stated that the established models could detect produced
anomalies/attacks with an average false alarm rate of 4.5%.
Among the algorithms used, it has been shown that the
LSTM encoder-decoder algorithm has the best performance.
Moreover, in 2022, the authors presented a new study on
a Stack LSTM encoder-decoder architecture harnessed for
trajectory anomaly detection within the aviation domain,
utilizing data from the OpenSky network [39]. The analysis
spans six datasets and evaluates anomalous behavior under
three attacker capabilities. The model uses self-features,
such as callsign, heading, velocity, speed, and regional
features, including distances measured from the center of
the examined area. Furthermore, the research introduces
a new approach by employing separate models for each
phase of flight - climb, cruise, and descent. In addition,
they use a new feature derived from AIRAC Instrumental
Flight Rule (IFR) route charts that reflect real-world aviation
scenarios. This multifaceted investigation aims to enhance
the robustness of trajectory anomaly detection in air traffic
surveillance, diversifying the data with attacker scenarios
and operational phases. Since LSTM is a common algorithm
used to detect anomalies in time series, Chevlot et al.
focus on an LSTM contextual autoencoder (CAE) for
trajectory anomaly detection using data from the OpenSky
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network [11]. Various features such as altitude, consecutive
delta, tracking delta, vertical rate, ground speed, and flight
phases (climb, cruise, descent) are analyzed in this study.
The study evaluates the model’s performance using metrics
including accuracy, recall, and F1 score, considering six
different datasets. By leveraging LSTM-based contextual
autoencoding on the OpenSky dataset, the research aims to
enhance the efficacy of anomaly detection in multivariate
time series associated with aircraft trajectories. Another
LSTM-based study was presented by Wang et al. [40].
In this study, the authors analyzed ADS-B data and attacks
against the system and proposed an LSTM-based ADS-B
spoofing attack detection method. Different threshold values
have been determined for the detection of anomalies/attacks.
There are ten different types of attack scenarios in the
dataset, containing 220000 data. The features used are the
longitude, latitude, altitude, speed, heading, and rate of climb
of the aircraft. An LSTM architecture has been established
with 14 LSTM units and 7 fully connected layer units, which
are also the vector size of ADS-B data. In the evaluation phase
of the models presented in the study, different evaluation
metrics such as precision, recall, and F1-score are used to
evaluate the model more accurately. The proposed model
has a precision of 0.85 for 10 different attack types. In this
study, attack-based accuracy rates and details of attacks are
not shared. In addition, the false-correct ratio, an essential
factor for evaluating the models, is not given. A similar
study focusing on these attack scenarios was presented
by Teng Yao et al. In this study, the authors proposed a
system based on the Hidden Markov Model (HMM) where
temporal correlations are effectively modeled for ADS-B
data to detect different attack patterns [41]. With the Sticky
hierarchical Dirichlet Process (sHDP), the parameters of
the HMM are obtained dynamically. The system can detect
attacks dynamically. The established intrusion detection
model consists of three basic steps: data preprocessing,
sHDP-HMM, and intrusion detection. The data used in this
study were obtained from the OpenSky database. In addition
to normal data, six different attacks, namely fixed deviation
attack, random deviation attack, incremental deviation attack,
flight change attack, replay attack, and DoS attack, were
modeled, and these attack data were produced. The database
produced in the study was not shared. This study shares the
accuracy rates of LSTM, HTM, and sHDP-HMM models
for different attack types on the dataset. It is seen that
LSTM has the highest accuracy in fixed deviation, flight
change, and DoS attacks, HTM in random deviation and
incremental deviation attacks, and sHDP-HMM in random
deviation and incremental deviation attacks. The accuracy
rates of the sHDP-HMM model are 90.8% (continuous
deviation attack), 99.3% (random deviation attack), 87.9%
(incremental deviation attack), 99.6% (flight change attack),
94.8% (replay attack) is given as 98.8% (DoS attack). There
are also studies in which multi-layered filtering mechanisms
exist in route-based studies. For example, in [42], a system
called SODA, which is a DNN-based two-stage leak detector,

was developed. In the first step, the message classifier
examines each incoming message and labels them malicious
or non-malicious. For those accepted as non-malicious, the
ICAO address is estimated based on the physical layer
properties. It is checked whether the specified ICAO address
and the ICAO address obtained as a result of the classification
match. In this way, precautions are taken against replay
attacks. According to the shared results, while the SODA
system has a minimal false alarm rate (0.43%) in the first
stage, it can detect ground-based spoofing attacks with a
probability of 99.34%. The second stage classifies a total of
238 aircraft with an accuracy rate of 96.66%. The authors
state that the DNN-based method outperforms other machine
learning techniques such as XGBoost, Logistic Regression,
and Support Vector Machine. Instead of a malicious attack,
Xavier et al. focused on anomalies that occur during the
flight that a person did not design and their causes [43]. This
study uses an automatic encoder-based neural network for
anomaly detection on ADS-B data obtained via OpenSky.
The proposed method determines air traffic flows using
clustering techniques and facilitates the analysis of routes.
In this study, three different datasets were used, namely city
pair, airspace, and landing. The city pair dataset comprises
3536 route information of 28 ICAO numbers between two
cities. The Airspace dataset contains 14461 route information
obtained over seven months from aircraft cruising in the
designated airspace. While the DBSCAN algorithm is used
for classifying routes, automatic encoders are used for
anomaly detection. The Landing dataset collected data
consisting of 19489 route information that landed at a
specific airport. It has been determined that most of the
anomalies in these datasets are caused by the weather or
the movement tactics of the ATCs. The methods used in
this study are based on unsupervised learning methods,
automatic encoders, and clustering algorithms. Another
study using autoencoder on ADS-B data was presented by
Fried et al. [44]. This study proposed a neural network model
with two different architectures, an LSTM with extracted
time series features and a non-repetitive autoencoder, for
anomaly detection, and ADS-B data obtained from Opensky
was used. While evaluating the models, FPR, TPR, AUC,
and Average Detection Delay evaluation metrics were used.
In the proposed method, abstract flight models are learned
whose numerical and spatial values are derived from the
delay difference (time series difference) in ADS-B messages.
Therefore, it differs technically from previously presented
studies. The authors stated that the presented model could
be trained on data from more than one flight path and
generalized to make inferences about routes not included
in training set, such as past flight paths. As a result, the
autoencoder has a higher TPR and lower detection latency
over all simulated attacks; LSTM has a higher ROCAUC and
a lower FPR over all simulated attacks. Unlike other studies,
in [45], the authors focused on the system’s ability to detect
attacks by processing real-time data. A dataset was created
by combining 10.000 real ADS-B messages obtained over
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Opensky with 10.000 generated attack ADS-B messages.
The SVM classification algorithm was used in training and
testing stages, and as a result, 80% precision, 78% recall,
and 79% F1-score values were obtained. The system takes
0.36 seconds for the server to preprocess the messages,
11802.38 seconds to adapt the model, and 0.36 seconds
to apply the model for a prediction. The authors stated
that they could process approximately 27 ADS-B messages
per millisecond for intrusion detection. Considering that
approximately 13 messages are generated every millisecond
in the US National Airspace, It is evident that the system
has real-time intrusion detection capability. In this way,
appropriate measures will be taken quickly against detected
attacks, and flight safety will increase.

Both approaches have some advantages and disadvantages.
Aircraft classification is directly related to the route in
systems that focus on route information. Therefore, a model
containing the data of a previous flight in the aircraft
class specified on the relevant route should be established.
Although the models need to be constantly updated as flight
routes may change over time, it is easy to obtain this
data because the route data is published openly. Therefore,
data can be collected without establishing an infrastructure
for different routes, and a model can be established using
the collected data. However, finding a dataset in systems
that focus on the properties of electromagnetic waves is
challenging. Apart from the digital data, it is necessary to
know the signal information. To obtain such data, setting
up a testbed is required. Since this testbed contains limited
aircraft, the dataset remains small. The main goal in such
studies is that all ADS-B out device manufacturers should
determine the RF characteristics that define that device at the
time of production, and this should be stored in a common
data set and used as the identity of the relevant aircraft.
In order to use this approach, aircraft equipment, software and
hardware should not be changed or updated too frequently.
Any change will cause a breakdown in the pattern and will
require updating the database. It is foreseen that it can be
used as an additional feature in attack/anomaly detection in
systems where such problems do not exist [33].

V. RESULTS
In this study, using machine learning and deep learning
methods to detect anomalies in ADS-B data are examined in
detail. According to result of the study ML/DL models have
several advantages and disadvantages. Pointing out these
points are important for future studies and research [46], [47].
Advantages of usingML/DLmodels as a security solution for
ADS-B system are given below:

1) Automation and Scalability:While detecting anoma-
lies, manual inspection, and giving rapid response in
real-time applications is impossible because of the
amount of data, ML/DL models can automatically
analyze vast amounts of ADS-B data efficiently.

2) Adaptability: ML/DL models can adapt to evolving
threats and changing patterns in ADS-B data. They can

learn from new data and adjust their detection criteria
without requiring manual reprogramming. This contin-
uous learning improves the long-term effectiveness of
intrusion detection.

3) Pattern Recognition: Rule-based detection systems
cannot detect complex patterns and anomalies. How-
ever, ML/DL models can recognize these patterns
thanks to their evolving structures.

4) Data Types: ML/DL methods can work with diverse
data types, like spatial, temporal, and multimodal data.

5) Advanced Features: ML/DL models can show
spatial relationships, temporal trends, and complex
relationships between data points.

6) Anomaly Detection Diversity: There are various
ML/DL-based techniques for anomaly detection,
including supervised, unsupervised, and reinforcement
learning. This diversity allows the most appropriate
method to be selected for specific use cases.

7) Threat Detection: ML/DL can help detect a wide
range of threats, including signal spoofing, jamming,
eavesdropping, and other malicious activities.

The benefits of using ML/DL for ADS-B anomaly
detection make them a promising tool for improving aviation
cyber security.

RQ1: Which algorithms are commonly used to detect
anomalies in ADS-B data? When the studies in the
literature are examined, it has been observed that algorithms
such as LSTM, SVM, and ANN are frequently used in
attack/anomaly detection for ADS-B, as seen in Table 11.
In Section III-D, general definitions of algorithms commonly
used in this area are shared.

Hyper-parameters play a crucial role defining a model
result. Therefore, the best hyper-parameters of these studies
are given in Table 12.
RQ2: Which ADS-B databases are used to train

models?
Today, with the widespread use of the ADS-B device,

it has become easier to capture flight data. ADS-B device
broadcasts data openly without using any crypto mechanism.
Therefore, any person with an ADS-B In device can easily
obtain this data.

In the literature studies, it has been observed that there
are two different basic approaches to the database. Both
approaches have their advantages and disadvantages.

In the first of these approaches, a system that can capture
this data is implemented at an affordable cost due to the
widespread use and ease of obtaining Software-Defined
Radios. It means that real-time data can be drawn directly
from the system. In addition, in test environments with an
ADS-B Out device, attack data can be implemented by
producing and broadcasting directly from the ADS-B Out
device, not by changing the real data. However, in such
studies, data collected with a single device is limited to the
device’s coverage area. The location of the device directly
affects the data that can be collected. The datasets obtained
from the test environment established in the literature need
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TABLE 9. Summaries of studies.

to be shared, and sufficient information needs to be provided
about the dataset. Since it is not shared, it creates a question
mark about the success rates of the proposed systems.

Another approach is to collect open source data shared on
websites like OpenSky Network [32] or FlightRadar24 [31].
In these sites, the movement in the airspace at any point can
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TABLE 10. Summaries of studies (Continued).

TABLE 11. Dataset and methods used in literature.

be easily followed live. In addition, these sites both share
data in real-time and provide access to historical databases.
OpenSky Network especially provides support for academic
studies in this area. Therefore, the majority of studies using
open databases prefer OpenSky Network.

In 4 of the 14 studies examined within the scope of this
review, a hardware test environment was established, and the
data were obtained from this test environment. 8 studies’ data
were drawn from open databases, 6 of which were OpenSky
Network and one of which was FlightRadar24. In the
remaining 2, no information about the dataset was shared.

Table 11 shares information about studies and preferred
datasets.

RQ3: Which features are helpful for training models?
Two different feature sets were used while training

machine learning models on ADS-B messages.
1) In the first approach, ADS-B message content and data

that can be obtained from open sources were collected,
and messages were classified using this data. ADS-B
message content includes ‘‘time, ICAO24, latitude,
longitude, baroaltitude, geoaltitude, heading, veloc-
ity, vertrate, callsign, on ground, alert, spi, squawk,
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TABLE 12. Hyper-parameters.

lastposupdate, lastcontact’’ parameters. In addition to
these parameters, additional features such as ‘‘airline
company to which the aircraft belongs, departure and

TABLE 13. Performance evaluation metrics.

arrival times, departure airport, landing airport, aircraft
model’’ can be obtained. ADS-B message content was
generally used in the articles examined within the
scope of this study. In the message content, espe-
cially ‘‘time, ICAO24, latitude, longitude, baroaltitude,
geoaltitude, heading, velocity’’ parameters were taken
into consideration.

2) In the second approach, attack/anomaly detection is
made by considering the signal properties of the mes-
sage. Satellite Vehicle Number (SVN), Signal-to-Noise
Ratio (SNR), Pseudo-Range (PR), Doppler Shift (DO),
and Carrier Phase Shift (CP) parameters were extracted
to model the signals, and these values were used for
attack/anomaly detection.

The first approach is route-based and has a high success
rate in attack scenarios focusing on route changes. In this
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TABLE 14. The features of the security solutions [4].

approach, there is no difference between attacks from the
ground and a vehicle in the air. On the other hand, in the
signal-based attack/anomaly detection approach, there are
differences between attacks from the ground system and real
aircraft in the air. The characteristics of the hardware used
by the attacker gain importance in detecting this attack. It is
difficult to detect fake message attacks transmitted over real
aircraft. Finding a shared open dataset to train signal-based
models is hard; therefore, the authors must produce their
datasets. However, open datasets that share real ADS-B
messages are readily available for route-based attacks.

RQ4: What are common metrics used to evaluate
models in the anomaly detection system of ADS-B?

The metrics used to evaluate machine learning and deep
learning methods are examined in Section III-E. This section
explains the meanings and equations of evaluation metrics.
Only accuracy, false positive, and false negative values
have been shared in the studies. In addition to these
metrics, values such as recall, precision, and F1-score can be
used for the model’s performance. Evaluating models with
different evaluation metrics reveals the proposed approaches’
performances and the models’ distinctive aspects.

The Table 13 provides a detailed results of machine
learning models, highlighting their performance evaluation
metrics.

RQ5: For which vulnerabilities of ADS-B can the
proposed security solutions be effective?

Many security solutions have been proposed with different
requirements in different areas for the security of ADS-B
messages. This study examines anomaly/attack detection
system-based solutions in detail. These solutions focused on
anomalies during flight, landing, takeoff, or route anomalies
between two points. These solutions provide security for
attacks such as ghost aircraft injection, ghost aircraft flood,
ground station flood, virtual trajectory modification, and

aircraft disappearance from the radar. Adding, removing,
and changing messages can be detected at a high rate by
the anomaly/attack detection system. However, it does not
provide a measure against eavesdropping attacks. This attack
can only be prevented by methods such as encryption of
the channel. Such methods are not preferred because they
increase costs and require protocol and system change.

The features of the security solutions other than the
anomaly detection systems presented in the literature, the
security level they provide, their applicability, and the attacks
they prevent are shared in detail in Table 14.

VI. LIMITATIONS
While this literature review provides the current state
of research on ML and DL-based anomaly detection
methods for ADS-B systems, several limitations should
be acknowledged. While this paper only includes studies
published in English, non-English language publications may
not have been adequately represented. Despite efforts to
search relevant databases and sources comprehensively, some
relevant studies may have been inadvertently excluded from
this review. Additionally, while studies don’t share their
databases, the results of the studies couldn’t be verified.
The applicability of the findings from the included studies
to real-world ADS-B systems may be limited by contextual
factors such as airspace regulations, traffic density, weather
conditions, and technological infrastructure. Despite these
limitations, this literature review presents comprehensive
research on ML and DL-based anomaly detection methods
for ADS-B systems. It provides valuable insights into
challenges and opportunities for future research.

VII. CONCLUSION AND OPEN PROBLEMS
This systematic literature review examines studies that detect
attacks against the ADS-B systemwith anomaly/attack-based
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detection systems. Machine learning and deep learning
model datasets and model evaluation metrics used in these
studies were investigated. Examined studies were obtained
from Scopus, IEEE Xplore, and WoS academic databases
with query sentences in Table 2. 15 studies obtained from
the queries were selected according to the selection and
elimination criteria in Table 3. This study includes the
technical infrastructure of the ADS-B system, possible attack
scenarios against the system, and the measures that can
be taken against these scenarios. Then, algorithms and
evaluation metrics used in anomaly/attack detection systems
are explained. Then, after filtering within the selection
and elimination criteria, 15 studies obtained from academic
databases were examined in detail and summarized. The
main idea, advantages, and disadvantages of these studies
are shared in Table 9 and 10. Then, machine learning, deep
learning methods, and datasets used within the scope of the
studies are shared in Table 11. As a result, this study examines
anomaly/attack detection systems for ADS-B systems and
shares information about approaches consisting of machine
learning and deep learning models.

According to the paper’s results, it is clear that machine
learning and deep learning-based ADS-B anomaly detection
systems can significantly enhance aviation safety by identify-
ing potential threats. Optimizing ML/DL models for efficient
use of computational resources can reduce operational costs
associated with anomaly detection in ADS-B systems. With
these improvements, the real-world deployment of anomaly
detection systems will increase the reliability of ADS-B
messages. Considering the increasing number of UAVs,
robust anomaly detection systems are essential for ensuring
the safety and reliability of autonomous aircraft and UAV
operations. Additionally, ML/DL-based anomaly detection
systems can provide valuable insights into air traffic patterns
for air traffic controllers. While ML/DL methods offer
numerous advantages, it’s essential to acknowledge some
shortcomings and challenges of these methods. The open
problems of ML/DL-based anomaly detection methods are
listed below:

1) Data Quality and Quantity: ML/DL models often
require large amounts of labeled data in the training
phase. However, obtaining qualified labeled data for
anomalies or intrusions can be challenging for avionic
systems. Moreover, collecting a sufficiently diverse
dataset is hard since real-world anomaly or intrusion
events are relatively rare.

2) Imbalanced Datasets: Anomalies in ADS-B data are
infrequent compared to normal data. Because of the
imbalance class, model performance is biased. Spe-
cialized techniques like oversampling, undersampling,
or generating synthetic data may be necessary to
address this issue.

3) Interpretability: ML/DL models, particularly deep
neural networks, are often considered ‘‘black boxes.’’
Understanding the model’s behavior in the classifica-
tion phase can be challenging. Therefore, the trust and

acceptance of these models in critical applications like
aviation security are complex.

4) Computational Resources: Using ML/DL models to
detect anomalies requires considerable computational
resources in the training and test phases. Due to latency
and power consumption constraints, implementing
ML/DL models on ADS-B devices is considered in
detail.

5) Real-time Processing: Real-time data processing is
crucial in aviation security. DevelopingML/DLmodels
suitable for real-time data processing restriction is
challenging.

6) Regulatory and Certification Issues: The aviation
industry is regulated, and using of new security
solutions must meet certification standards.

7) Cost and Resource Constraints:ML/DL-based solu-
tions can be costly for smaller aviation operators and
organizations in terms of computational resources and
expertise required for deployment and maintenance.

8) Adversarial Attacks: ML/DL models used for intru-
sion detection are vulnerable to adversarial attacks.
Attacker can craft malicious data specifically designed
to evade detection, leading to potential security
breaches. He intentionally manipulates input data
to generate incorrect predictions. These attacks are
tailored to specific models and datasets, making them
difficult to detect and defend against and they leads to
false positives or false negatives in anomaly detection.
Developing robust models that can withstand such
attacks is an ongoing challenge [48].

9) False Positive Rate: It is critical to the usability of
ML/DL models, as the results affect flight-critical
decision-making mechanisms. In addition, the selected
features directly affect the model results. Therefore,
reducing the false positive rate and feature selection
methods are significant for future research.

The real-world deployment of ADS-B anomaly detection
systems faces significant challenges, particularly concerning
the vulnerability of data sources like sensors or the Opensky
Network to potential attacks, which could undermine the
system’s ability to detect anomalies accurately.
1) Trajectory fluctuations, resulting from weather condi-

tions or congestion, pose a practical challenge for the
system, given that trajectories, typically linear for the
same route, may deviate under certain circumstances.
A thorough evaluation is imperative to practically uti-
lize anomaly detection systems for intrusion detection,
accounting for diverse factors influencing trajectory
variations.

2) Determining effective thresholds is a real-world chal-
lenge, especially in dealing with unknown attack
patterns, necessitating the development of automatic
adaptation capabilities to address emerging threats.

3) Periodical changes in aircraft signatures, often caused
by using different or redundant transponders and two
ADS-B antennas in different positions on an aircraft,
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further complicate the practicality of anomaly detection
systems. Detecting slow changes in aircraft signatures
becomes challenging in such scenarios.

4) The sheer volume of yearly ADS-B data, esti-
mated at 41 TiB based on FAA statistics [45],
presents a practical concern, demanding scalable
solutions for efficient processing and analysis in
real-world applications of ADS-B anomaly detection
systems.

As a result, while ML/DL based anomaly detection
methods promise for enhancing the security of ADS-B
devices, it is important to recognize and address these
shortcomings and challenges. While this approach may not
offer a definitive solution to the problem, it will increase
the difficulty for attackers. Future research and development
efforts aim to mitigate these issues and improve the
effectiveness and robustness of intrusion detection systems
in the context of aviation security. Future research in ADS-B
anomaly detection systems involves comparing model results
after tuning hyper-parameters and incorporating additional
features.

1) Data quality and quantity are two of the critical
problems in anomaly detection systems for ADS-B.
Research should focus on developing techniques for
augmenting labeled anomaly data, such as active
learning and transfer learning. While ADS-B datasets
are imbalanced, future research can focus on robust
anomaly detection algorithms for class imbalance.

2) Researchers should develop efficient training algo-
rithms and optimization techniques that minimize
computational complexity and memory requirements
without sacrificing detection accuracy. They inves-
tigate lightweight ML/DL architectures optimized
for resource-constrained environments, such as edge
devices or embedded systems.

3) Feature extraction and data processing are crucial steps
for the performance of models. Including contextual
features, such as the type of aircraft and sensors
used, in ADS-B data for anomaly detection models
will be investigated. The models can be trained for
airspace states in specific geolocations besides other
features to provide more contextual information and
improve detection ability. Moreover, postprocessing
of IQ samples will be performed to extract more
stable features, and training models for different flight
phases may enhance overall accuracy. Domain-specific
knowledge and contextual information minimize false
positive rates are decreased.

4) Minimizing data preprocessing time and feature extrac-
tion processes is crucial for the real-time application of
ADS-B anomaly detection systems.

5) Addressing the demand for more effective mechanisms
to dynamically optimize thresholds and overcome
human factors and the limitations of static values will
be crucial. Further optimization for hyper-parameters
and time series feature extraction is expected to

enhance empirical results, and expand the training
phase to include different aircraft types, such as UAVs
and rocket-powered vehicles, is proposed.

6) A reliability score is suggested as an additional
enhancement for ADS-B anomaly detection systems.
Additionally, it can be focused on using clustering
techniques to identify aircraft with similar features and
detect ADS-B attacks from different clusters (random
noise, velocity attack, etc.), ultimately improving the
robustness of the model.
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