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ABSTRACT Due to rising consumer demand and traffic congestion, last-mile logistics is becoming
more challenging. To optimize urban distribution networks, digital image processing plays a key role
in addressing these challenges through efficient traffic monitoring systems, an essential component of
intelligent transportation systems. This paper introduces the Hyper-heuristic Genetic Algorithm based
on Thompson Sampling with Diversity (HHGATSD), a novel approach to efficiently solving complex
optimization and versatility problems in image segmentation.We evaluate its efficiency and robustness using
the IEEE CEC2017 benchmark function set in general optimization problems with 30 and 50 dimensions.
HHGATSD’s applicability extends beyond optimization to computer vision in traffic management. First, the
multilevel thresholding segmentation is performed on images extracted from the Berkeley Segmentation
Dataset with minimum cross-entropy as the objective function, and its performance is compared using
PSNR, SSIM, and FSIM metrics. Following that, the proposed methodology addresses the task of vehicle
segmentation in traffic camera videos, reaffirming HHGATSD’s effectiveness, adaptability, and consistency
by consistently outperforming alternative segmentation methods found in the state-of-the-art. The results
of comprehensive experiments, validated by statistical and non-parametric analyses, show that the proposed
hyper-heuristic and methodology produce accurate and consistent segmentations for road traffic surveillance
compared to the other methods in the literature.

INDEX TERMS Digital image processing, hyper-heuristic optimization, intelligent transportation systems,
multilevel thresholding, traffic surveillance, vehicle segmentation.

I. INTRODUCTION
The relentless march of technological advancement has
revolutionized numerous facets of our lives, none more so
than the e-commerce industry. As a result, online shopping
has undergone a profound transformation, ushering in an
era of unprecedented convenience for consumers. However,
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this convenience has given rise to a complex logistical
challenge known as the ‘‘last-mile logistics’’ [1]. This
concept represents the final leg of the distribution process,
the critical juncture at which goods reach the end client’s
doorstep. In this entangled web of distribution, multiple
stops and diverse modes of transportation are often involved
in fulfilling a single delivery request; such complexity
invariably drives up the operational costs for logistics
companies.
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Before a product reaches its intended destination, several
factors must be carefully considered: the selection of
optimal routes, cost constraints, the choice of transportation
modes, and traffic bottlenecks, among others [2]. Logistics
companies have high stakes, as customer satisfaction hinges
on damage-free and on-time deliveries. Efficient last-mile
logistics necessitate a delicate balance of optimized routes,
minimal traffic congestion, and reduced reliance on person-
nel; elements focused on diminishing transportation costs.

Despite the considerable attention that last-mile logistics
has aroused in the research area [3], [4], its challenges have
grown in tandem with technological advances and consumer
expectations [5], [6]. A significant factor in urban distribution
networks is traffic congestion, an inescapable reality that can
have far-reaching consequences for logistics operations [7].
The time spent delivering congested thoroughfares represents
a heavy toll on logistics companies, impacting their bottom
line, delivery schedules, and the feasibility of meeting
allocated time frames.

In this context, the importance of effective traffic man-
agement, often referred to as the main issue of urban
logistics [8], difficult the efficient flow of goods and
significantly inflates operational expenses, representing lost
margins for logistics companies. Traffic image analysis is
the main approach of modern traffic management systems,
offering a smart approach to deal with complex challenges
caused by congested roadways. This step enhances the overall
efficiency of traffic management and provides a crucial
basis for subsequent analyses and decision-making. Through
examination of road traffic surveillance camera feeds, image
analysis becomes the eyes and brains of traffic management
systems, tirelessly scrutinizing every intersection, highway,
and arterial road. Doing this offers invaluable support in the
endeavor to untangle the web of urban congestion, promoting
smoother logistics operations and safer and more sustainable
urban environments.

This article presents an innovative hyper-heuristic (HH)
approach for traffic image analysis, offering an alternative
solution for traffic management systems improvement.
By leveraging the Hyper-heuristic Genetic Algorithm Based
on Thompson Sampling with Diversity (HHGATSD), this
research is intended to provide logistics companies an
alternative to decode and analyze complex traffic scenarios
efficiently. The work presented in this paper holds excellent
promise as an indispensable pre-tool for traffic monitoring
within the logistics domain.

The article’s key contributions can be outlined as follows:

• Efficient Hyper-Heuristic: The proposed HHGATSD
excels on the IEEE CEC2017 benchmark, providing
a potent algorithm for complex optimization, and
it showcases its versatility by achieving outstanding
results in image segmentation.

• Precision Vehicle Detection: This work introduces a
novel and efficient method for vehicle segmentation
without any training process or prior knowledge by

utilizing the minimum cross-entropy as the objective
function, which addresses a critical aspect of last-mile
logistics and traffic management.

• Adaptive Image Segmentation: In addition to vehicle
detection, the paper proposes an adaptive image segmen-
tation technique, contributing to the broader computer
vision and pattern recognition field.

• Traffic Surveillance: The methodology presented in
this research extends beyond traditional image analysis,
encompassing traffic surveillance capabilities to assist
in urban planning and enhancing logistics operations by
providing insights into traffic dynamics.

The remainder of the paper is distributed as follows:
Section II includes a State-of-the-art analysis of metaheuris-
tics (MH) and HH algorithms and traffic image analysis.
Section III briefly explains the cross-entropy minimization
as an image segmentation criterion. Section IV unveils the
HHGATSD and its design considerations, while in Section V
the experimental framework for the HHGATSD test and the
methodology for vehicle segmentation. Section VI shows
the performance results, including experiments with three
different optimization scenarios. Finally, in Section VII, the
conclusions of this work are presented.

II. STATE-OF-THE-ART
In the present section, we embark on a brief but comprehen-
sive review of MH and HH algorithms and their applications,
as well as an exploration of cutting-edge techniques in the
realm of traffic image analysis.

A. METAHEURISTIC AND HYPER-HEURISTIC
ALGORITHMS
Image segmentation, a fundamental process in computer
vision and image processing, divides an image into distinct
and meaningful regions based on visual properties like color,
intensity, and texture. Approaches include region-based,
edge-based clustering (e.g., K-means), deep learning, and
both MH and HH methods. This section focuses on MH and
HH in its research.

Generally, MH algorithms are a class of computational
methods used to find approximate solutions to optimization
and search problems [9]. These algorithms are particularly
valuable for solving complex problems where finding an
exact optimal solution within a reasonable amount of time is
challenging. Classical MH algorithms draw inspiration from
diverse principles and natural phenomena, leading to their
categorization into different families.

These algorithms draw inspiration from diverse sources.
Swarm-based algorithms mimic collective behaviors, includ-
ing Particle Swarm Optimization (PSO) [10], Ant Colony
Optimization, Grey Wolf Optimizer (GWO) [11], and
Side-Blotched Lizard Algorithm [12]. Evolutionary-based
algorithms, such as Genetic Algorithm (GA) [13], Differ-
ential Evolution (DE), and Self-adaptive Differential Evolu-
tion (JADE) [14], emulate natural selection. Physics-based
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algorithms, like Simulated Annealing, Harmony Search, and
Gravitational Search Algorithm, model physical phenomena.

As the ever-evolving optimization research area has
advanced, new-generation and high-performance MH algo-
rithms have emerged, such as Bernstain-Search Differential
Evolution Algorithm (BSDE) [15], Biogeography-based
Learning Particle Swarm Optimization [16], Harris Hawks
Optimization (HHO) [17], Remora Optimization Algorithm
[18], to cite a few; even metaphor-free proposals have been
developed [19]. The MH approach for image segmentation
has been successfully applied to different areas, comprising
industrial failure detection [20], medical applications [21],
[22], forest management [23], satellite imagery [24], hyper-
spectral data analysis [25], to mention some.
Nevertheless, applying existing algorithms in certain

areas remains challenging due to numerous parameters and
their susceptibility to configuration intricacies, as noted in
previous research [26]. Consequently, selecting an appro-
priate search mechanism is paramount as it is pivotal in
achieving precise and optimal outcomes. In this context,
the adoption of HH has garnered increasing attention.
HH represents a class of sophisticated automated search
techniques that effectively amalgamate, generate and choose
low-level heuristics, thereby offering a powerful means to
address computationally intricate problems [27], [28]. While
MH is tailored to specific classes of problems and relies
on predefined algorithms and low-level heuristics, HH aims
to automate the process of selecting or generating low-level
heuristics, making them versatile and problem-agnostic [29].
Among the most popular HH algorithms are Choice

Function HH [30] and Great Deluge HH [31]. Choice
Function HH leverages a choice function to select from a
predefined set of low-level heuristics, adapting and learning
over time to enhance its optimization performance. On the
other hand, inspired by the Great Deluge algorithm, the Great
Deluge HH progressively reduces acceptance thresholds,
iteratively applying low-level heuristics to converge toward
optimal solutions. Memetic HH [27] algorithms combine
the concepts of memetic algorithms and HH, using pop-
ulations and iterative application of heuristics for solution
refinement. Borrowing from the multi-armed bandit problem,
Multi-Armed Bandit HH [32] algorithms balance exploring
different heuristics with exploiting the most promising
ones. Also, a framework that stands out for designing and
comparing HH is the HyFlex [33]; rather than a specific HH
algorithm analysis, HyFlex provides a platform to develop
and test various HH approaches on different combinatorial
optimization problems. These popular HH approaches are
pivotal in automating heuristic selection, enabling efficient
optimization across many problem domains.

HH algorithms have been applied in a wide range of
areas, including assessment of combinatorial optimization
problems [34], metallic particles detection [35], [36], supply
chain management [37], and improvement of HH algo-
rithms [38], including image segmentation [39], [40]. Lying

in the high-effectiveness of HH approaches, different traffic
management proposals have been performed, to name a few,
scheduling [41], lane-changing advisory [42], public trans-
port network optimization [43], vehicle routing problem [44],
and capacitated electric vehicle routing problem [45].

B. IMAGE VEHICLE DETECTION
Regarding vehicle segmentation on road images, several
proposals have been presented with different approaches,
each offering a distinct and innovative task analysis.

In their 2019 study, Prakoso et al. conducted a com-
prehensive study of Otsu’s thresholding, Fuzzy C-means,
and K-means applied to video frames. They assessed the
efficacy of these techniques by employing two performance
metrics, Mean Square Error (MSE) and Peak Signal to Noise
Ratio (PSNR), as outlined in their work [46]. Later in 2020,
Premachandra et al. [47] introduced an innovative method
for identifying moving street objects (such as vehicles,
pedestrians, cyclists, etc) utilizing the Gaussian mixture
model from 360-degree-view images. This represents a
noteworthy application of background and frame subtraction
techniques [48]. However, these approaches frequently
exhibit a reliance on factors such as variations in lighting
conditions and background clutter, which can impact their
performance and robustness.

In the realm of deep learning, Hu et al. introduced a scale-
insensitive convolutional neural network (CNN) for rapid
vehicle detection, achieving speeds up to 37 FPS [49]. Simi-
larly, Sindhu utilized YOLOv4 to enhance vehicle detection
and identification in CCTV camera video streams [50]. Build-
ing on this, Kashevnik et al. proposed a novel approach by
combining the EfficientNetB3 architecture with multiparallel
residual blocks, aiming at 3D localization and pose estimation
of vehicles, inspired by the CenterNet architecture [51].
Despite their efficacy, it is important to highlight that all
these deep learning-based methods necessitate a training
phase and a substantial number of annotated frames with
corresponding vehicle ground truth, presenting challenges
regarding computational cost and segmentation time.

Nevertheless, recent advances in deep learning, particu-
larly in few-shot learning, provide promising alternatives.
Innovative works, such as the works of Cheng et al. [52] and
Lang et al. [53], have introduced schemes that operate effec-
tively with fewer annotated frames. Unlike traditional deep
learning methods, these few-shot segmentation approaches
work well with less data and offer potential efficiency
improvements and reduced computational burden. It is worth
noting that while these few-shot segmentation approaches
require some training, their unique methodologies contribute
to faster adaptation and may mitigate concerns related to
computational cost and segmentation time.

Regarding traffic management, a few HH proposals have
been presented. In 2022, Khassiba and Delahaye [54]
proposed a Simulated-Annealing HH to analyze various
delay-based and rerouting-based neighborhood operators.
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The optimal combination is then employed to address
a demanding and large-scale instance within a relatively
brief computational timeframe. More recently, in 2023,
Liao et al. [55] tackled the Traffic assignment problem
using a genetic programming HH approach for real-time
assignment of uncertain commuters. They presented a
reactive assignment strategy as a low-level heuristic rule
evolved through the proposed method. By training using
a designed heuristic template, commuters can dynamically
find optimal paths in real time, maximizing traffic network
throughput. Also, in 2023, Zheng et al. [56] designed an HH
algorithm based on Tabu search, incorporating a high-level
heuristic strategy to more efficiently select underlying search
operators to optimize vehicle routes by balancing distribution
costs and customer satisfaction. This approach is applied to a
model considering a time-dependent speed, reflecting vehicle
travel speed and road traffic flow changes in urban traffic flow
simulations.

To the best of our knowledge, only a limited number
of heuristic proposals (including MH and HH approaches)
have been specifically designed to segment traffic vehicles.
In 2020, Huang et al. [57] presented a hyper-spherical hash
algorithm, a high-dimensional heuristic enhancement, to pro-
vide vehicle identification for Intelligent traffic analysis.
Notable examples include the utilization of the Haversine
formula and a recent innovative approach known as the HH-
based Encoder-Decoder using Gated Recurrent Units with an
attention mechanism, as introduced by Priya et al. in their
work presented the current year [58].

III. MULTILEVEL IMAGE SEGMENTATION
Multilevel image segmentation aims to classify pixels with
similar attributes, such as intensity, to detect objects within
the background. This technique is commonly employed as an
initial step in several image processing applications, where
it converts the image representation into a more analytically
manageable format for further processing stages.

The selection of thresholds is a challenging task in
multilevel image segmentation, achievable through diverse
manual and automated criteria. This proposal addresses this
challenge by employing cross-entropy minimization as a
segmentation criterion [59].

The thresholding technique is a simple and widely
employed method that involves partitioning the image’s
histogram into different regions based on specific threshold
values. The resulting multilevel segmented image (Ith) is
generated using the threshold values according to the rules
specified in (1).

Ith(x, y) =


th1, if IGr (x, y) ≤ th1
thi, if thi−1 < IGr (x, y) < thi,
thnt , if IGr (x, y) > thnt

(1)

where IGr is the original grayscale image, nt represents the
total number of thresholds, and thi (∀ i = 2, 3, . . . , nt − 1)

are one of the optimal threshold values used to segment the
image.

The challenge of determining optimal thresholds in images
is tackled by formulating the task as the minimization of
the statistical cross-entropy criterion. This criterion is the
objective function within an optimization algorithm, guiding
the search for optimal threshold values.

The cross-entropy criterion measures the homogeneity of
the histogram information between the original image and its
segmentation.

A. MINIMUM CROSS-ENTROPY
In 1968, Kullback et al. proposed cross-entropy as a metric
to measure the divergence between two probability distribu-
tions. It is formulated as the minimization of a theoretical
data distance represented in (2) to find the optimal threshold
value, given probability distributions P={p1,p2,. . .,pN} and
Q={q1,q2,. . .,qN}.

CE(P,Q) =
N∑
i=1

pi log
pi
qi

(2)

The Minimum Cross-Entropy Thresholding (MCET) tech-
nique determines the optimal threshold by minimizing the
statistical criterion of cross-entropy of the input grayscale
image and the histogram h(i), i = 1, 2, . . . ,L, where L is the
number of gray intensities present in the image. The image
using a single threshold (th) for binary thresholding, is given
by (3) to segment image IGr into an Ith image with two areas,
foreground, and background.

Ith(x, y) =

{
µ(1, th), if IGr (x, y) < th
µ(th,L + 1), if IGr (x, y) ≥ th

(3)

where µ is defined in (4)

µ(a, b) =
b−1∑
i=a

ih(i)

/
b−1∑
i=a

h(i) (4)

The MCET is calculated by rewriting (3) to obtain the
entropy value by evaluating the objective function shown
in (5). This function, denoted as fMCET (th), combines infor-
mation from the histogram, image, and optimal threshold
th to measure the divergence between the original and the
segmented image.

fMCET (th) =
( th−1∑

i=1

ih(i) log
(

i
µ(1, th)

)

+

L∑
i=th

ih(i) log
(

i
µ(th,L + 1)

) )
(5)

This bilevel segmentation equation mentioned above can
be extended to a multilevel approach using the vector
th = [th1, th2 . . . , thnt ], which contains nt threshold values.
However, extending to more values is computationally
expensive. Nevertheless, Yin [60] proposed a faster recursive
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programming technique to obtain the optimal threshold for
digital image segmentation. Thus, (5) can be expressed as (6).

fMCET (th) =
( L∑

i=1

ih(i)log(i)−
th−1∑
i=1

ih(i)log(µ(1, th))

−

L∑
i=th

ih(i)log(µ(th,L + 1))
)

(6)

The bilevel approach in (6) is extended to make the
multilevel approach using the vector th, which contains nt
threshold values, shown in (7).

fMCET (th) =
L∑
i=1

ih(i)log(i)−
nt∑
i=1

Hi (7)

where nt is the total number of thresholds and Hi is
determined as (8).

H1 =

th1−1∑
i=1

ih(i)log(µ(1, th1))

Hk =
thk−1∑
i=thk−1

ih(i)log(µ(thk−1, thk )), 1 < k < nt

Hnt =
L∑

i=thnt

ih(i)log(µ(thnt ,L + 1)) (8)

The process of minimizing the statistical cross-entropy
criterion to determine the optimal threshold is carried out
within the proposed HH algorithm. In this context, the
objective function fMCET (th) in (7) iteratively guides the
algorithm to explore and refine the threshold values, thus
improving the quality of image segmentation.

In addressing the challenge of multilevel image seg-
mentation, the paper employs the MCET criterion as a
pivotal segmentation tool. This choice is based on a detailed
mathematical model of the problem, where the task of pixel
classification is transformed into a well-defined optimization
problem. The formulation is designed to capture the intrica-
cies and complexities of multilevel image segmentation.

The mathematical foundation provided by MCET facil-
itates the translation of the problem into an optimization
objective function, seeking to minimize the statistical cross-
entropy criterion. As detailed before, this criterion operates
as a robust measure of the divergence between the original
grayscale image and its segmented counterpart. The approach
models the mathematical complexities inherent in multilevel
image segmentation to identify optimal threshold values that
not only meet the stringent requirements of the task but also
contribute to solving practical engineering problems in image
processing.

IV. HYPER-HEURISTIC GENETIC ALGORITHM BASED ON
THOMPSON SAMPLING WITH DIVERSITY
In this section, we present the proposed approach, which is
called Hyper-heuristic Genetic Algorithm based on Thomp-
son Sampling with Diversity (HHGATSD). HHGATSD

incorporates principles inspired by the HH based on Thomp-
son Sampling (HHTS) for the dynamic selection of crossover
and mutation operators [61]. It is important to note that
HHGATSD stands out as a distinctive algorithm by integrat-
ing this operator selection strategy into a comprehensive GA
framework, thereby enhancing its performance in addressing
optimization problems.

HHGATSD introduces two pivotal stages, namely a diver-
sity stage and a cloning stage, strategically placed to address
the challenge of balancing the exploration and exploitation of
the algorithm. The diversity stage employs the Normalized
True Diversity (DTD) metric, offering a dynamic measure
of population diversity during the evolutionary process.
Additionally, the cloning stage, guided by a carefully tuned α

parameter, improves exploration by generating clones of the
worst-performing individuals. Collectively, these innovative
components contribute to the robustness, scalability, and
efficiency of the algorithm in solving complex optimization
problems.

The flowchart in Fig. 1 visually illustrates the structural
similarities between HHGATSD and conventional GA.
It integrates additional stages to augment performance and
the ability to find high-quality solutions, with MAB theory
blocks highlighted using a rectangle with dotted lines.

The main steps of the HHGATSD are presented below:

1) Initialization: The process begins by defining the
parameters and randomly generating uniformly dis-
tributed particles as the initial population. Furthermore,
the diversity of the distribution of the particles in the
population is obtained and quantified as the value
of the normalization method known as Normalization
with Maximum Diversity so Far (NMDF) [62]. After
the initialization phase, we obtain and evaluate each
individual’s fitness in the population using the objective
function.

2) Fitness Evaluation: After generating the initial popu-
lation, each candidate solution is evaluated using the
objective function. The best solution is determined
based on the smallest fitness value within the popula-
tion, marking the beginning of the iterative process.

3) Parent Selection: This stage selects individuals from
the current population to act as parents in the crossover
and mutation process, producing offspring that may
become part of the next generation. The Roulette
Wheel Selection strategy is utilized, where each indi-
vidual’s probability of being selected is proportional to
their fitness [63]. Individuals with lower fitness have a
higher probability of being chosen as parents, but there
is no guarantee that the best individuals will be selected.

4) Operator Selection: This is the first additional stage
of the HH that is introduced. Instead of using fixed
crossover and mutation operators, we treat the operator
selection as a multi-arm bandit (MAB) problem [64].
Thompson sampling is employed since it outperforms
other algorithms in tackling the MAB problem [45].
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FIGURE 1. Flowchart of the proposed HHGATSD.

It dynamically selects the most promising opera-
tors through stochastic sampling based on estimated
rewards, optimizing the operator combination for the
highest cumulative reward over Iter iterations. The
pseudocode of this process is presented in Algorithm 1,
and the output is the action that contains the combina-
tion of heuristics that will be applied. The process of
parent selection and operator selection is repeated N
times.

Algorithm 1 Pseudocode of TS
Inputs: R, P, cnt
if (cnt ≤ Iter) then

Reinitialize R, P and cnt
else

cnt ← cnt + 1
end if
for (i← 1 to numactions) do

θi← Beta(Ri+1,Pi+1) sample fromBeta distribution
end for
acion← Select the action with the argmax(θθθ )
Return acion

5) Merge Population: A set of N new individuals is
generated after applying operators. Their fitness is
evaluated using the objective function, and the genera-
tional replacement and sorting strategy selects the new
population [65].

6) Diversity: In this stage, we calculate the DTD, a metric
for quantifying diversity within the population. This
measure represents the average standard deviation of
the position of each individual and is obtained using
in (9) [66]. The diversity stage evaluates DTD in each
iteration and checks if it is less than 0.2. Additionally,
the diversity stage verifies whether the number of
accesses to the objective function is lower than half of
MaxAcc. Meeting these conditions triggers the cloning
stage.

DTD =
1
N

√∑N
k=1(x

2
k − (xk )2)

NMDF
(9)

where

x2k =
1
D

D∑
i=1

x2i,k (10)

such that i = 1, 2, . . . ,D, where D represents the
dimension of the problem and k = 1, 2, . . . ,N , where
N is the number of particles in the population.

7) Cloning: The cloning phase, described in (11), aims to
generate clones of the 0.3N worst individuals in the
population, evaluate their cost, and replace them in the
population with the most promising clones. This phase
contributes to increasing the diversity and exploration
in the search space of the proposed HHs.

xi,k = xi,k + ξ (11)
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where ξ is a random number between -α and α, and α

is a positive parameter that controls the search domain.
8) Stop Criterion: The algorithm evaluates if it has

reached MaxAcc to the objective function allowed.
If not, it returns to the Parent Selection step (Step 3),
repeating the evolutionary cycle. This stop criterion
is crucial for managing computational resources and
preventing indefinite algorithm execution, ensuring
completion within a reasonable time frame while
controlling the total number of objective function
accesses.

The set of crossover and mutation operators to be applied
to the parents selected in Step 4 in the proposed HHGATSD
algorithm is described below. This approach applies four
crossover operators, which are:
• UNDX - unimodal normal distribution crossover [67]
• PCX - parent centric recombination [68]
• BLX - blend crossover [69]
• Single point crossover [70]
Four mutation operators described below are also consid-

ered:
• Michalewicz’ mutation [71]
• DE mutation [72]
• Random mutation [73]
• OBL - opposition-based learning [74]
There are two crucial parameters in HHGATSD. The first

parameter is the variable Iter , which is involved in Step 4 and
represents the maximum cumulative reward across iterations.
The role of this variable is to re-initialize the reward (R)
and penalty (P) vectors, essential components for the TS
algorithm. The significance of resetting this algorithm lies in
its adaptability to the changing dynamics of the environment,
ensuring a continuous and efficient search space exploration.
Therefore, the variable Iter plays a determinant role.

The second parameter is α in Step 5, a positive parameter
controlling the search in the cloning phase. This value
determines the extent of the random adjustments applied to
the solutions during the cloning phase.

V. EXPERIMENTAL FRAMEWORK
In this section, we discuss the datasets utilized in this research
for evaluating the performance of the proposed algorithm.
We also describe the metrics employed and the algorithms
used for comparison.

A. DATASETS
We evaluated the proposed method on three datasets: (1)
29 functions from the well-known IEEE CEC2017 bench-
mark for solving constrained real parameter optimization
problems [75], (2) ten random images from the Berkeley
Segmentation Dataset (BSDS500) [76], and (3) a set of
612 frames from a traffic camera video.

First, we extensively verify and compare the efficiency
of HHGATSD with other algorithms on the challenging
IEEE CEC2017 benchmark for 30 and 50 dimensions, which

TABLE 1. Summary of the CEC2017 benchmark functions.

exhibits high complexity. Table 1 presents the functions and
features of this benchmark alongwith their respective optimal
or minimum values. The test set contains 29 benchmark
functions, excluding f2 from the set, due to the unstable
behavior [77]. It includes four sets of functions: unimodal
functions (f1), multimodal functions (f3−f9), hybrid functions
(f10 − f19), and composition functions (f20 − f30).

Second, we used the UC Berkeley image segmentation
benchmark, which is a dataset commonly referenced in
the image processing literature. This dataset consists of
500 natural images that exhibit different levels of complexity
in their intensities. We randomly selected ten images from
this benchmark to create our second evaluation set for
assessing the proposed method. In Fig. 2, we show the
benchmark images utilized in this study, along with their
corresponding histograms. These images can be accessed
at the following link,1 serve as a crucial component of
our evaluation. They represent a diverse array of real-
world scenarios, allowing us to assess the robustness and
adaptability of the proposed method across different levels
of image complexity.

Finally, we use a third set of images obtained from
a stationary road traffic surveillance camera, which can
be found at the following link.2 We apply a multilevel
segmentation to this set using the proposed method for
subsequent post-processing to identify the vehicles on the
road. In Fig. 3, we present eight randomly selected frames out
of a total of 612 as sample images representing the third set.

B. EXPERIMENTAL SETUP
The performance of various MH optimizers in the first and
second datasets was evaluated. Specifically, GA, PSO, DE,

1www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/
resources.html

2www.kaggle.com/foyecey/traffic-road
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FIGURE 2. Set of benchmark images with their respective histogram. The histograms offer insights into the frequency of intensity values in each image,
providing additional information about the image features.

BSD, GWO, HHO, JADE, and BLPSO were considered.
The internal parameters of these algorithms were configured
based on their original references to ensure their optimal
performance.

As part of our analysis of the third dataset, wemeticulously
assessed our proposed algorithm’s efficacy compared to
several established segmentation methods. Specifically, our
evaluation encompassed a comparison with the widely
recognized Otsu’s method [78], the classical K-means
algorithm [79], and the Fuzzy IterAg algorithm [80].

Across all experiments conducted on the IEEE CEC2017
benchmark in 30 and 50 dimensions (D), the stop criteria

established for all the algorithms are 50,000 and 80,000
function accesses, respectively.

Experiments for the Berkeley image benchmark were
conducted using 2, 4, 6, 8, and 10 thresholds for themultilevel
thresholding problem. The objective function employed was
the MCET approach, and a maximum of 100 iterations
were allowed for each experiment as the stop criterion. This
criterion guided the search for optimal thresholds, ensuring
effective pixel classification in the resulting segmented
images.

The total number of search agents in the population,
denoted asN , was consistently set at 50 for all test algorithms.
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FIGURE 3. Examples of frames from the road traffic surveillance camera.

Furthermore, due to the stochastic nature of MAs, each
method underwent 30 independent runs (TE ) to establish its
robustness. It is noteworthy that, for the proposed algorithm,
the internal parameters Iter and α were set to 200 and 5,
respectively. All experiments were conducted using Matlab
version 9.8 on hardware equipped with a 1.60GHz Intel Core
i5 CPU with 16GB of RAM.

C. METHODOLOGY FOR VEHICLE SEGMENTATION
In order to effectively identify and segment vehicles within
the images acquired from the traffic surveillance camera
and to validate the proposed algorithm in a real-world
environment, we employ a comprehensive methodology that
is concisely described in the flowchart presented in Figure 4.
This figure shows the output of each of the most crucial steps.

Each step plays a key role in achieving the objective.
The methodology initiates the process with Robust Princi-
pal Component Analysis (RobustPCA) as the initial data
processing step. When applied to a matrix comprising the
612 frames extracted from the camera video, RobustPCA
effectively decomposes the information into two primary
components: a low-rank matrix (L) representing underlying
structural information and a high-dimensional sparse matrix
(S) capturing noise and unwanted variations. Matrix L is
associated with stationary or background elements in the
images, while matrix S detects moving vehicles and dynamic
objects. The resulting matrix of S is denoted as IS and
becomes the basis for the subsequent analysis.

It is important to note that the RobustPCA technique relies
on two key parameters: λ and maxiter . The parameter λ

provides a normalized value based on the size of the input
matrix X. The choice of λ/10 is set empirically to balance
the algorithm’s robustness against outliers while ensuring
efficient decomposition. Additionally, maxiter , representing
the maximum number of iterations, is set to 1000 to ensure

convergence while controlling computational resources. This
value is selected through empirical experimentation, seeking
a balance between achieving convergence and avoiding
excessive computation time.

The next step involves multilevel segmentation, achieved
by applying five thresholds to divide IS into regions
corresponding to specific vehicle attributes. The outcome of
this multilevel segmentation process is named Ith, which is
subsequently binarized to generate a mask, IB, considering
only the highest threshold.

In the post-processing phase, morphological operations
are applied to refine the IB mask in preparation for further
analysis. This step involves erosion and morphological
closure to enhance region cohesion. Erosion employs a
2 × 2 pixel square-shaped structuring element to reduce
noise and small artifacts. Conversely, morphological closure
utilizes a 15-pixel radius disk as a structuring element
to merge closely spaced regions, ensuring the integrity
of vehicle shapes. The final binary mask, Iseg, forms
the solid basis for vehicle feature extraction and tracking
algorithms, contributing to traffic analysis and management
accuracy.

For a comprehensive overview of this methodology, the
pseudocode is presented in the Algorithm 2.

D. METRICS
Since the algorithm presented in this paper is stochastic,
the standard deviation (STD) described in (12) is used to
test the stability of the optimizer. According to Ghamisi et
al., if the STD value increases, the algorithm becomes more
unstable [81].

STD =

√√√√ TE∑
i=1

σi − µ

TE
(12)
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FIGURE 4. Flowchart of the proposed method for vehicle segmentation in a traffic surveillance camera.

Algorithm 2 Pseudocode of Vehicle Segmentation Method-
ology

Inputs: X
λ← 1/

√
max(size(X))

maxiter ← 1000
nt ← 5
[L,S]← RobustPCA(X, λ/10,maxiter )
i← index of the image to segment
IS← Si
th← MultilevelMethod(IS, nt)
Ith← MultilevelSegmentation(IS, th)
for (i← 1 to numcol) do

for (j← 1 to numrows) do
if Ith(i, j) ≥ thnt then

IB(i, j)← 1
else

IB(j, k)← 0
end if

end for
end for
Iseg← MorphologicalOperations(IB)
Return Iseg

To evaluate the multilevel segmentation quality perfor-
mance of the proposed approach on the BSD500, the
following three metrics are considered:

• Peak Signal to Noise Ratio (PSNR) [82]: PSNR com-
pares the segmented and the original images using the
RootMean Square Error (RMSE) of each pixel. A higher
PSNR value indicates that there is more similarity
between the images. The mathematical formula for this
metric is shown in equation (13).

PSNR = 20 log10
255
RMSE

RMSE =

√∑ro
i=1

∑co
j=1[I

C
0 (i, j)− ICth (i, j)]

ro× co
(13)

• Structural Similarity Index (SSIM ) [83]: It is another
measure of the similarity between original and seg-
mented images used to identify the internal structures
and is defined in (14). Better segmentation performances

produce a higher SSIM value.

SSIM =
(2µIGrµIth + C1)(2σIGr Ith + C2)

(µ2
IGr + µ2

Ith + C1)(σ 2
IGr + σ 2

Ith + C2)
(14)

where µIGr and µIth are the mean values of the original
and the segmented image, respectively. For each image
the values of σIGr and σIth correspond to the standard
deviation and σIGrIs is the covariance of IGr and Ith.
C1 and C2 are two variables for weak denominator
stabilization and the values used are C1 = C2 = 0.065.

• Feature Similarity Index (FSIM ) [84]: FSIM is a
metric that measures the similarity between both images
regarding their internal features such as edges, corners,
etc. It is mathematically defined in (15), where a higher
value is interpreted as a better segmentation.

FSIM =

∑
wϵ� SL(w)PCm(w)∑

wϵ� PCm(w)
(15)

where � represents the spatial domain of the image. SL
is the similarity that exists in the components. PC is
the phase congruence, a dimensionless measure of the
importance of local structure.

On the other hand, to evaluate the quality and performance
of vehicle segmentation within traffic camera frames, we con-
sider a comprehensive set of five metrics to compare the
segmented and ground truth masks, shown below:
• Dice Coefficient (DSC) [85]: DSC , commonly known
as F1-score, quantifies the extent of overlap between
predicted and ground truth segmentation masks. A DSC
value of 1 indicates a perfect overlap, while lower values
suggest less agreement. It is particularly useful for
measuring segmentation accuracy regarding both false
positives and false negatives.
The mathematical expression is outlined in (16). Here,
A represents the set of pixels in the predicted mask, B
represents the set of pixels in the ground truth mask, and
| · | denotes the cardinality (number of elements) of a set.

DSC =
2|A ∩ B|
|A| + |B|

(16)

• Jaccard Index [86] (IoU ): The Jaccard index, also known
as Intersection over Union (IoU ), provides a measure
of similarity between predicted and ground truth masks.
It is calculated by dividing the intersection of the two
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sets by their union. A higher IoU value signifies better
alignment, making it a valuable metric for assessing the
accuracy of segmentation masks. This metric is shown
in (17).

IoU =
|A ∩ B|
|A ∪ B|

(17)

• Precision (P) [87]: P measures the accuracy of positive
predictions in the generated mask. It is particularly
crucial to evaluate how well the segmentation model
identifies true positive (TP) instances while minimizing
false positives (FP). A higher precision value indicates
a more accurate identification of positive pixels. Math-
ematically, P is defined in (18), TP represents the count
of positive pixels accurately identified, and FP signifies
the number of pixels erroneously classified as positive.

P =
TP

TP+ FP
(18)

• Recall (R) [88]: R, also known as sensitivity, measures
the ability of the algorithm to identify all positive
instances in the mask. It is a crucial metric for
minimizing false negatives, indicating the model’s
sensitivity to detecting actual positive instances in the
segmentation. In (19) formulates theRmetric, whereFN
(False Negatives) represents the count of positive pixels
misclassified as negative.

R =
TP

TP+ FN
(19)

• Accuracy (ACC) [88]: ACC provides an overall measure
of correctness and is not specific to the positive class.
It considers both true positive and true negative instances
in the segmentation mask, making it a comprehensive
metric for evaluating the overall performance of the
segmentation model. The mathematical formula for this
metric is shown in 20, and TN (True Negatives) is the
number of correctly identified negative pixels.

ACC =
TP+ TN

TP+ TN + FP+ FN
(20)

E. NON-PARAMETRIC TEST
Due to the intrinsic nature of metaheuristic algorithms,
a robust and statistically rigorous comparison and the
validation of numerical results require the use of non-
parametric statistical tests. These tests prove particularly
appropriate when the data fails to meet the assumptions
of normality and does not rely on specific probability
distributions. Consequently, they are well-suited for assessing
the effectiveness of our proposed method and discerning its
significance relative to other algorithms [89].
In this work, we employ the Friedman test, which allows

us to evaluate whether there are statistically significant
differences in the performance of the algorithms on the
benchmark functions. To enhance the precision of our analy-
sis, we implement Holm’s p-correction value method [90].

This method is vital for controlling the family error rate
when conducting multiple pairwise comparisons, ensuring
that random chance does not influence our results.

By incorporating these robust statistical techniques into our
evaluation, we aim to provide a comprehensive and reliable
assessment of the HHGATSD algorithm’s effectiveness
compared to other methods. This approach enables us
to confidently identify which algorithms exhibit superior
performance across the benchmark function set.

VI. RESULT
This section provides results from three experimental trials
to conduct a comprehensive analysis of the performance
of HHGATSD in different scenarios. The objective is to
evaluate the effectiveness of the proposed algorithm in
tackling complex high-dimensional optimization problems
and to gauge its adaptability and robustness for real-world
problems such as multilevel image segmentation.

A. EXPERIMENTS WITH IEEE CEC2017 BENCHMARK
In Tables 2 and 3, we present our experiments’ comprehen-
sive results with the IEEE CEC2017 benchmark functions in
30 and 50 dimensions, respectively. Each row corresponds to
a specific benchmark function, and each column represents
an optimization algorithm used in this comparison.

The tables provide two key statistics for each algorithm
in each benchmark function: AVG and STD of the fitness.
The algorithm achieving the best AVG result with the lowest
fitness in each benchmark function is denoted in blue, and the
results with the lowest STD values are highlighted in bold,
making them easy to identify. Additionally, the ‘W/T/L’ row
at the bottom quantifies the number of wins (W), ties (T), and
losses (L) for each algorithm in comparison to others across
all benchmark functions.

In the context of the high-dimensional optimization
problems of the IEEE CEC2017 benchmark functions in
30 dimensions, the HHGATSD algorithm demonstrates its
skills. By analyzing the results presented in Table 2, it is
evident that the algorithm consistently outperforms the other
algorithms used in this comparison in average fitness values
with significantly reduced dispersion, as indicated by low
standard deviation values for most of the functions.

When examining the ‘W/T/L’ row, HHGATSD stands
out with 18 wins, 0 ties, and 11 losses in average fitness.
However, a comparison based on standard deviation metrics
obtained 8 wins, 0 ties, and 21 losses, a performance slightly
below that of the BSDE algorithm.

On the other hand, in 50 dimensions, the HHGATSD
algorithm obtained better results. As shown in Table 3,
it maintained and increased performance, outperforming the
other algorithms in average and standard deviation fitness
values.

Examining the ‘W/T/L’ row, HHGATSD again excelled by
obtaining 19 wins, 0 draws, and 11 losses in average fitness.
Similarly, it stood out in the standard deviation averages
comparison with 13 wins, 0 ties, and 16 losses, which
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TABLE 2. Statistical results of the CEC2017 benchmark functions in 30 dimensions.

tied with the BSDE algorithm. In particular, HHGATSD
outperforms other methods even on complex and high-
dimensional problems, highlighting its adaptability and
robustness.

Table 4 presents the results obtained by applying non-
parametric tests, specifically the Friedman and Holm tests,
to evaluate the performance of the algorithms on the
IEEE CEC2017 benchmark functions under two-dimensional
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TABLE 3. Statistical results of the CEC2017 benchmark functions in 50 dimensions.

configurations. A lower average Friedman ranking indicates
better performance. In this regard, HHGATSD consistently
ranks first (highlighted in blue) for both 30 and 50 dimen-
sions, demonstrating its superior performance compared to
all other algorithms in these tests. Holm’s p-correction values

help identify which algorithms exhibit statistically significant
differences in their performance relative to others, providing
a robust foundation for assessing the effectiveness of the
algorithms in this study. Results in bold indicate p-values less
than 0.05, denoting significant differences from HHGATSD.
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TABLE 4. Average friedman’s rankings and holm’s p values (0.05) for the
CEC2017 benchmark functions in 30 and 50 dimensions.

Notably, the only algorithm with no significant difference in
the results is the BSDE.

To graphically visualize the algorithm’s performance,
Figure 5 provides graphical representations of the con-
vergence curves for all algorithms during a specific run
of 50-dimensional instances. These curves, presented on a
logarithmic scale for clarity, illustrate the convergence behav-
ior of algorithms across different categories of benchmark
functions.

It is worth noting that the convergence curves for
HHGATSD (represented by a black square with a red dotted
line), JADE (magenta triangle with a blue dotted line), BSDE
(turquoise triangle with a turquoise dotted line), and GA
(green star with a magenta dotted line) exhibit particularly
favorable results. These algorithms demonstrate efficient
convergence across various function categories, as evidenced
by the minimized convergence curves.

In particular, HHGATSD consistently performs well when
considering representative instances from different function
categories such as unimodal (F1), multimodal (F4, F7, and
F9), hybrid (F14 and F18), and composition (F28 and F30)
functions.

B. EXPERIMENTS IN MULTILEVEL SEGMENTATION
This section presents the summary of the results of the
experiments using the ten images from the BSDS500 and
eight frames from the video traffic camera to address the
multilevel thresholding segmentation.

The four criteria shown in the results in Table 5 are
performance in terms of fitness and segmentation quality
as measured by the PSNR, SSIM, and FSIM metrics for
the BSDS500 images. These last three metrics provided a
quantitative assessment of the performance of the algorithms
in terms of segmentation accuracy and similarity to the
original image.

The results presented in Table 5 are derived from non-
parametric tests conducted on the AVG and STD values,
extracted from 30 independent runs for each of the five
thresholds applied to the images. The algorithms are ranked
according to their average Friedman ranking, providing
insights into their relative performance across each met-
ric. Furthermore, Holm’s p-correction values (denoted as
pHolm) are included to determine statistical significance.
These pHolm values represent adjusted p-values, accounting
for multiple comparisons during the statistical analysis.

Algorithms ranked first are highlighted in blue, while
results with significant differences concerning HHGATSD
are presented in bold.

Table 6 encompasses the computational results of the
independently averaged over 30 independent runs for each
of the five thresholds applied to the images, focusing on
the ten images from the BSDS500 dataset and eight frames
from the video traffic camera. In the BSDS500, JADE stands
out for superior AVG and STD results, while the BSDE
algorithm has the fastest computation times for the multilevel
segmentation of the traffic video frames. Despite not taking
first place, HHGATSD shows competitive performance with
comparable average computation times, ranging from 0.56 to
0.95 seconds.

The proposed method, HH, is highly effective in threshold-
ing and generates segmentations with high feature similarity
to the original image, indicating remarkable accuracy.
However, it only shows significant differences in fitness when
compared with GA and GWO algorithms in terms of fitness
and with DE, PSO, and GA algorithms in terms of FSIM.
In PSNR, HHGATSD ranks third, with the JADE algorithm
taking the first position. There was no significant difference
between the algorithms for this criterion. Similarly, in SSIM,
the HHGATSD ranks third, with the GWO algorithm taking
the first position without any significant difference from
the other algorithms, including our proposal. It is crucial
to emphasize that, despite subtle variations, no statistically
significant differences exist in computational times between
the proposed HHGATSD and the compared algorithms,
ensuring its viability for practical applications.

C. EXPERIMENTS WITH TRAFFIC VIDEO FRAMES FOR THE
VEHICLE SEGMENTATION
In this section, we comprehensively analyze the HHGATSD
algorithm’s performance in vehicle segmentation on traf-
fic video frames. Initially, we delve into hyperparameter
combinations (Iter and α) for the multilevel segmentation
of a subset of 61 images, aiming to identify the optimal
hyperparameter values. Following this, we present visual
representations of the significant steps of the methodology
for segmenting eight frames. Subsequently, we evaluate and
compare the performance of HHGATSD against other well-
known segmentation techniques in the literature, considering
all 612 images.

Table 7 focuses on analyzing combinations of hyperparam-
eters (Iter and α) within the proposed HHGATSD algorithm.
This study aims to experimentally identify and validate
optimal hyperparameters for the algorithm’s performance in
multilevel segmentation of traffic video frames, serving as a
preprocessing step for vehicle segmentation.

The experiments were conducted on 61 randomly selected
images, representing 10% of the total dataset. The tests
were done using 2, 4, 6, 8, and 10 thresholds to ensure a
thorough evaluation of the algorithm’s performance in vehicle
segmentation for traffic video frames. The main objective of
the research is to identify the most effective hyperparameter
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FIGURE 5. Convergence curves for all algorithms during a specific run of 50-dimensional instances. The curves employ a logarithmic scale for
enhanced presentation quality.
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TABLE 5. Average friedman’s rankings and holm’s p values (0.05) for the BSDS500.

TABLE 6. Average computation times (in seconds) for the BSDS500 and traffic video frames.

TABLE 7. Stadistical results and average friedman’s rankings and holm’s p values (0.05) for traffic video frames.

values for vehicle segmentation. The table provides detailed
rankings and Holm’s p-values obtained from non-parametric
Friedman tests. Furthermore, statistical results for AVG and
STD in fitness, PSNR, SSIM, and FSIM are presented, with
the best AVG highlighted in blue and the highest STD in bold.

Upon analyzing the data, it becomes evident that there
are no significant differences among various hyperparam-
eter configurations, indicated by the lack of bold Holm’s
p-values (all above 0.05). This observation underscores the
consistency of the algorithm’s performance across differ-

ent hyperparameter combinations. Notably, the algorithm
maintains stability and reliability in its performance, even
with variations in internal parameters like Iter and α. The
average values across all combinations exhibit no noteworthy
distinctions, underscoring the algorithm’s versatility and
effectiveness in tackling the vehicle segmentation challenge.

The conducted experiments confirm that the chosen
hyperparameter values (Iter = 200 and α = 5) remain
stable and effective for the vehicle segmentation task in traffic
video frames. These values consistently yield satisfactory
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FIGURE 6. Visual Examples of the Proposed Methodology.

results, as demonstrated by both statistical analyses and the
absence of significant performance differences across various
hyperparameter configurations.

Table 8 presents a comprehensive overview of the AVG
performance metrics alongside their respective STD values
for the methodology for vehicle segmentation. The values
highlighted in blue indicate the algorithms with the best AVG
performance for the evaluated metrics, while bold values
signify the results with the minimum STD. Notably, for DSC
and IoU metrics, the proposed HHGATSD emerges as the

leader, achieving AVG scores of 0.82 and 0.70, respectively.
It also demonstrates the lowest STD values for these metrics.

Concerning the P metric, K-means emerges as the top-
performing algorithm with an AVG value of 0.89 and a
STD of 0.12. However, it is worth noting that HHGATSD
closely follows with an AVG of 0.87 and a STD of 0.13,
demonstrating only a slight variation between the two. For
the R and ACC metrics, HHGATSD once again showcases
the highest AVG values and the smallest STD values among
all algorithms tested.
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FIGURE 7. Visual Examples of the Proposed Methodology.

Regarding computational time, it is essential to highlight
that Otsu achieved the fastest segmentation time, with an
average of 0.46 seconds per image. HHGATSD demonstrated
notable efficiency in close succession with an average of
0.49 seconds. Although K-means exhibited a slightly higher
average of 0.50 seconds, Fuzzy IterAg presented significantly
higher segmentation time, with an average of 5.58 seconds
per image. Importantly, the observed differences in com-
putational time between the proposed HHGATSD approach
and alternative algorithms, such as Otsu and K-means,
do not indicate any statistically significant differences. This

underscores the efficiency of our methodology for vehicle
segmentation.

Figures 6 and 7 offer an in-depth illustration of the
effectiveness of our proposed methodology, utilizing the
HHGATSD algorithm formultilevel segmentation to segment
vehicles in the traffic video sequence. Each of the eight
frames represents a different scenario, with each row
representing the process of obtaining the mask for each
one. Meanwhile, the columns present a series of key
images, showcasing the most critical stages of our pro-
posed methodology. This visual representation illustrates the
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TABLE 8. Statistical results of the performance metrics in vehicle
segmentation.

gradual transformation of the original image into a mask that
segments the vehicles.

The first column displays the original Ith image of the
traffic scene captured by the surveillance camera. The second
column reveals the component image L, acquired through the
RobustPCA process, which captures the image’s underlying
structural information. This component undergoes multilevel
segmentation with five thresholds (Ith).
In the third column, we present the mask obtained

by applying binarization and morphological operations
(Iseg). This mask accentuates the regions corresponding
to the vehicles within the frames. Finally, the fourth
column displays the original image once more, over-
laying the final segmentation mask (Iseg) in red. This
red overlay facilitates the identification of segmented
areas.

It is important to mention that as vehicles draw closer
to the camera, their spatial distance increases, leading to a
proportional increase in the number of pixels they occupy.
Consequently, in such scenarios, the segmentation becomes
more refined and accurate, capturing more delimited details
with greater precision. On the other hand, it is worth
emphasizing that due to the method’s capability to perform
segmentation without prior background or vehicle-labeled
information, automobiles positioned far from the camera
are not delineated as separate entities. Still, they contribute
significantly to understanding traffic dynamics, especially
vehicular density. Thus, despite not being isolated, their
presence is vital for comprehensive traffic analysis.

VII. CONCLUSION
This work presents a novel HH approach, including a
method for segmenting vehicles in video frames captured by
traffic cameras, which were rigorously tested through three
comprehensive sets of experiments.

The study commences by subjecting HHGATSD to a
rigorous evaluation, testing it on 29 functions from the
IEEE CEC2017 benchmark for optimization problems. The
results consistently showcase its robustness and competitive
performance in 30 and 50 dimensions, surpassing seven

state-of-the-art optimization algorithms. Results validate the
proposal’s performance through convergence graph analysis
and Friedman’s non-parametric statistical test, establishing it
as the highest-ranked algorithm for both dimensions.

Next, an experiment focused on image segmentation with
implications for object recognition and scene analysis was
applied. Multilevel segmentation was applied to ten random
images selected from the BSDS500. In these experiments, 2,
4, 6, 6, 8, and 10 thresholds were used, in which the proposed
approach consistently outperformed the other optimization
algorithms in terms of fitness, PSNR, SSIM, and FSIM.
Notably, it secures the top-rank in Friedman’s non-parametric
test for objective function minimization and the FSIMmetric,
attesting to its efficacy in accurately delineating object
boundaries in various imaging contexts. However, due to the
low dimensionality of the problems used, it did not exhibit
significant differences in most cases during the Holm test.

The culmination of our research trials involves the appli-
cation of our methodology to vehicle segmentation in traffic
video sequences, yielding promising results. HHGATSD
plays a pivotal role in multilevel image segmentation,
outperforming three commonly used techniques in overlap
metrics by comparing the obtained mask against ground
truth, particularly in DSC, IoU, R, and ACC. These results
underscore its suitability for moving object segmentation
in complex traffic environments, and its ability to maintain
low STD values in these metrics highlights its consistency,
a critical aspect in object tracking applications.

Experiments show that HHGATSD is a promising HH for
complex problems such as multilevel image segmentation.
Furthermore, the methodology produced accurate vehicle
segmentation in traffic camera video. Additionally, the results
of this study have opened up various directions for future
research, which we believe are critical for furthering the use
and refining of thismethodology. As further work, the study is
intended to continue by strategically deploying an additional
camera to measure road occupancy percentages and obtain
a numerical car count. With this information, we would
be able to identify areas of high traffic density and make
data-driven decisions to reduce congestion and optimize
traffic flow, ultimately improving the overall efficiency of the
transportation system.
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