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ABSTRACT The exponential growth of Internet of Things (IoT) applications led to the deployment
of IoT devices in remote areas beyond the reach of terrestrial networks, calling for satellite network
solutions. Indeed, Low-Earth Orbit (LEO) satellites can provide global connectivity to direct-to-satellite
(DtS)-IoT applications, with remarkable impact in several areas, as environmental monitoring, precision
agriculture, and disaster prevention. One of the key challenges in DtS-IoT is supporting energy and spectral
efficient multiple access, which has attracted a lot of attention recently. This work presents two novel
multiple-access scheduling strategies for DtS-IoT networks, both inspired by the scheduling algorithm for
LoRa to LEO satellites (SALSA). The latter prevents collisions by applying a first-come-first-served (FCFS)
policy to allocate dedicated time slots according to the devices’ rise times. However, the effectiveness of
SALSA decreases in high-density scenarios, for which the visibility time of many devices is insufficient
to successfully schedule their transmission. In the proposed scheduling methods, we take advantage of the
availability of multiple frequency channels and the ability to change the transmission scheduling order of
some devices within a visibility time window to improve uplink efficiency. The numerical results show
that the average number of uplinks per lap and per visible device increases with the number of available
channels, providing an improvement of almost 80% in terms of system uplink efficiency, and the proposed
scheduling methods are more effective with smaller packet sizes. Additionally, we explore that the fusion of
both scheduling strategies can further boost the system performance while guaranteeing an uplink efficiency
greater than 50%, as elucidated across the implementation algorithms with four, six, and eight multiple
channels.

INDEX TERMS Internet of Things (IoT), low-earth orbit (LEO) satellites, LoRa, medium access control,
multiple channels.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei Feng .

I. INTRODUCTION
The future massive Machine Type Communication (MTC)
solutions are expected to make our society more digital
and interconnected [1]. The MTC market size is supposed
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to generate 12.6 trillion dollars by 2030, especially the
numerous and novel Internet of Things (IoT) applications [2].
However, the realization of this anticipated flourishing
market may be limited by challenges inherent to MTC. In this
sense, future sixth-generation (6G) systems aim to overcome
limitations of fifth-generation (5G) systems, such as device
lifetime, implementation costs, communication reliability,
and hardware complexity [3]. Nevertheless, such massive
traffic volume in 6G could create other issues related to
medium access, mobility management, traffic offloading, and
interference in high-density areas [4]. Moreover, guarantee-
ing global connectivity for MTC applications requires non-
terrestrial solutions [5], which are typically expensive.
The accessible costs for launching miniaturized Low-Earth

Orbit (LEO) satellites have made Direct-to-Satellite (DtS)-
IoT systems affordable and attractive. Low altitude (∼=
160 − 1000 km) satellites can guarantee low latency (∼=
7 ms) and a convenient orbital period (∼ 90 minutes)
which favor the satellite revisit rate [6]. Sparse and dense
constellations of near-Earth orbiting satellites can provide
IoT connectivity on a global scale at a limited cost, covering
large regions that remain unconnected [6], [7]. In short, DtS-
IoT systems will be essential in various areas of development
and sustainability, such as agriculture, meteorology, response
to environmental disasters, and monitoring of flora and
fauna [8], [9]. In addition, satellite-based IoT systems for
remote monitoring can help avoid unnecessary expenses,
for instance in public health, fisheries, tourism, and water
management sectors [10].
Due to the numerous yet-to-discover applications towards

6G, non-terrestrial networks must be enhanced to provide,
in addition to global connectivity, high quality of service
(QoS) [11]. In this regard, medium access control (MAC)
is a relevant research direction in DtS-IoT systems [12].
To improve the efficiency of non-terrestrial IoT networks,
MAC protocols should consider the implementation com-
plexity and the satellite trajectory. Among the topics related
to MAC and orbital dynamics, the transmission scheduling
of the devices should be highlighted, which is the topic
addressed in this research work. In [13], the IoT devices
transmit their data packets using LoRa technology [14]
in allocated time slots to a gateway installed onboard the
satellite. The transmission time slots are assigned to each
IoT device using the scheduling algorithm for LoRa to LEO
satellites (SALSA). When the first-come-first-serve (FCFS)
policy is used in scenarios with a low density of ground nodes,
the transmission of each devicemostly coincides with the first
instant in which the satellite is visible to that device.

However, following the FCFS policy, in a dense scenario,
many devices may not be able to successfully transmit during
the satellite visibility window due to excessive congestion.
To address this drawback and inspired by [13], we present
two novel low computational cost scheduling strategies for
DtS-IoT networks. As a first novelty, we introduce the LoRa-
to-LEO scheduling with permutation (L2L-P) of scheduled
times. This strategy takes advantage of the ability to change

the scheduling order of the IoT devices within the visibility
time window and explore unused time by the previously
proposed SALSA [13]. Furthermore, we present the LoRa-
to-LEO with Alternating channels (L2L-A). A strategy
that effortlessly re-distributes the order of IoT devices to
optimize the efficient utilization of available channels. The
numerical results show that combining both strategies in L2L-
AP considerably improves the average number of uplinks,
reaching nearly 95% of the system uplink efficiency when
the IoT setup is over the area of France. This is a relevant
improvement compared to the FCFS method, which achieves
around 15% of the average uplinks per visible device in a
dense scenario with 103 IoT devices.
Next, Section II discusses the related state-of-art literature

and highlights the novelty of this work. Section III describes
the system model, while Section IV formulates the proposed
scheduling methods. Section V presents the simulation
method and parameters, while Section VI discusses the
simulation results. Finally, Section VII concludes the paper.

II. RELATED WORK
In recent years, great strides have been made in low-power
wide area networks (LPWANs). The remarkable success of
LoRa technology [14] redefined the concepts of long-range
connectivity and low energy consumption, opening a new
opportunity for IoT communication systems [13]. How-
ever, in particular cases, such as dense deployments or
long transmission distances like in DtS-IoT scenarios, the
LoRaWAN protocol [15] has some limitations [16]. This
motivated a recently introduced variant in [17] that can
improve throughput performance in very dense scenarios, but
it is still not able to avoid collisions or operate with high
energy efficiency.

A recent work [6] discusses some challenges in DtS-IoT
related to the channel, the orbital dynamics, and the highly
constrained IoT devices. The authors state that existing IoT
MAC schemes need to be critically reviewed, especially
those aiming to enable effective communication of thousands
of devices with the gateway in a relatively short period.
In large clusters, with many devices competing for data
transmission opportunities during a satellite lap with an
ALOHA-based protocol such as LoRaWAN, the probability
of collision will be high, leading to problems in terms of
scalability and energy efficiency [18]. Furthermore, with
the advent of 5G communications and beyond, clustering
algorithms aimed at reducing the complexity of resource
allocation are appealing [19], particularly in dense DtS-
IoT scenarios. A traffic allocation strategy for ALOHA
networks was recently proposed in [20], which achieves
non-zero throughput even in cases with very high traffic
load but is very energy inefficient in this regime. In this
sense, the authors [21] introduced LMAC, an efficient
carrier-sense multiple access (CSMA) protocol designed for
LoRa networks. This protocol aims to achieve a signifi-
cant advancement in LoRa communications, promising a
2.2× improvement in performance and a substantial 2.4×
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FIGURE 1. The DtS-IoT system, which comprises: a gateway in the LEO
satellite, IoT devices spread over the target area, the network server, and
the satellite ground station.

reduction in energy consumption compared to the ALOHA
mechanism. Across three advancing versions of LMAC,
this study attracts considerable interest in Direct-to-Satellite
(DtS) scenarios, thanks to its implementation of channel load
balancing based on the global locations of the IoT nodes and
gateways.

In DtS-IoT, the choice of MAC protocol considerably
affects the system performance in terms of throughput and
energy efficiency [22]. Notice that the devices are spread over
the footprint of the LEO satellite, with different visibility
times, the MAC protocol can exploit this characteristic
and optimize the uplink resources using appropriate device
scheduling. Indeed, SALSA algorithm is based on the
knowledge of the visibility times [13]. Specifically, time slots
are assigned to each device based on those visibility times
to avoid collisions and replication. Moreover, uplink policies
and a mixed integer linear programming model to provide an
upper bound in performance for scheduled LoRa-based DtS-
IoT were proposed in [16]. In addition, the authors concluded
that trajectory-based policies can duplicate the amount of
served IoT nodes.

Departing from LoRa-based networks, a resource alloca-
tion scheme based on genetic algorithms for load balancing
was provided in [23]. Therein, problems such as low effi-
ciency in extremely non-uniform user distribution conditions
and density variations were detected. In a similar line, but
considering narrowband IoT, the authors in [24] proposed a
scheduling pattern that maximizes a profit depending on data
packet sizes, channel conditions, and satellite visibility time.

This paper considers the problem of scheduling the
transmissions of IoT devices in a DtS-IoT system using LoRa
technology. We adopt the same set-up of [13], but herein
we include multiple frequency channels to simultaneously
assume several transmissions corresponding to IoT nodes
with similar visibility windows. In addition, we propose

an efficient method to swap the time slots assigned to
some devices based on their set times, thus creating new
transmission opportunities for IoT devices that would not
otherwise transmit. Furthermore, unlike the policies proposed
in [16], our method generates a collision-free channel access
strategy that can be implemented with low computational
complexity, so it can even be run on-board the satellite
if necessary. Finally, concerning [23], [24], our proposed
approach is tailored for LoRa-based DtS-IoT networks, with
low computational complexity and high effectiveness despite
the dynamics of these scenarios.

Despite the acknowledged relevance of carrier sensing
protocols like CSMA for LoRa technology [21], their current
implementation is not entirely suitable for integration with
DtS-IoT scenarios. Aspects such as the high probability
of hidden nodes during satellite lap require further depth
investigations [12], [26]. Ensuring comparative fairness
between the proposed methods is quite a challenge, so this
work does not focus on CSMA or even simple ALOHA
policies. We specifically aim to improve the system uplink
efficiency in the SALSA scenario.

III. SYSTEM MODEL
We consider an IoT network that operates within the coverage
of an LEO satellite, where IoT devices are uniformly
distributed in fixed locations within the target area and
directly transmit data packets to the satellite in allocated
time slots. We also assume that the devices utilize the
LoRa communication technology [14]. Fig. 1 illustrates
the scenario, with a cluster of IoT nodes on the ground
communicating with a gateway on board the LEO satellite.
The LEO satellite connects with a ground station that
forwards the received packets to a network server (NS).
Furthermore, the system dynamics are affected by orbit
parameters, satellite footprint, and the target area, with each
device having different visibility times during one satellite
lap.

We denote the total number of satellite laps as M and the
total number of IoT devices within the target area as N . Due
to the system dynamics, each device appears and disappears
from the satellite footprint at different times in each satellite
lap. Such times are termed as rise-timeRm,n and set-time Sm,n,
for m ∈ {1, 2, . . . ,M} and n ∈ {1, 2, . . . ,N }. Thus, each
device n is visible for the satellite lapm during a time window
defined by the interval Vm,n =

[
Rm,n, Sm,n

]
. Moreover,

we assume that the IoT devices generate traffic with the same
priority and always have information to transmit (full-buffer
assumption), but can only transmit when they are within the
satellite’s footprint. The NS is responsible for scheduling
collision-free uplink transmissions, at most one per device per
lap, taking into account the visibility time of each IoT device.
We assume a configuration for extended coverage with a
spreading factor (SF) equal to 12 and 125 kHz bandwidth.
Note that the required SF or bandwidth will depend on the
orbit height and target area [27]. We consider the availability
of multiple channels in our system model, which favors the
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TABLE 1. LoRa airtime τ according to Spreading Factor SF = 12, Europe Region EU868, BW = 125 kHz.

allocation of transmission resources in practical scenarios
with numerous devices deployed in the target area. This
approach is consistent with LoRa and allows more efficient
utilization of visible time windows, which improves overall
system performance. We denote as H the total number of
available frequency channels.

The NS must consider the visibility times of each device
and the time-on-air per packet (τ ) to correctly schedule the
uplinks. In Table 1, we list the value of τ for different
payload sizes according to the regional parameters for Europe
(EU868), based on [25]. Moreover, as in [13], we include two
guard times δ = 10 ms, before and after each transmission,
to avoid collisions due to synchronization imperfections
among devices and the satellite. Thus, the NS reserves the
channel for each uplink transmission considering the total
time, which comprises two guard times δ and the packet τ .

Following SALSA [13], the scheduled beginning time for
the uplink of the nth device in the mth lap, denoted as Bm,n,
is defined by the NS and depends on: i) the orbit dynamics;
ii) the number of devices within the satellite footprint.
A transmission from another device on the same channel is
only scheduled after the end transmission time (Em,n) of the
device previously scheduled. In other words, a transmission
window corresponding to the interval Tm,n =

[
Bm,n,Em,n

]
is

allocated only for the nth device during the mth lap.

IV. THE PROPOSED SCHEDULING METHODS
Next, we describe the proposed scheduling approaches for
DtS-IoT. The methods are based on the SALSA-FCFS
policy [13], which works in a first-come-first-serve fashion.
In SALSA-FCFS, the first device to appear in the satellite
footprint is the first to transmit, and so on (i.e., the
scheduling queue is based on the respective rise-times).
Initially, as in [13], let us consider the availability of a
single-frequency channel. The operation of SALSA-FCFS is
illustrated next.
Example 1: Let us assume N = 4 devices want to

transmit payloads of 51 bytes (the maximum with SF12).
Their rise-times Rm,n and set-times Sm,n are illustrated in
Fig. 2a. Following the SALSA-FCFS policy, the scheduled
transmissions are represented by boxes whose boundaries
correspond to the beginning-times Bm,n and end-times Em,n
for each allocated device uplink. Moreover, the guard
times are highlighted in blue. Note that the 4th device is
denied transmission as its remaining visibility time after the
transmission of the three devices that came first (these are
the ones that entered the satellite footprint first and have the
lowest rise times) is not sufficient to accommodate the total
time for that payload size.

Note that assigning uplinks based solely on rise times
does not guarantee to scheduling as many transmissions as
possible, due to the differences in the duration of the visibility
window of the devices given their locations and the satellite
footprint. On the other hand, scheduling uplink transmissions
by the longest set time of each device, or first-leave-first-
serve (FLFS) allocation, would be unfair and inefficient
because it would not take advantage of the timely arrival of
many IoT devices. Next, we introduce a strategy that seeks to
create additional transmit opportunities after the application
of the FCFS policy.

A. PERMUTATION OF SCHEDULED TIMES: L2L-P
In SALSA-FCFS, a device with a short visibility time may
have very few opportunities to transmit unless it is one
of the first to appear in the footprint. The situation gets
worse with the network density, as many devices may have
intersecting visibility times. Add to that the fact that the
duration of the visibility times may be considerably different
among devices. To deal with these problems, we consider the
permutation of the scheduled times from the initial SALSA-
FCFS scheduling [13], looking for the reallocations that allow
scheduling uplinks discarded by the FCFS policy.

Algorithm 1 describes in detail the implementation of the
proposed LoRa-to-LEO with Permutation of scheduled times
(L2L-P) approach in the mth lap. Algorithm inputs include
the rise and set times based on the relative locations of the
devices concerning the satellite orbit, as well as transmission
beginning and end times scheduled by the SALSA-FCFS
schedule. We define Vm = {Vm,1, · · · ,Vm,N } as the set
whose elements are the visibility time intervals of each device
in that lap. The algorithm checks which devices are allocated
a transmit window considering the SALSA-FCFS policy, and
constructs the set Tm = {Tm,1, · · · ,Tm,N } containing the
intervals corresponding to the allocated time windows for
each device. At this point, we can determine the time intervals
(if any) not allocated to any device, which are listed in the
free time set Fm. Furthermore, the users are separated into
two sets: Jm, containing the joined or scheduled devices, and
Dm, with the discarded or unscheduled devices in that lap.

Considering the devices n ∈ Jm, the L2L-P algorithm
calculates � = max Sm,n − maxEm,n, i.e., it determines the
amount of time � not used by FCFS after the transmission of
the last scheduled uplink (maxEm,n) and that is visible by at
least one device (max Sm,n). Note that at most p = ⌊

�
2δ+τ

⌋

devices from Jm could be reallocated to this unused time,
opening transmit opportunities for devices within Dm. Next,
if p ≥ 1, the devices in Jm with Sm,n > maxEm,n are included
in set Pm and they are ordered in decreasing Sm,n. The first
device in Pm is reallocated to the end of the visibility window
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FIGURE 2. Uplink schedules in the mth lap, including rise-time Rm,n, set-time Sm,n, beginning-time Bm,n, end-time Em,n, and guard times
(in blue). (a) SALSA-FCFS, where the 4th device could not be scheduled (left). (b) L2L-P, where the uplink of the 2nd device is rescheduled so
that the 4th device can transmit (right).

so that its new E ′
m,n becomes Sm,n. The previously allocated

time interval for this device moves from Tm to Fm. Next, p is
decremented, and if it is still larger or equal to 1, the algorithm
checks if the next device in Pm can be reallocated, so that its
set time is as close as possible to the beginning transmission
time of the previously reallocated device, and so on.

Next, for each device in Dm, the algorithm checks if its
visibility time interval Vm,n has an intersection greater than
or equal to (2δ + τ ) with any element in Fm. If so, the
transmission of that nth IoT device is scheduled within the
idle interval found in the most efficient way (i.e., by matching
Bm,n with the left edge of the free time interval or Em,n
with the right edge of the free time interval). Then, the
scheduled transmission Tm,n is removed from Fm and is
included in Tm. At the end of this procedure, up to p IoT
devices from Dm may be moved to Jm, increasing the uplink
efficiency.
Example 2: Consider the case discussed in Example 1 and

Fig. 2a, where the 4th IoT device was not scheduled. However,
if we move the 2nd IoT device’s uplink to the idle time interval
after the 3rd device’s uplink, then the 4th device’s uplink can
be scheduled at the time interval that was previously reserved
for the 2nd device. Thanks to this rescheduling, the uplinks of
the four devices can be scheduled, as illustrated in Fig. 2b.
Example 3: As an additional illustration of the L2L-P

operation, Fig. 3 shows the visibility time windows Vm,n
for 250 devices under the coverage of a satellite. First,
the SALSA-FCFS allocation was applied, resulting in the
sequential schedule illustrated with different marker colors
in Fig. 3. Note that the uplinks are ordered by rise times,
while several IoT devices (whose visibility windows were
represented by red dots) are not initially scheduled due to
their set times. However, after running the L2L-P algorithm,
some of the allocated devices have their transmit times shifted
to the end of the overall visibility window (the new uplinks of
these devices are marked in green in Fig. 3, making room for
other devices that could not transmit before (these uplinks
are identified with big red dots in Fig. 3). Thus, the uplink
efficiency can be improved concerning the FCFS strategy.

Algorithm 1 L2L-P
Input:Rm,n, Sm,n,Bm,n,Em,n, τ, δ,m;
Construct: Vm, Tm, Fm, Jm, Dm;
Initialize: i = 1, B′

m = ∅;
Calculate: � = max Sm,n − maxEm,n, p = ⌊

�
2δ+τ

⌋;
if p ≥ 1 then

Construct Pm and order devices in decreasing Sm,n;
while p ≥ 1 do

Find: n ∈ Pm(i);
E ′
m,n = min(B′

m, Sm,n);
B′
m,n = E ′

m,n − (2δ + τ );
Include Tm,n in Fm and remove it from Tm;
Tm,n = [B′

m,n,E
′
m,n];

Include B′
m,n in B

′
m;

Include Tm,n in Tm;
i = i+ 1;
p = p− 1;

end while
for each n ∈ Dm do

Im,n = Vm,n ∩ Fm
if Im,n ≥ 2δ+τ then

Tm,n = Im,n (left aligned);
Include Tm,n in Tm;

end if
end for

end if
Output: Allocated time windows Tm.

The above discussion and examples consider a single
channel. Next, we present a strategy that can efficiently
allocate the devices when multiple channels are available,
which further leverages the potential of the L2L-P algorithm.

B. EXPLOITING MULTIPLE CHANNELS: L2L-A AND L2L-AP
Wedesign a scheduling strategy that considers the availability
ofH orthogonal frequency channels. First, the visible devices
in the mth lap are divided into H uplink groups. For that sake,
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FIGURE 3. Visibility time window and scheduling for 250 devices using
the L2L-P algorithm in a single channel scenario.

we first order the devices according to their rise times Rm,n.
We then assign the devices to the groups alternately, such
that the device with the first (second) rise time is assigned
to the first (second) group, and so on. This first group will
include all those devices located in positions multiple of
H plus 1 (which will be serviced from the first channel).
Devices in positions that are multiple of H plus h will belong
to the hth group and will be served from the hth channel.
After the devices are separated into the H groups, the FCFS
policy is applied in each group, yielding the transmitting
time slots allocated for each group. The above strategy is the
LoRa-to-LEO with Alternating channels (L2L-A) algorithm,
which guarantees an efficient distribution of all IoT devices
according to their respective rise times.

The permutation strategy described in the previous section
can be applied to each group, thus increasing the number
of scheduled uplinks on each channel. We refer to the
application of the L2L-A method followed by the L2L-P
strategy in each channel as the novel scheduling policy named
L2L-AP, which is illustrated next.
Example 4: Consider the case illustrated in Fig. 4, with

N = 4 devices. If the devices were to be allocated in a single
channel, using either SALSA-FCFS or L2L-P, it would not be
possible for all to transmit in the same satellite lap. However,
assuming there are two available channels, a more favorable
allocation can be defined. Following the L2L-A logic, since
there are H = 2 channels, devices 1 and 3 would be in the
first group (they transmit in the first channel) and devices
2 and 4 would be in the second group (they transmit in the
second channel). But even with channel allocation devices
3 and 4 would not be able to transmit. However, if after L2L-
A we apply the L2L-P approach in each of the two channels,
which leads to the L2L-AP algorithm, then the final allocation
is as illustrated in Fig. 4, in which device 3 is the first one
to transmit in channel 1, followed by device 1. In channel 2,
device 4 is the first to transmit, followed by device 2.

Algorithm 2 summarize the steps of the L2L-A and L2L-
AP strategies, respectively. The multi-channel approaches

FIGURE 4. Uplink schedules in the mth lap, including rise-time Rm,n,
set-time Sm,n, beginning time Bm,n, end time Em,n, and guard times (in
blue). Devices 1 and 3 transmit in channel h = 1, while devices 2 and
4 transmit in channel h = 2. The red arrows indicate the permutation
operation.

not only increase the number of uplink transmissions by
exploiting the multiple available channels, but also increases
the benefits associated with permutation since ordered and
unsaturated use of each channel is more efficient. This
makes the L2L-AP approach very efficient in terms of uplink
resources.
Remark 1: Note that the input of L2L-AP is the output

of L2L-A. Then, L2L-AP looks for potential uplink permu-
tations to open up opportunities for unscheduled devices.
Therefore, L2L-AP never performs worse than L2L-A.
Remark 2: Given the orbit dynamics and the position

of the devices, it may happen that the visibility times set
Vm can be decomposed into two or more disjoint subsets.
In such cases, the algorithms proposed in this section must
be executed on each of these subsets separately.
Remark 3: Note that the allocation of time slots could be

carried out using an optimization problem similar to that
in [16]. However, such a solution is not scalable as it becomes
prohibitive given the increase in its complexity with the
increase in the number of IoT devices. In this work, we focus
on low-complexity and highly efficient scheduling methods,
which could be even executed on-board the LEO satellite
if necessary and if the network server is also implemented
onboard.

C. PRACTICAL CONSIDERATIONS
For a practical implementation of the proposed method,
the network server or system coordinator must know the
trajectory of the LEO satellite and the location of the IoT
devices. First, we note that satellite visibility can be predicted
with great accuracy using techniques from the perspective
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Algorithm 2Multi-Channel LoRa-to-LEO Scheduling
Input:Rm,n, Sm,n, τ, δ,H ;
Split the visible devices into H sub-groups;
Choose: L2L-A (a) or L2L-AP (b);
for each h ∈ H do

if (a) then
Allocate time windows Tm,n using SALSA-FCFS;

else if (b) then
Allocate time windows Tm,n using SALSA-FCFS;
Apply the L2L-P algorithm;

end if
end for
Output: Allocated time windows Tm per channel.

of either the LEO satellite [28], [29], [30] or the ground
nodes [31], [32], [33]. Furthermore, the location of the
devices can be informed to the network server during the
installation and registration of each IoT device. For example,
the latitude and longitude information is an input of the
popular The Things Network server [34]. Therefore, the
assumption of known ground devices’ location and satellite
trajectory on the network server is reasonable for scenarios
with static IoT devices, thus constituting a constraint in
the proposed system model. Moreover, the computation of
the scheduling times can be executed at the Earth station
and transmitted to the satellite, which then could inform
the devices in the downlink phase, using acknowledgment
messages for class A or a synchronization beacon for class
B devices. Directly related to the above considerations, it is
relevant to mention that a hybrid emulation-based testbed
with real LoRa devices using the baseline FCFS SALSA
strategy has been successfully tested [35], confirming its
practical feasibility.

The network performance in DtS-IoT is vulnerable to
potential wireless interference, including mutual interference
between users [16], [36]. Additionally, uplink transmission
may be impacted by other sources. However, Semtech
studies [37] have announced the feasibility of LPWANs
co-existing harmoniously with other high-power systems
that generate frequency-selective interference. In our focus,
the efforts are directed toward enhancing uplink efficiency.
Finally, another potential issue of concern for practical
deployments is that DtS-IoT communications are susceptible
to the Doppler effect [24] due to satellite movement.
However, recent experiments based on LoRa technology
revealed a minimum performance impact from the Doppler
effect considering LEO satellites [38], [39]. Therefore, in line
with the related literature [13], [16], [18], we do not consider
this effect in this work as its practical implication should be
minimal.

V. SIMULATION METHOD AND PARAMETERS
A computer simulation is deployed to evaluate the proposed
scheduling methods in a realistic DtS-IoT scenario, following

FIGURE 5. Deployment of 250 IoT devices (blue circles) in France, covered
by LacunaSat-3.

the approach in SALSA [40], where the location of the
N devices is randomly generated within a region. Then,
we extract the location of each device on the ground,
in terms of latitude and longitude, using geocoders from the
Python GeoPy library [41]. Satellite visibility times of IoT
devices are estimated using the Python Skyfield astronomy
library [42]. This library uses public data information in
the two-line element (TLE) set format, available from the
CelesTrack platform [43], for determining the locations of
the satellite according to the orbit and pointing time. Thus,
the IoT devices are deployed in the target area, their visibility
times are determined in each satellite lap, and the different
scheduling strategies are evaluated. Such evaluation, analysis,
and visualization of the results are carried out in MatLab®.
In this work, we consider the region delimited by the

borders of France for deploying the devices. France is well
distributed in all directions, ranging around 1000 km north
to south and east to west, so the visibility times of the IoT
devices may be considerably different depending on the orbit
dynamics. We consider different numbers of devices spread
over the target area, from N = 100 to N = 1000. Using the
OpenStreetMap library, Fig. 5 illustrates one deployment of
250 devices in France. Moreover, we consider the real orbit
of the LacunaSat-3 LEO satellite, with a height of 500 km
to 600 km from the Earth and a minimum elevation angle of
30◦, as in [7] and [13], to determine the satellite footprint.
In addition, we assume different numbers of channels, H ∈

{1, 2, 4, 6, 8}. Finally, the results consider a period of 31 days
in March 2023.

VI. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed
scheduling methods. Fig. 6 shows the number of uplinks
per lap for N = 1000 devices in the target area. The red
line indicates the number of visible devices per lap, which
is also the upper bound of the number of uplinks per lap.
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FIGURE 6. Number of uplinks per lap for N = 1000 devices and
H ∈

{
1, 2, 4, 6, 8

}
channels.

As expected, increasing the number of channels allows more
devices to transmit, while the margin by which L2L-AP
outperforms L2L-A increases with H too. Moreover, in laps
with few visible devices but sufficient visibility time, L2L-AP
with H = 4 achieves almost the same performance as L2L-A
with H = 6 channels. To understand this phenomenon, let
us focus on lap m = 8. Although not shown here, in this
lap the set of visible IoT devices can be divided into two
subsets of disjoint visibility windows (see Remark 2), with
similar numbers of devices per subset. Moreover, the sum of
the visibility times of both subsets in lapm = 8 (505 seconds)
is greater than the overall visibility time window of lapm = 1
(344 seconds), while the individual visibility windows of
the devices in lap m = 1 have a very large intersection.
Such scenarios with a large number of visible devices but
somewhat limited visibility time for their allocation, as in lap
m = 1, can only be efficiently served when many channels
are available. That is why L2L-AP with H = 8 channels is
very efficient, allowing almost all visible devices to transmit
in any lap. Additionally, the performances of the L2L-P and
FCFS scheduling strategies are illustrated in the red and black
lines.

Fig. 7 shows the average number of uplinks per lap,
considering 10 different deployments in the target area and
N ∈ {500, 600, 700, 800, 900, 1000} devices. Note that
for N = 500, both L2L-A and L2L-AP have similar
performance, between 300 and 400 uplinks. However, as the
number of devices increases, the relative difference between
the strategies and the number of channels becomes more
visible. In particular, with N = 1000 devices and H =

8 channels, L2L-AP shows the best performance. Also note
that the number of uplinks does not match the total number
of devices, because the number of visible devices per lap is
often less than the total number of devices in the target area.

Note that FCFS in Fig. 7 almost does not change its
performance since for this particular payload size, guard

FIGURE 7. The average number of uplinks per lap as a function of the
total number of IoT devices.

FIGURE 8. The average number of uplinks per visible device as a function
of the total number of IoT devices.

times, orbit parameters, and target region, the maximum
number of uplinks that SALSA-FCFS can schedule is less
than 150. Considering only one channel, although the L2L-P
method outperforms SALSA-FCFS in each lap, the average
number of uplinks does not modify significantly. Long
transmission queues are generated in single-channel systems
when multiple IoT devices enter the satellite footprint simul-
taneously, which causes the maximum uplink capacity to be
reached quickly. Note that the upper bound of the number
of uplinks of a channel in the mth lap can be estimated by
considering theminimum rise time and themaximum set time
of all the IoT devices, as well as the payload size and guard
times, according to

(
maxn

(
Sm,n

)
− minn

(
Rm,n

))
/(2δ + τ ).

Therefore, increasing the number of IoT devices will not lead
to more transmission opportunities if the maximum capacity
has already been reached for the lap in question. In addition,
we also analyzed the performance of the proposed methods in
terms of the system uplink efficiency, defined as the average
number of uplinks per visible device, as illustrated in Fig. 8.
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FIGURE 9. The average number of uplinks per lap for L2L-A (left) and
L2L-AP (right) with two (top) and four (bottom) channels, considering
different payload sizes (2B, 32B, and 51B) and N ∈

{
500, 700, 1000

}
IoT

devices.

FIGURE 10. The average number of uplinks per visible device for L2L-A
(left) and L2L-AP (right) with two (top) and four (bottom) channels,
considering different payload sizes (2B, 32B, and 51B) and
N ∈

{
500, 700, 1000

}
IoT devices.

The results complement those in Fig. 7, confirming that
the proposed approaches exploiting multiple channels can
considerably increase the uplink efficiency by approximately
five times, representing an improvement of about 80% in a
dense scenario with 103 IoT devices. Furthermore, Fig. 8 also
guarantees an uplink efficiency greater than 50%, applying
the scheduling algorithms with four, six, and eight multiple
channels.

Finally, we investigate the impact of the payload size on the
performance of the proposed methods. In Fig. 9, we show the
average number of uplinks per lap for different numbers of
channels, devices, and payload sizes. As expected, a smaller
payload size leads to a lower τ , so more uplinks can be
scheduled within the visibility time window. This effect is
best appreciated in the case of H = 2 channels. We can
see that the advantage of the L2L-AP over L2L-A increases

with the number of available channels H , especially for
larger payload sizes. Note that the average number of uplinks
per lap does not match the number of devices because
not all devices are visible at all laps due to the orbit
dynamics and the position of the devices. In Fig. 10, we show
the average number of uplinks per visible device that are
scheduled when running L2L-A and L2L-AP with two or six
channels for different numbers of devices and payload sizes.
We can see that the proposed methods can achieve maximum
efficiency in several setups. The highest uplink efficiencies
are achieved with small payload sizes and the largest number
of channels available. Finally, L2L-AP outperforms L2L-A
in all configurations.

VII. CONCLUSION
We presented two novel scheduling approaches to be used
in a DtS-IoT network. The L2L-A algorithm is particularly
tailored to exploit multiple frequency channels efficiently.
Meanwhile, the L2L-AP algorithm incorporates the pos-
sibility of swapping the time slots of already allocated
devices, making room for new transmission opportunities.
The numerical results demonstrate that the proposed methods
can considerably improve the uplink efficiency of DtS-IoT
networks, even in dense scenarios. In future work, we intend
to consider segmentation of the payload to take advantage of
short unused times within a lap and the parallel transmission
of a message. In addition, we aspire to explore the pros and
cons of the proposed methods using SALSA versus multi-
channel LoRa-to-LEO scheduling for a real testbed.
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