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ABSTRACT In wireless sensor networks, sensing tags are battery powered, which also limits the battery
life. Therefore, it is particularly important to study self powered sensing tags. At present, passive wireless
identification systems can achieve self powered communication through tags. However, wireless power
supply sensing systems have problems such as low efficiency and short communication distance. To reduce
the power consumption of sensing tags and improve the efficiency of sensing systems, a passive wireless
low-power hydrogen concentration sensing system is designed. To further reduce the power consumption of
sensing tags, a passive wireless magnetic field intensity sensing system is developed. In addition, to solve the
low efficiency of multiple sensing labels in wireless power supply sensing systems, an efficient anti-collision
algorithm based on dynamic binary query trees is designed. According to the research results, in the cold start
indoor environment, the energy collection rate of the sensing tag designed in the research was 0.081mJ/s,
and the energy collection efficiency was 25.7%. In single/dual sensor mode, the maximum values of sensing
error were 2.1% and 5.2%, respectively. The maximum recognition time of the anti-collision algorithm
based on dynamic multi base query tree was 2.78s, and the minimum value was 1.31s. The research results
can provide methodological and technical support for the improvement of wireless power supply sensing

systems, expanding the application range of wireless power supply sensing systems.

INDEX TERMS Anti-collision algorithm, sensing, wireless, passive, tag.

I. INTRODUCTION

With the development of science and technology, the Internet
of Things (IoT) technology has gradually entered public life.
Sensing technology, as one of the key technologies of the
IoT, is the core to achieve the interconnection of everything
in the IoT. Against the backdrop of the rapid development
of the IoT, wireless sensor networks are also rapidly devel-
oping [1], [2]. At present, the power supply for wireless
sensor networks is batteries, which makes it inconvenient
to use and also brings drawbacks to practical applications.
In response to this issue, current research mainly utilizes
passive tags in RFID systems to achieve self power sup-
ply [3]. Wang et al. proposed a binary search tree algorithm
based on physical layer network coding to improve the effi-
ciency of multi tag recognition in RFID systems, reducing the
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number of interactions between readers and tags [4]. How-
ever, currently, the sensing tags and systems of wireless pow-
ered RFID systems also face problems, such as low efficiency,
short communication distance, and low data throughput [5].
Based on these issues, a passive wireless low-power hydrogen
concentration sensing system is designed. Dynamic clock
frequency adjustment technology and self-excited deep sleep
mechanism are introduced to reduce the power consump-
tion of sensing tags. A dual capacitor energy collection and
management circuit is designed. To further reduce the power
consumption of sensing tags, a passive wireless magnetic
field intensity sensing system is proposed to enhance sensing
sensitivity. In response to the low efficiency in multi sensing
tags, an efficient anti-collision algorithm based on dynamic
binary query trees is developed. The collision and idle time
slots are processed. A low-cost response mechanism is intro-
duced into the algorithm. The research aims to solve the
problems of existing wireless power supply sensing systems
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by designing multi angle and multi directional methods. It is
expected to reduce the power consumption of sensing tags,
improve the efficiency of multiple sensing tags, and promote
the widespread application of wireless power supply sensing
systems.

The contribution of the research lies in the design of
two sensing systems and an anti-collision algorithm, which
reduces the power consumption, error, energy collection
rate of sensing labels, as well as the power consumption
and total recognition time of anti-collision algorithms. This
achieves leak free recognition and enhances the reliability of
anti-collision algorithm recognition.

There are four innovative points in the research. Firstly,
dynamic clock frequency adjustment technology and self
excited deep sleep mechanism are introduced into the sensing
system. Secondly, a multi base query tree is introduced into
the anti-collision algorithm of the sensing system. Thirdly,
multiple sensing systems are designed from multiple perspec-
tives to address issues such as low power consumption or
efficiency of sensing tags. Fourthly, a dual capacitor energy
collection and management circuit is designed in the sensing
system. The study is divided into four parts. The first part is
a literature review related to wireless power supply sensing
tags and systems. The second part is the design of research
methods. The third part is the result analysis of the research
method. The fourth part is the conclusion, shortcomings, and
future prospects of the study.

Il. RELATED WORKS

As the foundation for the perception layer of the IoT, wireless
sensor networks can perceive, collect, and process informa-
tion from different target objects through sensing tags. The
working time of the sensing tags is limited by the capac-
ity of the battery. Therefore, more scholars are conducting
research on wireless power supply sensing tags and systems.
Tuoi et al. designed a method that utilized thermo-electric
generators to provide new power for wireless IoT sensing
systems. This method converted the thermal energy gener-
ated by environmental temperature fluctuations into electrical
energy. It was applied as a portable power source. In addi-
tion, this study evaluated the generation and storage of
thermo-electric generators. When the ambient temperature
fluctuation was closest to room temperature, the maximum
output of the capacitor was 29uW [6]. To analyze the con-
stant current/constant voltage performance of the multi coil
electric vehicle radio energy transmission system under mis-
aligned conditions, Luo et al. designed a resonant circuit
compensation method based on an exciter orthogonal repeater
transmitter. The orthogonal relay transmitter involved a small
excitation coil and two decoupled orthogonal relay coils.
These two types of coils were magnetically coupled. The
experimental results showed that the system had higher effi-
ciency, reaching 91.8% [7]. Samsami and Yasrebi designed
an anti-collision algorithm based on Monte Carlo query
tree search to solve the tag conflicts in RFID systems. The
Monte Carlo query tree search method not only had the
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characteristics of traditional Monte Carlo tree search, but also
had the ability to count queries. In addition, to verify the per-
formance of the algorithm, the study analyzed the temporal
and spatial complexity. The experimental results indicated
that the method was significantly superior to existing methods
in recognition efficiency [8]. To avoid the poor performance
of the time division multiple access anti-collision algorithm
when the number of labels was large, Jing et al. conducted
simulation analysis on the performance of four anti-collision
algorithms based on blind source separation. The experi-
mental results showed that the fixed point algorithm was
unstable [9].

Ai et al. designed an anti-collision algorithm based on
time slot random regression binary search tree to avoid the
unrecognizable tags caused by data collisions. This algorithm
processed RFID tags through a regression binary search
tree. In the same experimental conditions, the algorithm had
higher efficiency and less time spent on recognition [10].
Xuan and Li designed an enhanced fast Q algorithm to
improve the recognition efficiency of radio frequency iden-
tification systems. This algorithm considered the probability
of conflicting time slots and idle time slots. The update rate
of Q value was determined based on this probability and the
duration of the time slot. In addition, the study also vali-
dated the effectiveness of the algorithm using discrete-time
Markov chains. The experimental results showed that it
had better performance compared to existing methods [11].
To improve the efficiency of RFID systems, Luo et al. pro-
posed an anti-collision algorithm for an under-determined
RFID hybrid system. This algorithm used non negative matrix
factorization to achieve collision avoidance applications.
Then it was integrated with the principle of tag independence.
The experimental results showed that the method could
effectively solve the under-determined collision problem
and improve the efficiency of the radio frequency identi-
fication system [12]. Su et al. designed a binary splitting
algorithm based on grouping to improve the recognition
efficiency of ultra-high frequency radio frequency identifi-
cation systems. This algorithm not only involved the optimal
grouping strategy, but also included a label cardinality esti-
mation method and an optimized binary splitting algorithm.
The experimental results showed that the system throughput
reached 0.48, which was significantly better than existing
methods [13].

In summary, there is currently relatively rich research
on wireless power supply sensing tags and systems. The
anti-collision algorithms designed are also relatively diverse.
However, there are still some problems with the current
wireless power supply sensing system, such as low effi-
ciency, low sensing sensitivity, and short communication
distance. Therefore, a passive wireless low-power hydrogen
concentration sensing system is innovatively proposed to
reduce the power consumption of sensing tags. To further
reduce the power consumption of sensing tags, a passive
wireless magnetic field intensity sensing system is designed.
In addition, to solve the low efficiency of multiple sensing
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labels in wireless power supply sensing systems, an efficient
anti-collision algorithm based on dynamic binary query trees
is proposed.

Ill. WIRELESS POWER SUPPLY SENSING TAG AND
SYSTEM DESIGN BASED ON ANTI-COLLISION
ALGORITHM

In this chapter, to reduce the power consumption of sensing
tags, a passive wireless low-power hydrogen concentration
sensing system is designed. Dynamic clock frequency adjust-
ment technology and self excited deep sleep mechanism are
introduced into the system. To further reduce the power con-
sumption of sensing tags, a passive wireless magnetic field
intensity sensing system is designed. In response to the low
efficiency of multiple sensing tags in wireless power supply
sensing systems, an efficient anti-collision algorithm based
on dynamic binary query trees is developed.

A. DESIGN OF PASSIVE WIRELESS LOW POWER
HYDROGEN CONCENTRATION SENSING SYSTEM

In passive wireless identification systems, RF signals can be
converted into DC energy to achieve self powered commu-
nication. The advantage of wireless power supply sensing
tags and system is that they have a long usage time and
basically do not require maintenance. It also makes the sys-
tem have a relatively broad research prospect [14], [15].
However, there are also some issues with wireless power
supply sensing systems at present, such as low data through-
put, short communication distance, low sensing sensitivity,
and low efficiency [16], [17]. Corresponding methods have
been designed to address these issues. To reduce the power
consumption of sensing tags and improve the data through-
put of the sensing system, a passive wireless low-power
hydrogen concentration sensing system is designed. Dynamic
clock frequency adjustment technology and self-excited deep
sleep mechanism are introduced to reduce the power con-
sumption of sensing tag. A dual capacitor energy collection
and management circuit is designed. To further reduce the
power consumption of sensing tags in wireless power supply
sensing systems, a passive wireless magnetic field intensity
sensing system is designed to enhance sensing sensitivity.
In response to the low efficiency in multi-sensing labels,
an efficient anti-collision algorithm based on dynamic binary
query trees is developed. The collision and idle time slots
are processed. A low-cost response mechanism is introduced
into the algorithm. The architecture of a passive wireless
low-power hydrogen concentration sensing system is shown
in Figure 1.

From Figure 1, the passive wireless low-power hydro-
gen concentration sensing system mainly involves routers,
hydrogen concentration sensing tags, switches, monitoring
computers, local computers, Ethernet connections, collec-
tors, and Radio Frequency Identification (RFID) links. For
the communication between the collector and the tag, the
ISO/IEC 18000-6C protocol is adopted in the study. The main
job of the collector is to obtain the hydrogen concentration
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FIGURE 1. Architecture of passive wireless low power hydrogen
concentration sensing system.

near the sensing tag, and then transmit it to the local computer.
After passing through the switch, it is transmitted to the
monitoring computer. To obtain the concentration of hydro-
gen gas, the extended Read command in the RFID protocol
is used to represent it. For label selection, the study uses
the Select command, which can avoid multiple tag recogni-
tion. In addition, data collection commands also use fixed
link parameters. The overall circuit architecture of the pas-
sive wireless low-power hydrogen concentration sensing tag
includes an antenna that converts RF energy into DC energy,
matching circuit, power divider, and rectifier circuit. In addi-
tion, the circuit architecture of the sensing tag also involves
modulation circuits and signals, low voltage differential lin-
ear regulators, base-band signal processing circuits, hydrogen
sensors and signal conditioning circuits, energy collection
and management circuits, energy storage capacitors, and
demodulation circuits that include detection, low-pass, and
comparison. By collecting and managing energy, the active
circuit of the tag can be powered. For the implementation
of energy collection and management, the BQ25570 chip
is usually used. However, the circuit structure of BQ25570
is very complex and its size is large, making it difficult to
apply to label chips [18]. Therefore, a dual capacitor energy
collection and management circuit is designed to improve
the energy collection rate. To achieve energy collection and
management, this circuit fully utilizes the different charging
and discharging characteristics of the energy collection cir-
cuit and control circuit. Then it is combined with solar cells
to connect the output terminals of the battery and rectifier
circuit in parallel to BQ25570. In addition, the energy col-
lection and management circuit also includes energy storage
circuits, output and energy-saving control circuits. By setting
the component parameter values in these circuits, different
application requirements can be met. To reduce tag power
consumption, a Micro Controller Unit (MCU) is used in the
study. The operating voltage of the MCU is 2V. In addition,
the study also considers MCU as a way to achieve functional
control of RFID protocol. To reduce tag power consumption,
efficient assembly language and dynamic clock frequency
adjustment technology are adopted in the study. Dynamic
clock frequency adjustment technology can set different main
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clock frequencies for different modules. It can reduce the
power consumption of tags. In addition, dynamic clock fre-
quency adjustment technology can also reduce circuit heat
dissipation and extend the lifespan of the circuit [19], [20].
To further reduce the average power consumption of tags,
a self excited deep sleep mechanism is designed. This mech-
anism can not only reduce the average power consumption
of each label in a multi label system, but also improve the
data throughput of the multi label system [21]. This sleep
mechanism is applied to the engineering process of sensing
tags, indicating that collector commands are not processed.
Through this mechanism, tags can be implemented without
other functions during the deep sleep phase. The operating
principle of this mechanism is as follows. When no tag selec-
tion is made or the work is completed, all peripheral circuit
power will be turned off by the MCU and enter deep sleep
mode. The workflow of sensing tags is shown in Figure 2.

Deep Low power Command Data Data
dormanc detection analysis collectiol ransmissio)

FIGURE 2. The workflow of sensing labels.

From Figure 2, the workflow of sensing tags mainly con-
sists of five stages. The first stage is the deep dormancy stage.
At this stage, no processing is performed on the collector
commands. The second stage is the low-power detection
stage. The third stage is the command analysis stage. The
fourth stage is the data collection stage. The fifth stage is the
data transmission stage. At different stages, tags can collect
energy. The stage with the highest charging efficiency is
the deep sleep stage. The structural content of implement-
ing the ISO/IEC 18000-6C protocol through MCU mainly
includes decoding and encoding module, command execution
module, memory module, random number generator module,
finite state machine module, and clock configuration module.
Among them, the reduction of MUC power consumption
is mainly achieved through the clock configuration module.
In the interrupt program, the length of the received symbol is
shown in equation (1) [22].

Len_re = Number _reg /ff;Zl )

In equation (1), fsz’ represents the clock frequency of the

counter module. Number_reg represents the value of the
currently recorded counter. In the structure of a hydro-
gen concentration sensor, the output voltage is shown in
equation (2) [23].

Rs1Rs2 — RoR)

Vag = Vyo 2
A POYT(Ry 4+ Ry1) (R2 + Ry2) @

In equation (2), Vap represents the output voltage of the
bridge. Vpower is the output voltage. Ry and R, represent
sliding rheostats. Rs; and Rj; represent the resistance values
of the hydrogen sensing element. To more accurately sense
hydrogen

32384

concentration, a fitting function for hydrogen concentration
is established, as shown in equation (3).

HC =f (Vapc) ~ fuc Vapc) 3)

In equation (3), Vapc represents voltage. HC represents
the concentration of hydrogen gas. fzc (Vapc) is the fitting
function. To address the voltage being easily affected by tem-
perature, the research adopts the temperature compensation.
The fitting function after temperature compensation is shown
in equation (4).

HC = f (Vapc) =~ fuc (VATDC) ~ fue (‘Xj%) “)
j;"actor (T)
In equation (4), VAT pc represents the voltage value after tem-
perature compensation. T represents temperature, in degrees
Celsius. JS‘ZZ%S (T) is the fitting function after temperature
compensation. To reduce the charging time of different tags
and improve the data throughput of the sensing system, a tag
charging time prediction model is designed. This model can
predict tag charging time based on the number of tags, energy
consumption, and distance from the collector. The prediction
model for tag charging time is shown in equation (5).

T = —Tlgln (1 — (Vbat (7)) — V}i\;tffo) / (Vh - Vljvat;lfo))
Q)

In equation (5), —I1g represents the time charging constant.
vpar (1) represents the charging formula when capacitor Cp;
has an initial voltage Vj, 0. Vi, represents the highest voltage

that capacitor Cp,; can reach. Vzi\,/; f’o represents the voltage in
the capacitor Cy,, after the label is working. The label energy
collection efficiency is shown in equation (6).
1 Cpar V2
EnergyCollectionEfficiency = — —bat Thar

x 100%  (6)
2 Plachh

In equation (6), P, represents the power received by the
tag. Ty, is the tag charging time prediction model. Vj,; repre-
sents the charging threshold voltage. Cp,; represents the label
energy storage capacitor.

The efficiency of sensing systems can be defined by
multiple parameters, such as label power consumption and
distance. The average power consumption for each tag in the
sensing tag is shown in equation (7).

P+ 54 % (Nig — 1)
Nlag

In equation (7), P4 represents the power consumption of the

activation mode. N, represents the number of tags. The

average power consumption of the sensing system is shown
in equation (8).

Average Power=

N

N,
Pat % x5

Ntag

The calculation of energy collection rate is to divide the
collected energy by the charging time, in mJ/s.

Average Power system=

®
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B. DESIGN OF PASSIVE WIRELESS MAGNETIC FIELD
INTENSITY SENSING SYSTEM

In a passive wireless low-power hydrogen concentration sens-
ing system, continuous activation of the MCU bringssome
power consumption. Therefore, there is room for further
improvement in the system. The offset frequency within
the range is much smaller than the frequency of the out-
put center of the resonant magnetic field intensity sensor.
Therefore, the direct measurement of sensor output frequency
method enhances the power consumption of the measure-
ment. In addition, in reducing the center frequency, the
sensitivity of a single sensor in the method of mixing the
sensor output signal with the reference clock signal is also
lower [24], [25]. Therefore, to further reduce the power con-
sumption of sensing tags in wireless power supply sensing
systems and enhance sensing sensitivity, a passive wireless
magnetic field intensity sensing system is designed. The
architecture of the passive wireless magnetic field intensity
sensing system is shown in Figure 3.

Indoor
Antenna Collector
@
Outdoor E—P%—@
Router Monitoring

Sensing
abe

Collector

computer
Antenna UAV

FIGURE 3. Architecture of passive wireless magnetic field strength
sensing system.

From Figure 3, the architecture of the passive wireless
magnetic field intensity sensing system involves antennas,
collectors, routers, drones, monitoring computers, and mag-
netic field intensity sensing tags. The application scenarios
mainly involve indoor household appliances and outdoor
power transmission systems. A passive wireless dual resonant
magnetic field intensity sensing tag and system is designed
for indoor household appliances. To reduce tag power con-
sumption, the sensing data in the sensing system uses an
analog transmission mechanism. The tag uses RF energy for
power supply. In addition, the system is designed based on
the exclusive-or gate detection circuit. In the exclusive-or
gate detection circuit, the Fourier transform of square wave
signals x1 (¢) and x (¢) generated by two sensors is shown in
equation (9) [26].

Flx1 (0] =2tiw16 (0) + X1 (@) )

Flx2 ()] =2nw18 () + X3 (w)
In equation (9), 21 and 27, represent the pulse widths
of x1 (t) and x; (¢), respectively. w; and w, represent the
angular frequencies of x; (¢) and x; (¢), respectively. X (@)
represents the spectrum of the alternating current component
in x1 (¢). X2 (w) is the spectrum of the alternating current
component in x; ()R. § (w) represents the transformation of
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diagonal frequency. The Fourier transform of the exclusive-or
gate output signal is shown in equation (10) [27].

1
F (1) Ox (1) =mé(w) — ;Xl (0) @ X2 (w)  (10)

In equation (10), ® represents the exclusive-or operation. ®
represents convolution. The frequency signal generated by
X1 (w) and X3 (w) convolution is shown in equation (11).

X1 () ® X3 (w)
=4[ (@ — (01 —wm)) +8 (0 — (2 —w1))] (1D

In equation (11), w represents the angular frequency. The
circuit architecture of the passive wireless dual resonant mag-
netic field intensity sensing tag is shown in Figure 4.

From Figure 4, the circuit architecture of the passive
wireless dual resonant magnetic field intensity sensing tag
mainly involves antennas, power splitters, modulation cir-
cuits, demodulation circuits, energy collection and manage-
ment, MCU, dual sensors, driving circuits, XOR gate sensing
circuits, rectification circuits, collectors, selectors, and two
low-voltage differential linear regulators. The modulation
circuit includes two sets of N-Metal-Oxide-Semiconductor
(NMOS) transistors. The energy collection and management
in this sensing tag also adopts the dual capacitor energy
collection and management circuit in the passive wireless
low-power hydrogen concentration sensing tag. It fully uti-
lizes the different charging and discharging characteristics of
the energy collection circuit and control circuit to achieve
energy collection and management. This sensing tag can not
only perform single sensor sensing, but also dual sensor sens-
ing. In addition, the working mode of the tag is controlled by
extending the parameters of the Read command. The working
path of the passive wireless dual resonant magnetic field
intensity sensing tag is shown in Figure 5.

From Figure 5, the first step in the passive wireless dual
resonant magnetic field intensity sensing tag is to initialize
the MCU, select the sensor mode, and turn off the low voltage
differential linear regulator. The second step is to detect the
demodulated signal. The third step is to determine whether
the sensor mode command is received. If the command is in
single sensor mode, the first low pressure differential linear
regulator is opened, the duration is calculated, a single sensor
is selected, and the signal is responded to and then terminated.
If the command is in dual sensor mode, two low-pressure
differential linear regulators are opened to calculate the dura-
tion. The signal is responded to and counted. If the third
step does not receive the command, the traditional RFID is
implemented through enter the traditional mode. Finally, the
process is ended.

C. DESIGN OF ANTI-COLLISION ALGORITHM FOR
MULTI-SENSING TAGS

At present, there are some problems with wireless power
supply sensing systems, such as low data throughput,
short communication distance, low sensing sensitivity,
and low efficiency. A corresponding sensing system is
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designed to address issues such as low data throughput and
power consumption. To solve the low efficiency of multi-
sensing tags, an efficient anti-collision algorithm based on
Dynamic Multi-base Query Tree (DMQT) is designed. This
anti-collision algorithm aims to improve the efficiency of
tag access, reduce system complexity, and solve the tag
access failure caused by capture effects. Among existing
anti-collision algorithms, some rely heavily on tag quantity
estimation algorithm, which also leads to high complexity in
algorithm design, such as the algorithm based on the Aloha
mechanism. Some algorithms may have more collisions or
idle time slots, such as the algorithm based on tree struc-
ture [28], [29]. In addition, there are many anti-collision
algorithms that have not taken into account the impact of
capture effects on tag recognition, resulting in tags that cannot
be accessed by collectors [30], [31]. To avoid these prob-
lems, the efficient collision prevention algorithm based on
DMQT is developed, taking into account the total collision
bit. Collision time slots and idle time slots are processed.
A low-cost response mechanism is introduced in DMQT.
In addition, DMQT does not need to consider label quantity
estimation algorithms, which can reduce recognition time
and energy consumption [32]. The energy collection rate is
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achieved by dividing the collected energy by the charging
time. The DMQT eliminates idle and collision time slots,
reducing the time and energy consumption of accessing a
single tag. Therefore, this algorithm can improve the energy
collection rate.

Through collision information detection technology, the
number of collision positions and the collision positions
can be determined. This technology is usually based on
Manchester encoding [33], [34]. To improve the recogni-
tion efficiency of efficient collision prevention algorithms
based on DMQT, the study fully utilizes all collision bits.
The first involved is the dynamic query prefix acquisition
mechanism, which obtains collision information through
Manchester encoding. Then this mechanism is used to calcu-
late the collision bits that need to be processed. Secondly, the
collision information mapping mechanism is involved. The
key to this mechanism is that the collector needs to generate
Map commands. Finally, the multi label query mechanism
is involved. The collector needs to generate a Query com-
mand. In the temporal logic of DMQT, all Map commands
and Query commands correspond one-to-one, except for the
first Map command. The m collision positions are shown in
equation (12) [35].

L, if (|log, (L)) =0

llog, (L) ], otherwise (12)

In equation (12), n represents a variable parameter. L rep-
resents the total number of collision bits received by the
collector, with the maximum value of ID_length. In the col-
lision information mapping mechanism, the m collision bits
Z_bit,ﬁe“d” of the original label in group U is shown in
equation (13).

Z_bit!*“r = dec2bin (p,ﬁQ’, a) . kell,...,U} (13)
In equation (13), p,(CQ) represents the corresponding position
of the collision bit. @ represents the total number of bits
converted to binary. Q represents the Query command. k is
the serial number of the group. dec2bin is a mathematical
function that converts decimal digits into binary digits. In the
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FIGURE 6. The main process of DMQT anti-collision algorithm.

multi label query mechanism, the new matching information
Info is shown in equation (14) [36].

Info(”ew) = {Info(”ld), Info(rem)] (14)

In equation (14), Info”!) represents the matching infor-
mation generated by the previous Map command. Info*™
represents the matching information generated based on the
remaining Identity Document (ID). The new matching infor-
mation length Len is shown in equation (15).

Len®) = Len@ld) 4 Len}rr;(’)") (15)

In equation (15), Len?!d) represents the length of match-
ing information generated by the previous Map command.
Leng;?) represents the length of matching information gen-
erated based on the remaining ID. The delayed response time
is shown in equation (16) [37].

8delay,i =01+ (83 + 8/3) @i—1 (16)

In equation (16), i represents the sub time slot. d; represents
the response time of the tag. d3 is the interval time between tag
responses in adjacent sub time slots in the Query command.
dg represents the duration of the response signal returned
by the tag. The total time to execute the Query command is
shown in equation (17).

Oery = 01 + 1 (33 + 0p) + 02 — 03 (17)

In equation (17), 9, represents the response time of the col-
lector. n represents the total number of sub time slots. The
main process of the DMQT anti-collision algorithm is shown
in Figure 6.

From Figure 6, the first step of the DMQT anti-collision
algorithm is initialization. The second step is to send the
Map command (Len = 0,m = 0). The third step is to
determine whether the collision exists. If it does not exist, the
tag will be identified and the process will end after identifying
the tag. If it exists, a Map command (Len = 0,m # 0)
is generated and sent. The fourth step is to analyze the tag
response data. The fifth step is to generate and send Query
commands. The sixth step is also to analyze the tag response
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data. The seventh step is to determine whether the collision
exists again. If it does not exist, the label will be identified.
Otherwise, a Map command will be generated and incor-
porated into the process. The eighth step is to determine
whether the timeout has occurred. If it is true, the process
is returned to step six. Otherwise, proceed to step nine. The
ninth step is to determine the stack. If it is determined to
be yes, the process is ended. If it is determined to be no,
a Map command needs to be given, followed by sending
the Map command (Len # 0, m # 0). Finally, the process
is returned to step four. In the tag recognition, the DMQT
anti-collision algorithm utilizes a dynamic multi-digit query
tree. The structure of the multi-digit query tree is shown
in Figure 7 [38], [39].

In Figure 7, H represents the number of layers in the query
tree. Ho represents the initial layer. H1 and Hj represent
the first and second layers, respectively. Hyy,, represents the
theoretical maximum number of layers in the query tree. ¢ is
a fixed value. The average number of collisions required to
identify a single tag is shown in equation (18).

Eavg =3 (Eemg) /Gtag (13)

In equation (18), I (Egmg) represents the expected number
of collision nodes. 6, represents the number of different
labels. To address the missing recognition caused by capture
effects, the study introduces an Ack command on DMQT.
It is used to indicate tag recognition. In addition, the Ack
command does not require a return response signal for the
tag.

IV. RESULT ANALYSIS OF WIRELESS POWER SUPPLY
SENSING TAG AND SYSTEM

In this chapter, the performance of hydrogen concentration
sensing tags and systems is analyzed. The main analysis
content includes the charging time of labeled energy storage
capacitors under cold start and hot start, performance compar-
ison of different sensing tags, and performance verification
of the tag charging time prediction model. In addition, the
study analyzes the resonant magnetic field intensity sensing
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HMax

FIGURE 7. The structure of a multi-digit query tree.

tags and systems. The performance of the DMQT based
anti-collision algorithm is also verified.

A. RESULT ANALYSIS OF HYDROGEN CONCENTRATION
SENSING TAG AND SYSTEM

To analyze the energy collection performance of hydrogen
concentration sensing tags, the charging time of tag energy
storage capacitors under cold and hot start conditions is ana-
lyzed. Performance testing platforms are built both indoors
and outdoors for the experiment, including antennas, collec-
tors, labels, and multi-meter. The outdoor testing platform
also has absorbing materials. The collector in the testing
platform uses an 8dBi circularly polarized antenna, with an
equivalent isotropic radiation power of 36dBm. The output
frequency of the signal generator is set to 935MHz. The
power varies within the range of —20dBm to 14dBm. The
model of the multi-meter is Fluke 17B. The energy collec-
tion performance test results of the hydrogen concentration
sensing tag were shown in Figure 8.

From Figure 8 (a), when the distance between the outdoor
collector and the tag was 3m, the voltage of the energy storage
capacitor also increased with the increase of cold start charg-
ing time. When the cold start charging time was less than 60s,
the voltage growth of the energy storage capacitor was rela-
tively slow. When the cold start charging time exceeded 60s,
the growth rate of energy storage capacitor voltage suddenly
increased. When the cold start charging time reached 85s, the
growth rate of the energy storage capacitor voltage became
flat. The maximum voltage of the energy storage capacitor
was 5.25V. In Figure 8 (b), the charging time for both indoor
and outdoor cold start and hot start increased with the distance
between the collector and the tag. The maximum value of cold
start charging time indoors was 152s and the minimum value
was 0s. The maximum value of hot start charging time was
48s, and the minimum value was 0s. The maximum outdoor
cold start charging time was 398s, and the minimum value
was 0s. The maximum value of hot start charging time was
98s, and the minimum value was Os. From this, when the
distance between the collector and the label was the same,
the indoor charging time was significantly shorter than the
outdoor charging time. The cold start charging time was much
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FIGURE 8. Hydrogen concentration sensing label energy collection
performance test results.

longer than the hot start charging time. To better validate the
wireless energy collection performance of the sensing tags,
similar designs from references [40] and [41] were selected
for comparison. Reference [40] was a wireless sensor that
could achieve self powered energy collection, while refer-
ence [41] designed a miniaturized RFID tag sensor. At this
point, the distance between the label and the collector was 2m.
The performance comparison results were shown in Table 1.

From Table 1, in the cold start indoor environment, the
energy collection rate of the sensing tag designed in the
research was 0.081ml/s, and the energy collection effi-
ciency was 25.7%. The energy collection rate of the self
powered energy collection wireless sensor sensing tagwas

VOLUME 12, 2024



D. Pi: Wireless Power Supply Sensing Tags Based on Anti-Collision Algorithm for Sensing Systems

IEEE Access

TABLE 1. Comparative results of wireless energy harvesting performance.

. Energy Received by Energy
rit(i?e Setting Method C:rllzcgt;d Cht?rrféng collection tag collection
rate(mJ/s) Power(dBW) efficiency
Compact energy harvester 2.9m] 39s 0.074 0.402 18.5%
Indoor Miniaturized RFID tag sensor 3.7mJ 187s 0.020 0.238 8.3%
Cold Research 5.0mJ 62s 0.081 0.317 25.7%
start Compact energy harvester 2.9m] 92s 0.032 0.362 8.7%
Outdoor Miniaturized RFID tag sensor 3.7m] 209s 0.018 0.277 6.4%
Research 5.0mJ 94s 0.053 0.532 10.0%
Compact energy harvester 2.6mJ 28s 0.093 0.348 26.7%
Indoor Miniaturized RFID tag sensor 25mJ 129s 0.193 0.433 44.8%
Hot start Research 4.6mJ 16s 0.288 0.490 58.7%
Compact energy harvester 2.6mJ 67s 0.039 0.196 19.8%
Outdoor Miniaturized RFID tag sensor 25m] 187s 0.134 0.552 24.2%
Research 4.6mJ 30s 0.153 0.401 38.2%
0.074mlJ/s, and the energy collection efficiency was 18.5%. 80 —

The energy collection rate of the miniaturized RFID tag
sensor sensing tag was 0.020mJ/s, and the energy collection
efficiency was 8.3%. In the cold start outdoor environ-
ment, the energy collection rates of the three sensing tags
were 0.053mlJ/s, 0.032mJ/s, and 0.018mlJ/s, respectively, with
energy collection efficiency of 10.0%, 8.7%, and 6.4%. In the
hot start indoor environment, the energy collection rates
of the three sensing tags were 0.288mlJ/s, 0.093mlJ/s, and
0.193ml/s, respectively, with energy collection efficiency of
58.7%, 26.7%, and 44.8%. In the hot start outdoor envi-
ronment, the energy collection rates of the three sensing
tags were 0.153ml/s, 0.039mJ/s, and 0.134mlJ/s, respec-
tively, with energy collection efficiency of 38.2%, 19.8%,
and 24.2%. From this, the sensing tags designed in the
research had better performance and significant advan-
tages inenergy collection rate and efficiency. To verify the
performance of the tag charging time prediction model, a test-
ing platform was constructed, which mainly involved tag
groups, antennas, collectors, and oscilloscopes. The com-
parison between tag prediction and actual charging time
required in indoor and outdoor environments was shown
in Figure 9.

From Figure 9 (a), in the indoor environment, when the tags
were 20, the predicted charging time was basically consistent
with the actual test charging time. When the distance between
the collector and the tag exceeded 4m, there was a signifi-
cant deviation between the predicted charging time and the
actual test charging time. The maximum predicted charging
time was 7s, and the actual maximum tested charging time
was 34s. When the tags were 60, the predicted charging time
and actual test charging time were roughly consistent. When
the distance between the collector and the tag exceeded 3.5m,
there was a significant deviation between the predicted charg-
ing time and the actual test charging time. The maximum
predicted charging time was 19s, and the actual test charging
time was 61s. The difference between the two was 42s. From
Figure 9 (b), in the outdoor environment, when the tags were
20, the maximum predicted charging time was 20s, and the
actual maximum tested charging time was 58s. When the
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FIGURE 9. Comparison of label prediction and actual charging time
required in indoor and outdoor environments.

distance between the collector and the tag exceeded 3.5m,
there was a deviation between the predicted charging time
and the actual test charging time. When the tags were 60, the
maximum predicted charging time was 51s, and the actual
maximum tested charging time was 72s. When the distance
between the collector and the tag exceeded 4m, there was
a significant deviation between the predicted charging time
and the actual test charging time. In most cases, the predicted
charging time and actual test charging time were basically
consistent, indicating that the tag charging time prediction
model had good performance.

32389



IEEE Access

D. Pi: Wireless Power Supply Sensing Tags Based on Anti-Collision Algorithm for Sensing Systems

B. RESULT ANALYSIS OF PASSIVE WIRELESS MAGNETIC
FIELD INTENSITY SENSING SYSTEM

To analyze the performance of the resonant magnetic field
intensity sensing tag and system, the sensing error of the static
magnetic field was measured. In the testing environment, two
resonant magnetic field strength sensors are installed in the
sensors. The magnetic field data is obtained by calibrating
the sensing labels. The equipment required for calibration
includes signal generators, sensing tags, and collectors. The
frequency of the signal generator was 52Hz. The magnetic
field intensity around the label is set to 25mT. The equivalent
isotropic radiation power is 36dBm. In the test, the cable
current was between 0.4A and 52A. All frequencies corre-
sponding to the current were collected through a collector.
The error comparison of sensing static magnetic field under
different sensor modes was shown in Figure 10.
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(b) Error in sensing static magnetic field
using dual sensor mode

FIGURE 10. Error comparison of static magnetic field sensed by different
sensor modes.

In Figure 10 (a), in the single sensor mode, the maximum
value of sensing error was 2.1% and the minimum value was
—2.8%. The maximum value of the static magnetic field sens-
ing value and the true value were 74.7 and 74.6, respectively.
The minimum values were 14.8 and 14.6, respectively. From
Figure 10 (b), in the dual sensor mode, the maximum value of
sensing error was 5.2% and the minimum value was —2.7%.
The maximum value of the static magnetic field sensing
value and the true value were 74.8 and 74.7, respectively.
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The minimum values were 14.8 and 14.6, respectively. Under
different sensor modes, the error in sensing the static mag-
netic field was less than 5.5%, which also indicated that
the resonant magnetic field intensity sensing tag and system
had good performance. To verify the communication per-
formance of the sensing tag and system, a communication
performance testing platform was constructed. This testing
platform involved antennas, collectors, absorbing materials,
signal generators, power amplifiers, tags, ammeters, and
magnetometers. The collector still used an 8dBi circularly
polarized antenna. To avoid repeated testing, this study only
conducted experiments on single sensor modes. The test
results were shown in Figure 11.
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FIGURE 11. Communication performance test results of sensing tags and
systems.

In Figure 11 (a), the maximum value of the static magnetic
field sensing value was 34.2mT and the minimum value
was 24.1mT. The maximum and minimum values of the true
value in the static magnetic field were both 24mT. As the
distance between the collector and the tag increased, the
sensing value of the static magnetic field also gradually
increased. The true value of the static magnetic field remained
basically unchanged. From Figure 11 (b), the maximum value
of the electric influenza sensing value was 20.93A, and the
minimum value was 20.54A. The maximum and minimum
values of the true current value were both 20A. As the dis-
tance between the collector and the tag increased, the current
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sensing value also gradually increased, and the actual current
value remained basically unchanged. As the distance between
the collector and the tag increased, the static magnetic field
sensing error also increased, and the current sensing value
error also gradually increased. The static magnetic field sens-
ing error and current sensing value error were relatively
small, which also indicated that the resonant magnetic field
intensity sensing tag and system had good communication
performance.

C. SIMULATION VERIFICATION OF ANTI-COLLISION
ALGORITHM BASED ON DMQT

To verify the performance of the anti-collision algorithm
based on DMQT, other anti-collision algorithms were
selected for experiments. The experimental environmentis a
Windows 10(64 bit) operating system, with an Intel Core i5
13500H processor. The central processing unit is 2.6GHz,
the memory is 64GB, and the core graphics card is Intel Iris
Xe Graphics 80EU. The indicators for comparison includes
total recognition time and energy consumption. A total of
5 experiments are conducted. The comparison algorithms
include Dynamic Frame Slotted Aloha (DFSA) algorithm,
Q-value algorithm, Slotted Aloha Regression Binary Search
Tree (SA-RBST) algorithm, and Monte Carlo Query Tree
Search (MCQTS) algorithm. The total recognition time and
energy consumption were shown in Figure 12.

From Figure 12 (a), the maximum recognition time based
on the DMQT anti-collision algorithm was 2.78s, and the
minimum value was 1.31s. The maximum recognition time of
the Q-value algorithm was 7.98s, and the minimum value was
5.46s. The maximum recognition time of the DFSA algorithm
was 13.48s, and the minimum value was 9.76s. The maximum
recognition time of the MCQTS algorithm was 8.07s, and the
minimum value was 4.87s. The maximum total recognition
time of the SA-RBST algorithm was 7.45s, and the minimum
value was 5.03s. In Figure 12 (b), the maximum energy
consumption based on the DMQT anti-collision algorithm
was 4.71mJ and the minimum value was 3.21mJ. The max-
imum energy consumption of the Q-value algorithm was
8.73mlJ, and the minimum value was 6.58mJ. The maximum
energy consumption of the DFSA algorithm was 16.72mlJ,
and the minimum value was 12.36mJ. The maximum energy
consumption of the MCQTS algorithm was 7.99mJ, and the
minimum value was 6.02mJ. The maximum energy con-
sumption of the SA-RBST algorithm was 7.98mJ, and the
minimum value was 5.21mJ. The anti-collision algorithm
based on DMQT outperformed the other two comparison
algorithms in terms of total recognition time and energy con-
sumption, indicating that the anti-collision algorithm based
on DMQT had good performance. To further validate the
performance of the DMQT based anti-collision algorithm,
the accuracy and Mean Squared Error (MSE) were selected
for comparison in the study. The experimental environment
remained unchanged. The number of experiments was 4. The
accuracy and MSE were shown in Table 2.
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FIGURE 12. Comparison of total recognition time and energy
consumption of three algorithms.

From Table 2, the maximum accuracy of the anti-collision
algorithm based on DMQT was 99.36%, and the minimum
accuracy was 97.11%. The maximum accuracy of the DFSA
was 91.28%, and the minimum value was 89.31%. The max-
imum accuracy of the Q-value algorithm was 95.62%, and
the minimum value was 93.89%. The maximum accuracy
of the MCQTS algorithm was 97.36%, and the minimum
value was 95.82%. The maximum accuracy of the SA-RBST
algorithm was 97.79%, and the minimum value was 96.27%.
The maximum MSE value based on the DMQT was 0.371 and
the minimum value was 0.237. The maximum MSE value
of the DFSA algorithm was 1.377, and the minimum value
was 0.976. The maximum MSE of the Q-value algorithm
was 0.652, and the minimum value was 0.553. The maximum
MSE value of the MCQTS algorithm was 0.468, and the min-
imum value was 0.397. The maximum MSE of the SA-RBST
algorithm was 0.479, and the minimum value was 0.388.
The performance of the DMQT anti-collision algorithm was
significantly superior to the comparison algorithms. To ver-
ify the performance of the DMQT algorithm, a comparison
is conducted on the time and energy consumption of the
algorithm in identifying different numbers of labels. Com-
parison algorithms include DFSA, Q-value, MCQTS, and
SA-RBST. The number of iterations for the DMQT algorithm
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TABLE 2. Comparison of the precision and MSE values of the three algorithms.

Precision MSE
Algorithm Number of experiments Number of experiments
1 2 3 4 1 2 3 4
DMQT 98.55% 97.11% 99.36% 97.91% 0.371 0.368 0.276 0.237
DFSA 89.31% 90.74% 91.28% 89.76% 0.976 1.377 1.065 1.271
Q-value algorithm 95.62% 94.74% 93.89% 94.88% 0.652 0.553 0.624 0.593
MCQTS 96.77% 95.82% 97.36% 96.33% 0.468 0.421 0.397 0.403
SA-RBST 97.25% 96.58% 97.79% 96.27% 0.479 0.466 0.435 0.388

TABLE 3. Comparison of label recognition time and energy consumption of different algorithms.

Recognition time(s)

Energy consumption(mJ)

Algorithm Number of tags Number of tags
400 800 1200 400 800 1200 1600

DMQT 0.52 1.12 1.98 2.01 1.381 1.237 1.275 1.301
DFSA 1.37 321 3.48 4.83 2,612 2.534 2.468 2.409
Q-value 1.56 3.38 4.07 5.62 2.987 2912 2.935 2.976
MCQTS 0.83 1.93 2.24 3.12 2.132 2.239 2.067 1.996
SA-RBST 0.86 1.98 2.37 3.25 2.145 2.433 2.155 2.004

is set to 1200. The variable parameter n is set to 2.2. Capture probability 0.6

The values for the number of labels are 400, 800, 1200, Capture probability 0.4

1600, and 2000, respectively. The label recognition time 2357 Capture probability 0.2

fmd energy consumption for different algorithms are shown g 30F ~@—  Capture probability 0

in Table 3. ' N ‘ ‘é o5k M- NoAck
From Table 3, the maximum recognition time of the R

DMQT algorithm was 2.01s, and the minimum value was §°2'0 i

0.52s. The maximum recognition time of DFSA algorithm 815}

and Q-value algorithm was 4.83s and 5.62s respectively, £ 05k

and the minimum value was 1.37s and 1.56s, respectively. = 0.0 | | | | |

The maximum recognition time of MCQTS algorithm and
SA-RBST algorithm was 3.12s and 3.25s, respectively, and
the minimum value was 0.83s and 0.86s, respectively. The
maximum energy consumption of the DMQT algorithm was

0 450 900 1350 1800 2250
Number of labels
(a) Comparison of total recognition time
under different capture probabilities

1.381mJ, and the minimum value was 1.237mJ. The max- Capture probability 0.6
imum energy consumption of DFSA algorithm, Q-value Capture probability 0.4
algorithm, MCQTS algorithm, and SA-RBST algorithm _ Capture probability 0.2
was 2.612mJ, 2.987mlJ, 2.239mJ, and 2.433mlJ, respectively, L —@®— Capture probability 0
while the minimum values were 2.409mlJ, 2.912mJ, 1.996mJ, L —- NoACK

and 2.004m]J, respectively. From this, the DMQT algorithm
had better performance and significant advantages in label
recognition time and energy consumption. To verify the
performance of the DMQT anti-collision algorithm after
introducing the Ack command, a comparative analysis was
conducted on the total recognition time and average energy
consumption of the DMQT algorithm before and after intro-
ducing the Ack command. The comparison results were
shown in Figure 13.

From Figure 13 (a), before introducing the Ack com-
mand, the maximum total recognition time of the DMQT
algorithm was 2.98s. After introducing the Ack command,
when the probability of capture effect occurrence was 0, the
maximum total recognition time of the DMQT algorithm
was 3.01s. When the probability of capture effect occur-
rence was 0.2, 0.4, and 0.6, the maximum total recognition
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FIGURE 13. Comparison of total recognition time and average energy
consumption of DMQT algorithm before and after Ack command
introduction under different probability of capture effect.

time of the DMQT algorithm was 3.24, 3.37, and 3.48,
respectively. After introducing the Ack command in the
DMQT algorithm, the total recognition time was increased,
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because the Ack command achieved leak free recognition.
The total recognition time increased with the number of
recognized tags. In Figure 13 (b), before introducing the
Ack command, the maximum average energy consumption
of the DMQT algorithm was 1.55mJ and the minimum value
was 1.25mJ. After introducing the Ack command, when the
probability of capture effect occurrence was 0, the maxi-
mum average energy consumption of the DMQT algorithm
was 1.71mJ, and the minimum value was 1.39mJ. When the
probability of capture effect occurrence was 0.2, 0.4, and
0.6 respectively, the maximum total recognition time of the
DMQT algorithm was 1.75mJ, 1.81mJ, and 1.88mJ, while
the minimum value was 1.43mJ, 1.45mJ, and 1.47mJ, respec-
tively. After introducing the Ack command in the DMQT
algorithm, the average energy consumption of the algorithm
also increased, because the Ack command achieved leak
free recognition, improving the recognition reliability of the
DMQT algorithm.

V. CONCLUSION

To reduce the power consumption of sensing tags, a passive
wireless low-power hydrogen concentration sensing system
and a passive wireless magnetic field intensity sensing sys-
tem are designed. In addition, to solve the low efficiency of
multiple sensing tags in wireless power supply sensing sys-
tems, an efficient anti-collision algorithm based on DMQT is
designed. According to the research results, in the cold start
indoor environment, the energy collection rate of the sensing
tag designed in the research was 0.081mJ/s, and the energy
collection efficiency was 25.7%. The energy collection rates
of self powered energy collection wireless sensor sensing
tags and miniaturized RFID tag sensor sensing tags were
0.074mJ/s and 0.020mlJ/s, respectively, with energy collec-
tion efficiency of 18.5% and 8.3%. The sensing tags designed
in the research had better performance. In single/dual sensor
mode, the maximum values of sensing error were 2.1% and
5.2%, respectively. In addition, under different sensor modes,
the error in sensing the static magnetic field was less than
5.5%. From this, the resonant magnetic field intensity sensing
tag and system had good performance. Before introducing
the Ack command, the maximum total recognition time of
the DMQT algorithm was 2.98s. After introducing the Ack
command, when the probability of capture effect occurrence
was 0, 0.2, 0.4, and 0.6, the maximum total recognition time
of the DMQT algorithm was 3.01s, 3.24s, 3.37s, and 3.48s,
respectively. Introducing the Ack command in the DMQT
algorithm can achieve leak free recognition. However, there
are also certain limitations to research. The first issue is that
passive wireless sensing tags are difficult to collect weak
energy. Future research can delve deeper into rectifier cir-
cuits. The second is that the DMQT anti-collision algorithm
has higher requirements for the clock frequency of tags.
Future research can extend the practicality of this algorithm.
The third is that the reduction in label power consumption
mainly focuses on system design. Future research can also
start with the chip design of tags.
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