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ABSTRACT Partial discharge (PD) pattern recognition approaches are designed to identify the types or
severities of the insulation defects within the high voltage equipment, which is vital for evaluating potential
harmfulness and making follow-up maintenance plan. In recent years, many advanced machine learning
(ML) algorithms have been introduced to this field and achieved remarkable results. As the second one of
the two-part papers, we aim to give a comprehensive review regarding the pattern recognition approaches for
ultra-high frequency (UHF) PD data in this paper. Thesemethods are grouped into three categories, which are
the traditional ML-based PD type recognition, the deep learning-based (DL) PD type recognition, and PD
severity assessment. Specifically, for the first topic, feature extraction methods, dimensionality reduction
methods and classification methods are reviewed separately. For the second topic, many state-of-the-art
DL methods are discussed, including the deep belief network (DBN), deep autoencoder network (DAN),
convolutional neural network (CNN), recurrent neural network (RNN), generative adversarial network
(GAN), graph convolutional network (GCN), deep ensemble learning (DEL), etc. For the third topic, the
relevant algorithms are also divided into the conventional ML-based ones and the DL-based ones, which
are studied in detail respectively. Finally, a brief discussion about the application effects of the above
technologies is given, and some future directions are suggested. This paper covers almost every aspect of the
PD pattern recognition and highlights the latest progress, which can provide valuable references for scholars
in this field.

INDEX TERMS Partial discharge, ultra-high frequency, pattern recognition, machine learning, deep
learning, type recognition, severity assessment.

ABBREVIATIONS
AutoML Automated machine learning.
AC-BEGAN Boundary equilibrium generative adver-

sarial network with auxiliary classifier.
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ADDA Adversarial discriminative domain
adaptation.

AOKA Adaptive optimal kernel amplitude.
AE Autoencoder.
AL Adversarial learning.
ACGAN Auxiliary classifier generative adversarial

network.
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ANN Artificial neural network.
ANOVA Analysis of variance.
ANFIS Adaptive neuro-fuzzy inference system.
BIC Bayesian information criterion.
BLIMF Band-limited intrinsic mode functions.
BPNN Back-propagation neural network.
BPA Basic probability assignment.
BFO Bacterial foraging optimization.
BSS Blind source separation.
BERT Bidirectional encoder representations from

transformers.
CD Contrastive divergence.
CE Cumulative energy.
CM Chromatic methodology.
CNN Convolutional neural network.
CWT Complex wavelet transform.
CAE Convolutional autoencoder.
CVAE Convolutional variational autoencoder.
CGAN Conditional generative adversarial

network.
CS Compressed sensing.
DAE Denoising autoencoder.
DANN Domain adversarial neural network.
DCGAN Deep convolutional generative adversarial

network.
DL Deep learning.
DEL Deep ensemble learning.
DT-CWT Dual-tree complex wavelet transform.
DAN Deep autoencoder network.
DAG Directed acyclic graph.
DBN Deep belief network.
DCG Directed cyclic graph.
DBSCAN Density-based spatial clustering of applica-

tions with noise.
DS Dempster-Shafer.
DenseNet Densely connected convolutional network.
DSC Depthwise separable convolution.
DNAS Differentiable neural architecture search.
DWT Discrete wavelet transform.
EL Ensemble learning.
ERT Extremely randomized tree.
ENN Ensemble neural network.
EXNN Extension neural network.
FBNN Feed-backward neuron network.
FCM Fuzzy c-means.
FC Fully connected.
FD Fractal dimension.
FFNN Feed-forward neural network.
FrFT Fractional Fourier transform.
Fuzzy-ART Fuzzy adaptive resonance theory.
FLI Fuzzy logic inference.
FML Fuzzy maximum-likelihood.
FNN Fuzzy neural network.
FDD Fast developing discharge.
GAN Generative adversarial network.
GBDT Gradient boosting decision tree.

GCN Graph convolutional network.
GIL Gas insulated line.
GILBS Gas insulated load break switch.
GIS Gas insulated switchgear.
GSP Graph signal processing.
GLCM Gray-level co-occurrence matrix.
GLCMOP Gray-level co-occurrence matrix of optimal

parameters.
GS Grid search.
Grad-CAM Gradient class activation map.
GM Generative modeling.
HHT Hilbert-Huang transformation.
HVGSA Horizontal visibility graph spectral analy-

sis.
HOG Histogram of oriented gradient.
HVDC High voltage direct current.
HFCT High-frequency current transformer.
HNN Hopfield neural network.
ICA Independent component analysis.
IMF Intrinsic mode function.
ISSA Improved sparrow search algorithm.
ISOMAP Isometric feature mapping.
K-CV K-fold cross validation.
KG Knowledge graph.
KL Kullback-Leibler.
KPCA Kernel principal component analysis.
LBP Local binary pattern.
LDA Linear discriminant analysis.
LE Laplacian eigenmap.
LLE Locally linear embedding.
LSTM Long short-term memory.
LCNN Lightweight convolutional neural network.
LMD Local mean decomposition.
LS-SVM Least square support vector machine.
MAE Mean absolute error.
MCNN MobileNets convolutional neural network.
ML Machine learning.
MMD Maximum mean discrepancy.
MMG Mathematical morphology gradient.
MRMR Minimum redundancymaximum relevance.
MFDFA Multi-fractal detrended fluctuation analy-

sis.
NMF Non-negative matrix factorization.
NSGA-II Nondominated sorting genetic algorithm II.
OOB Out-of-bag.
OCWE Optimal complex wavelet energy.
PAM Pulse activation map.
PD Partial discharge.
PDIV Partial discharge inception voltage.
PCA Principal component analysis.
PNN Probabilistic neural network.
PDE Probability density estimation.
PCPRA Polar coordinate phase resolved analysis.
PRPD Phase resolved partial discharge.
PRPS Phase resolved pulse sequence.
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PRPSA Phase resolved pulse sequence analysis.
PSO Particle swarm optimization.
ResNet Residual network.
RNN Recurrent neural network.
RF Random forest.
RFE Recursive feature elimination.
RBM Restricted Boltzmann machine.
RBFNN Radial basis function neural network.
ROC Receiver operating characteristic.
SAE Sparse autoencoder.
SAGPool Self-attention graph pooling.
SHAP Shapley additive explanation.
SWT Synchrosqueezed wavelet transform.
SSAE Stacked sparse autoencoder.
SSC Spatial separable convolution.
STFT Short-time Fourier transform.
SVM Support vector machine.
SLT Statistical learning theory.
SLLE Supervised locally linear embedding.
SOFM Self-organizing feature mapping.
SURF Speeded up robust features.
SVD Singular value decomposition.
SI Swarm intelligence.
STM Statistical moment matching.
TL Transfer learning.
TRPD Time resolved partial discharge.
t-SNE t-distributed stochastic neighbor embedding.
UHF Ultra-high frequency.
VAE Variational autoencoder.
VMD Variational mode decomposition.
VSWR Voltage standing wave ratio.
WGAN Wasserstein generative adversarial network.
WGAN-GP Wasserstein generative adversarial network

with gradient penalty.
1D-CNN One-dimensional convolutional neural net-

work.
2D-PCA Two-dimensional principal component anal-

ysis.

I. INTRODUCTION
It’s well known that a correlation exists between the pattern
of PD signals and the insulation defects. On one hand,
for different types of insulation defects, the excited PD
signals are inherently diverse due to different discharge
mechanism. Thus, accurate recognition of the defect types
is helpful to analyze the possible failure causes. On the
other hand, with the gradual deterioration of insulation, the
characteristics of PD signal also change. Therefore, severity
assessment of the insulation defects based on PD signals is
also necessary to evaluate the operating status and predict
remaining life of power equipment [1], [2], [3]. Based on the
above reasons, pattern recognition is essential for the PD fault
diagnosis.

As one of the most popular methods in practice, the
UHF PD fault diagnosis has attracted wide attention. Pattern

recognition approaches based on UHF PD data have been
broadly studied and remarkable progress has been achieved.
In general, there are two research paradigms regarding this
issue, which are the traditional ML-based methods and the
DL-based methods. The former mainly adopts the route of
‘‘artificial feature extraction + shallow classifier’’, while
the latter follows an end-to-end route of ‘‘automatic feature
extraction + deep classifier’’. Fig. 1 shows the typical
workflow of the above two paradigms. As can be seen, the
major differences between them are reflected in two aspects:
a) the DL methods can extract features from raw data without
human intervention, while the traditional MLmethods need a
feature engineering process conducted by experts; b) the DL
methods usually adopt deeper classifier network than that in
the traditional MLmethods [4]. In practice, the two roadmaps
have their own advantages and disadvantages. When the data
volume is sufficient, and the computing/storage resources are
abundant, the DL methods can usually get higher diagnostic
accuracy. Otherwise, traditional ML methods might be more
appropriate, especially when resource consumption and result
interpretability are the priorities. Hence, in this paper, we will
make comprehensive reviews about the application of the two
schemes in PD type recognition and severity assessment.

FIGURE 1. Typical workflow of the traditional ML-based methods and the
DL-based methods.

Before our paper, some researchers have published review
papers on PD pattern recognition. As early as in 2005,
Sahoo et al. had summarized the application of pattern
recognition technologies in PD diagnosis, and they discussed
the feature extraction and traditional classification methods
in detail [5]. Later, due to the rapid developments of
ML algorithms, many relevant review papers had been
published [6], [7], [8], [9]. However, these works only focus
on the traditional ML methods. In recent years, the DL
algorithms have also been introduced due to their automatic
feature extraction abilities and excellent nonlinear fitting
capabilities. Application of some primitive DL algorithms in
PD diagnosis was firstly summarized in [10], such as DBN,
RNN and CNN. Whereas, other novel DL methods like GCN
or improved DL methods like TL were not mentioned in
this paper. Most recently, Lu et al. carried out a survey on
the ML methods in PD diagnosis, and both classical ML
and modern DL approaches were included [11]. However,
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only the classification methods were highlighted in this
paper when discussing the classical ML approaches. In fact,
well-designed features are often more conducive to accurate
PD diagnosis than the classifiers. Thus, attention should
also be paid to the feature engineering step. In addition,
the severity assessment problem was not studied in depth
in [11]. Last but not least, the ML field (especially the
DL area) is experiencing unprecedented period of explosive
development, with many new algorithms being proposed and
applied in PD diagnosis every year. Therefore, it’s essential
to keep up with those cutting-edge developments.

In this paper, our motivation is to provide a review that
covers almost every aspect of the PD pattern recognition,
highlight some most powerful technologies, and supplement
the latest algorithmic progress in this field. Keyword-based
string including partial discharge and pattern recognition
were mainly used to search the relevant papers in popular
database such as the Google Scholar, IEEE, Science Direct,
CNKI, etc. Considering that many pattern recognition
methods applied for UHF PD data were also applicable for
pulse current, ultrasonic and optical PD data, representative
journal papers adopting the above kinds of PD data were
also reviewed. In addition, only those papers discussing the
PD type recognition and severity assessment topics were
selected. All other PD-related papers regarding chemical
methods, signal denoising, and source localization were
excluded from this review paper.

The major contributions of this paper can be summarized
as follows:

■ We separately discuss the two major applications of
pattern recognition methods in PD diagnosis, which is
the type recognition and severity assessment. For each
application, related ML-based and DL-based methods
are described in detail.

■ For each topic, the latest progress will be included. For
example, the EL methods which show higher accuracy
and better robustness than single ML method, will be
highlighted. Moreover, some latest DL algorithms such
as TL, GAN and GCN will also be emphasized.

■ Before the conclusion, we summarize the application
effects of existing methods, and then propose some
potential directions for future improvement, including:
a) PD mechanisms under new application scenarios; b)
new-type UHF sensors; c) establishment of common
database; d) pattern recognition methods under small
/unbalanced samples or different working conditions;
e) combined data-driven and knowledge-driven ML
methods; f) multi-source fusion methods.

A diagrammatic view of the organization of this article is
shown in Fig. 2. We begin by discussing the traditional ML-
based and DL-based type recognition methods in Section II
and Section III, respectively. In Section IV, various severity
assessment methods are summarized. Afterwards, we make
a discussion about the application effects of existing pattern
recognition methods and prospect some future directions in

FIGURE 2. Diagrammatic view of the organization of this paper.

Section V. Finally, this paper is ended with the conclusions
in Section VI.

II. TYPE RECOGNITION BASED ON TRADITIONAL
MACHINE LEARNING ALGORITHM
In the early stage of intelligent PD diagnosis, traditional ML-
based research paradigm was often adopted. That is, firstly,
discriminative features were designed by the experts. Then,
the features were selected or mapped into a lower transform
space to reduce the data dimensionality. Finally, those well-
chosen features were used as the input of shallow classifier,
and output the diagnosis results. Following this processing
flow, we will discuss the methods of feature extraction,
dimensionality reduction, and classification successively in
this section.

A. FEATURE EXTRACTION METHODS
For traditional ML-based methods, extracting distinguishable
features that can reflect different fault types is the key
to the success of pattern recognition. In the field of PD
recognition, the commonly extracted features can be divided
into the following categories: a) the phase-based features; b)
the waveform-based features; c) the transform domain-based
features; d) the Chaos/fractal-based features; e) the entropy-
based features; f) other features. In what follows, we will
detail some representative literatures related to the above
topics, as listed in Table 1.
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TABLE 1. Summary of the feature extraction methods for PD signals. TABLE 1. (Continued.) Summary of the feature extraction methods for PD
signals.
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TABLE 1. (Continued.) Summary of the feature extraction methods for PD
signals.

1) PHASE-BASED FEATURES
In PD fault diagnosis, the phase-based spectra are probably
the most popular signal patterns in practical applications. The
basic principle of this kind of patterns is to visualize the
relationships between the power frequency phase and other
features of PD signal, then extract distinguishable parameters
for different PD types.

FIGURE 3. Typical phase-based spectra of PD signals.

Two widely adopted phase-based patterns are the PRPD
pattern and PRPS pattern, which are demonstrated in Fig. 3.

a) PRPD pattern (ϕ − q − n): obtained by counting the
number n, amplitude q and corresponding phase ϕ of PDs
within multiple power frequency cycles.

b) PRPS pattern (ϕ − q − t): obtained by counting the
amplitude q and corresponding phase ϕ of PDs along the
time-axis.

For either PRPD or PRPS pattern, there are two common
feature extraction schemes. The first one is to calculate
the statistical parameters directly from the PRPD or PRPS
pattern, while the second one is to compute image-related
features from PRPD or PRPS spectra. In next few paragraphs,
we will discuss them separately.

PRPD or PRPS statistical features are those parameters
that can represent the univariate or multivariate distribution
of the elements from set {ϕ, q, n, t}. In general, there are two
types of statistical operators for PRPD or PRPS pattern: a)
the statistical moments describing the univariate distribution,
including the mean µ, standard deviation σ , skewness Sk ,
kurtosis Ku and so on; b) the parameters representing
the differences of PD distribution between positive and
negative part of a power frequency cycle, such as phase
asymmetry 8, discharge asymmetry Q, cross-correlation
coefficient cc, modified cross-correlation coefficient mcc,
etc. More detailed explanation of these parameters can be
found in [5].
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The above statistical values and other derived parameters
have been widely used in the identification of PD types.
Some representative literatures are listed in Table 1. For
example, Janani et al. constructed a feature dataset from
the bivariate distribution Hn(ϕ, q) of PRPD pattern in [12].
Authors in [15] adopted the 2-D PRPD plot as the PD pattern,
and 15 statistical parameters were selected as the inputs of
classifier.

Besides, many scholars have verified that the amplitude
histogram of PD fits well with the two-parameter Weibull
distribution [76], [77]:

H (q) = 1 − exp[−(q/α)β ] (1)

where α and β are the scale parameter and waveform
parameter of Weibull distribution respectively.

As we discussed before, another widely employed feature
extraction scheme is the image-related features from PRPD
or PRPS spectra. In this kind of scheme, the PRPD or
PRPS spectra are treated as images, and some popular
characteristic features in the computer vision field can then
be extracted from those graphic PD patterns. In practice, the
HOG features, LBP features, SURF, GLCM features have
been employed in PD recognition. In [17], Song et al. firstly
established a basic PD database of GIS based on the 3-D
PRPS graphs, then the HOG feature vector of each sample
was computed. Firuzi et al. extracted both the LBP features
and HOG features from PRPD grayscale images, and they
evaluated the effectiveness of them in PD recognition [18].
The results showed that compared with existing methods
using statistical features, the LBP or HOG features extracted
in that paper can increase the average accuracy rate by more
than 10%. In [19], Sun et al. proposed an improved texture
feature extraction method namely GLCMOP and applied it
to the 2-D PRPD grayscale images. To reduce the influence
of noise on the PRPS graphs, Li et al. introduced the SURF
algorithm to extract the feature points and feature descriptors
of the PRPS grayscale images [20].

Despite the advantages of phase-based statistical features
mentioned above, the following limitations are still non-
negligible: a) it requires a large amount of PD data to
calculate the statistical operators; b) it is difficult to obtain the
power-frequency synchronization signal on the high-voltage
side at real substation; c) these features cannot be applied
to the electrical equipment that the phase information is
unavailable, such as the HVDC GIS or HVDC transformer,
etc.

2) WAVEFORM-BASED FEATURES
The TRPD is another widely adopted PD pattern, which
use the waveform features to reveal the inherent attributes
of the PD time-domain pulses. Common TRPD parameters
include the pulse rise time, pulse fall time, pulse width, peak
discharge magnitude, average discharge magnitude, etc.

Generally, there are two key advantages of the waveform-
based features over the phased-based features. The first one
is that the PD waveforms are directly related to the insulation

defects, thus the waveform-based features have more explicit
physical interpretability. The other one is that since there is no
need for phase information, the waveform-based features can
be applied to HVDC equipment. Due to the above benefits,
the waveform features based on TRPD patterns are also
extensively applied in practice.

In [22], the authors extracted the waveform characteristics
such as rise time, decay time, pulse width, amplitude from
PD pulses to distinguish AC and DC PDs. They found that
the most obvious differences between AC and DC PDs were
reflected in the amplitude. Su et al. illustrated that not only
the waveform features, but also the statistical parameters (e.g.
skewness and kurtosis) of the individual PD pulse can be
employed to achieve PD classification [23]. Considering the
practical UHF PD signal show characteristics of oscillation
and fluctuation, the envelop-based TRPD features are also
effective. Therefore, authors of [26] and [27] extracted
this kind of features. In [28], the CE curve was chosen
to characterize UHF PD signals, and features from both
time-domain and frequency-domain were adopted. Different
from all the above schemes, Janani et al. proposed a novel
feature extraction method based on the orthogonal series
expansion in [29]. By setting a proper scaling factor and order
of Laguerre functions, the corresponding coefficients were
selected as the fingerprints for PD identification.

3) TRANSFORM DOMAIN-BASED FEATURES
Sometimes, the discrepancies between different types of PD
signals in PRPD or TRPD patterns are not obvious. In this
case, the original signal can be transformed to another space
through linear or nonlinear transformation, and features in the
transformed domain may be more distinguishable.

One of the most frequently used transforms for PD
feature extraction is the wavelet transform. For example,
Evagorou et al. proposed a representative feature extraction
method by using the wavelet packet transform in [30]. The
PD signals coupled by HFCT sensor were firstly decomposed
into wavelet coefficients at various scales, then the first
four cumulants (i.e. mean, standard deviation, skewness and
kurtosis) of wavelet coefficients at each scale were formed as
the fingerprints. Feature extraction methods reported in [31],
[32], [33] basically follow a similar scheme as in [30].
Compared with traditional wavelet transform, the DT-CWT
is less prone to frequency aliasing and information loss.
In [34], Tian et al. introduced DT-CWT to decompose the
UHF PD signals, and extracted the OCWE features from
the real and imaginary parts of higher decomposed layers.
Similarly, Han et al. employed the DT-CWT to obtain the
detail coefficients at different scales of raw PD signals,
and skewness and kurtosis values of detail coefficients were
computed and formed as the feature vector [35].

Another important type of feature extraction methods is
based on the time-frequency transformation, such as the
CWT, STFT and S-transform, etc. In [36], the CWT was
applied to the time-domain PD signals to construct GLCM.
Then, 18 texture features were derived from the GLCM.
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In [37], Long et al. proposed an improved S-transform to
map the time-domain UHF PD signal into the time-frequency
domain, and established a frequency-maximum value matrix
accordingly. Based on this matrix, six statistical parameters
were computed and composed to a feature vector. A similar
work was reported in [38]. Besides, other feature extraction
methods based on time-frequency transformation can also be
found in [39], [40], [41], [42], and [43], interested readers can
refer to the original articles for more details.

Apart from the above-mentioned methods, other promis-
ing transform domain-based feature extraction approaches
should also be paid attention to. For instance, Wang et al.
developed a novel feature extraction scheme for UHF PD
signals based on the CM in [44]. First, the UHF PD signals
were transformed into the frequency domain, and each
frequency spectrum was divided into 10 sections. Then,
three chromatic parameters namely hue, lightness, saturation
were calculated. Testing results showed that the chromatic
parameters can not only be used to classify PD sources,
but also revealed the propagation properties of the UHF
signals in GIS. Another interesting work was reported in [45],
in which the authors employed the hypergraph to extract
features from PD signals. Specifically, the topological and
geometrical features were obtained from the hyperedges of
a PD hypergraph, and the extracted features performed well
in PD classification.

4) CHAOS/FRACTAL-BASED FEATURES
Considering that UHF PD signals inherently exhibit
non-stationary and non-linear characteristics, nonlinearity
features such as chaos and fractal can be employed
to characterize the complex dynamic behavior of the
system.

Most objects in nature are very complex and irregular.
When there is self-similarity existed between the part and
the whole of an object, it can be regarded as fractal. The FD
and lacunarity are two important indexes in fractal theory,
which can well reflect the basic characteristics of a certain
system. In [46], Basharan et al. extracted the average and
standard deviation of FD and lacunarity from the 3-D PRPD
plots, and high classification accuracy was achieved by
using these fractal features. Authors in [47], [48], and [49]
basically adopted similar scheme as in [46], the difference
was that they used different kinds of PD spectrograms as the
source images for fractal features extraction. To sum up, the
fractal features can well reflect the characteristics of different
PD spectrograms, thus can achieve satisfactory recognition
results.

On the other hand, some scholars have pointed out that
PD phenomenon is not a rigorous random process, but a
chaotic process. That is, there is a certain regularity behind
this randomness. Thus, the Chaos theory can be employed to
extract the distinguishable features. For example, Wang et al.
introduced the Chaos synchronization detection method to
PD fault diagnosis in [50]. They derived the mathematical
expressions of the chaotic dynamic function, and defined

the so-called chaos eyes as the features for PD diagnosis.
Zhang et al. developed another chaotic feature extraction
method for φ − v − n 3-D PD spectrogram in [51]. They
firstly selected appropriate parameters to reconstruct the
phase space of each phase sequence of PD spectrogram, and
the largest Lyapunov exponent of each phase sequence was
calculated. As a result, a 36-D chaotic feature vector was
constructed. In [53], the authors combined the advantages of
Chaos synchronization and fractal theory, and experimental
results showed that the combined scheme can effectively
extract the key information about different PD defects.

5) ENTROPY-BASED FEATURES
Entropy is an important statistical measure to quantify the
complexity or uncertainty of time series, which is particularly
useful in representing characteristics of the non-linear, non-
stationary signals. For this reason, it has been widely adopted
in the feature extraction of industrial signals [78]. By far,
many different forms of entropies have been created, some
of which are listed and demonstrated in Table 2.

Many entropy-based feature extraction methods adopting
the following roadmap: a) transform or decompose the raw
PD signal into a series of sequences; b) calculate the selected
kind of entropies of all sequences and combine them as the
feature vector. For example, authors of [56] firstly performed
the contourlet transform on the q − 1t − n PD images, and
Tsallis entropy for all sub-band coefficients were computed
and formed as the input of the classifier. In [57], Gao et al.
proposed a novel feature extraction procedure based on the
VMD method and sample entropy. First, the VMD algorithm
was used to decompose the PD signal into several BLIMFs.
Second, the sample entropy of each BLIMF was computed
and combined to get the final feature vector.

Considering the single-scale-based entropies are usually
sensitive to small disturbances and may cause information
loss, the multi-scale entropies are becoming more favorable
in recent years. The key of this kind of method is to add
a coarse graining step to the original time series signals,
as illustrated in Fig. 4.

FIGURE 4. Illustration of the coarse graining step for time series signal.

In [54], Shang et al. calculated the multi-scale dispersion
entropy of each BLIMF decomposed by VMD to form the
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TABLE 2. Explanations of some typical entropies.

feature vector for PD fault diagnosis. Testing results showed
that the classification accuracy can almost reach 100%.

Another similar scheme was proposed in [55], the difference
is that the synchrosqueezed windowed Fourier transform was
used to get the BLIMFs.

Apart from the above entropy-only feature extraction
methods, integrated approaches that combining entropy with
other features are also popular. For instance, Luo et al.
developed a novel feature pair of energy entropies and their
scales for UHF PD signals [58]. In [59], the wavelet energy
spectrum entropy and coefficient entropy were combined.
Authors of [60] established another joint feature region for
UHF PD signals based on the multi-dimensional energy and
sample entropy parameters. All these combined features can
obtain satisfactory results.

6) OTHER FEATURES
In addition to the feature types summarized above, scholars
have also designed many new features for PD fault diagnosis,
some of which are shown in Table 1.

For example, Roy et al. introduced the visibility graph to
PD features design, enabling the analysis of non-stationary
characteristics of PD signals in the graph domain [61], [62].
Testing results showed that superior performance can be
achieved by using the GSP technology.

Ren et al. pointed out that the light intensity and
integral spectrum of PD have close correlations with the PD
activities. They developed a new feature extraction method
utilizing multi-spectral information from the ultraviolet,
visible and near-infrared regions [63], [64]. Experimental
results verified the effectiveness of this optical PD diagnostic
technique.

Other typical feature extraction approaches are also briefly
described in Table 1, readers can refer to the corresponding
papers for more details.

B. DIMENSIONALITY REDUCTION METHODS
In practical ML applications, the high-dimensional data may
not only contain redundant or irrelevant information, but
also require much more cost for processing and storage.
Therefore, performance of the ML methods may greatly
deteriorate with the increase of the feature dimensionality,
which is known as the ‘‘curse of dimensionality’’ [79].

A common way to alleviate this problem is to introduce
the dimensionality reduction methods [80]. According to the
working principles, the dimensionality reduction methods
can be divided into two categories, which are the feature
transformation algorithms and feature selection algorithms.
The key of the first category is to map the original features
into a low-dimensional subspace through linear or nonlinear
transformation, in which the most important information of
the raw data can be maintained. While the second category
aims at choosing some of the best features from the original
feature set based on specific indexes, thus an optimal feature
subset can be formed. We summarize the taxonomy of the
dimensionality reduction methods in Fig. 5. In addition,
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typical application cases of these approaches in PD field are
listed in Table 3.

TABLE 3. Summary of the dimensionality reduction methods for PD
signals.

FIGURE 5. Taxonomy of the dimensionality reduction methods.

1) FEATURE TRANSFORMATION ALGORITHMS
According to whether the calculation involved is linear, the
feature transformation methods can be divided into the linear
ones and the nonlinear ones. Some representative algorithms
are shown in Fig. 5, and their applications in dimensionality
reduction of PD data will be detailed in this subsection.

Among all linear feature transformation algorithms, PCA
is probably the most widely used one. The major principle
of PCA is to map the original features into another feature
space, in which the new features are the linear combination of
the original ones. Through this transformation, most valuable
information is retained in the first few principal components.
In [36], Rostaminia et al. applied PCA on 18 texture features,
and the first 6 principal components were used as the final
features. In [54], PCA was adopted to extract representative
components from the original multi-scale dispersion entropy
features, resulting in a lower computational complexity.

Yao et al. employed the PCAmethod to reduce the dimension
of the combined PD feature set [70].

LDA is another popular linear transformation algorithm.
The basic idea behind this method is to make the features
of the same type as close as possible in the new subspace,
while the features of different type are separated as far
as possible. In [47], the authors used LDA to reduce
the dimension of the extracted fractal dimensions features.
Results showed that higher accuracy was achieved (improved
by 9% comparing with no LDA method).

Nonlinear transformation methods are also desirable in
feature dimensionality reduction for PD signals. One typical
method of this kind is the LLE algorithm. It projects the
original features into a low-dimensional space, and keeps the
linear structure between the nearest neighbors unchanged.
Detailed process of the LLE algorithm is illustrated in Fig. 6.

FIGURE 6. Flowchart of the LLE algorithm.

In [35], LLE algorithm was employed to reduce the feature
parameters extracted from the UHF PD signals. According
to the comparative results, the LLE algorithm showed higher
accuracy and faster calculation speed over PCA. Considering
that LLE is an unsupervised method, the class information
of the training samples is ignored. To solve this problem, the
SLLE method was developed by adding a distance correction
term. Sun et al. applied SLLE to reduce feature dimension of
the PD signals, and results demonstrated its superiority over
the PCA and LLE methods [81].

2) FEATURE SELECTION ALGORITHMS
Feature selection methods reduce the dimension by selecting
a small and more informative feature subset based on some
criterions. According to the working mechanism, the feature
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selection methods can be further categorized into three types:
filter type, wrapper type, and embedded type. For the filter
type algorithms, the feature selection process is regarded as
a part of the data preprocessing step. However, the wrapper
type and embedded type algorithms involve training process.
Detailed description of these algorithms can be found in [85].

In [27], the ERT algorithm was applied to select the
optimal feature subset. Results showed that ERT algorithm
can greatly reduce the data volume. In [45], feature selection
was implemented by two steps. First, the Helly property of
Hypergraph was used to remove the redundant features from
the raw PD data. Second, elimination of ill-structured and
uninformative features was finished by the RFE algorithm.
In two case studies, accuracy rate of 98.6% and 99.8% were
respectively achieved by using only two and four features
obtained by the proposed feature selection method.

The RF algorithm was also applied to the feature selection
of PD signals [72]. The authors evaluated feature importance
by examining the changes of classification error rate between
the intact OOB samples and samples with particular feature
permutation. Effectiveness of this approach was validated by
the classification results using the obtained feature subset.
In [61], the ANOVA test was employed to select the optimal
HVG features of PD signals. Based on the ANOVA test,
features showed high statistical significance were chosen as
the finally inputs for classifier. Yao et al. proposed another
feature selection scheme for UHF PD signals in [82], which
combined the RF and ANOVA algorithms. In [32], the Dunn
index was used as the quantifier of clustering quality, feature
subset that provided the largest Dunn index was selected as
the inputs for clustering algorithm. The results showed that
this method can reduce the feature dimension to one while
keeping the clustering accuracy above 80%.

In [55], a sequential feature selection algorithm namely
MRMR was used to select a 18-D feature subset from the
original 84-D feature vector for subsequent PD classification
step. Similar feature selection scheme was also adopted
in [43], and the authors demonstrated that using only the first
feature indicated by the MRMR algorithm was sufficient for
accurate recognition of UHF PD signals.

In essence, the feature selection issue can be considered
as a multi-objective optimization problem regarding its two
objectives: maximizing the accuracy and minimizing the
number of selected features. Thus, powerful global searching
techniques like the SI algorithms can be employed. Detailed
introduction about the application of SI algorithms in feature
selection can be found in [86], and we can expect that the SI-
based feature selection will become a research hotspot in PD
diagnosis field.

3) COMBINED ALGORITHMS
To maximize the effectiveness of dimensionality reduction,
some researchers combined the feature transformation algo-
rithms and the feature selection algorithms. For example,
Song et al. assembled the linear transformation method and

the greedy search method for the feature reduction of HOG-
based PD recognition [83]. Results showed that the overall
recognition rate by using this method was 21.87% higher than
that without it, and moreover, faster recognition speed was
achieved.

Another combined feature dimension reductionmethod for
PD signals was reported in [84]. At first, the PD gray images
were transformed into vectors by using 2D-PCA algorithm.
Then the NSGA-II algorithm was employed to select the
most valuable features. The effectiveness of this method was
validated by comprehensive case studies.

From above descriptions, we can observe that both feature
transformation and feature selection are effective means for
dimension reduction. However, in practice, users should note
that the feature transformation algorithms may change the
structure or attributes of the original PD dataset, resulting in
poor physical interpretability and uncertain information loss.
Thus, we should carefully choose the dimension reduction
scheme according to the specific application requirements.

C. CLASSIFICATION METHODS
After the well-designed features are obtained, the remaining
work is to design an effective and reliable classifier. During
the past decade, plenty of advanced classification algorithms
have been developed to diagnose the PD faults, and it is
almost impossible to cover all these studies in one single
paper. In this subsection, only some latest and representative
works will be discussed, as summarized in Table 4.

1) ARTIFICIAL NEURAL NETWORK
ANN classifier is essentially a kind of bio-inspired nonlinear
transformation technology that imitates the biological neural
connections to fit the complex mapping relationship between
feature vectors and classification categories. The basic unit
of the ANN classifier is the artificial neuron model, which is
demonstrated in Fig. 7. Despite its simplicity, combination of
these units can form a complex and powerful network, which
shows strong capability in non-linear fitting.

FIGURE 7. Graphic illustration of the artificial neuron model.

According to the topology structure, ANN can be divided
into two categories: the FFNN and FBNN. For FFNN, each
neuron only accepts the output of the previous layer and sends
it to the next layer. For FBNN, however, the neurons can not
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TABLE 4. Summary of the classification methods for PD signals.

only accept the information from the previous layer, but also
accept their own feedbacks. That is, neurons in FBNN have

TABLE 4. (Continued.) Summary of the classification methods for PD
signals.

memory function. Taxonomy of ANN classifiers are shown
in Fig. 8.

The ANN-based classifier has long been accepted as a
reliable tool to distinguish different PD sources. For example,
Illias et al. developed a FFNN classifier with two hidden
layers in [87]. Authors of [31] and [88] adopted the similar
BP-based ANN classifier to identify the different PD types
in transformer and outdoor insulation, respectively. In [68],
a multi-information fusion strategy for the recognition results
of two BPNN sub-networks was proposed based on the DS
evidence theory.
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FIGURE 8. Taxonomy of ANN classifiers.

Another kind of ANN namely EXNN was also introduced
to the PD type recognition [50]. Structure of the EXNN is
illustrated in Fig. 9. As can be seen, it adopts double-layer
structure and double-weight connections. By updating and
adjusting these weight pairs, the network can be trained to
identify different PD types. According to the results reported
in [50], the EXNN can achieve accuracy rate as high as 90%.

FIGURE 9. Structure of the extension neural network.

PNN is a popular FFNN which is developed based on the
PDE technique and the minimum Bayesian risk criterion.
Typical structure of PNN includes input layer, hidden layer,
summation layer and output layer, as shown in Fig. 10.

FIGURE 10. Structure of the probabilistic neural network.

Due to its simplicity and validity, PNN are broadly used in
many industrial applications, including the PD classification
field. In [30], the features extracted from wavelet coefficients
were employed to train the PNN classifier, and an average
recognition rate of 97.3% can be achieved. In [89], the PNN
was adopted to classify the statistical characteristics of three
typical PD defects in power transformer, and experimental
results demonstrated the superiority of PNN over BPNN in
both recognition accuracy and time consumption.

Recently, a novel ANN classifier based on the Fuzzy-
ART was developed for PD recognition of power cables [90].
Combination of the fuzzy theory and ART system can well
improve the learning ability of neural network. In addition,
the Fuzzy-ART network shows good scalability, that is, the
performance will be gradually improved with the continuous
input of fault data. The above advantagesmake it very suitable
for the online PD diagnosis application.

2) SUPPORT VECTOR MACHINE
SVM is a famous and effective ML algorithm proposed by
Vapnik in the 1990s [106]. It is established based on the
SLT, which aims to solving the pattern recognition problem
under small samples. In SLT, error risk is redefined as the
expected risk, rather than the commonly used empirical risk.
The expected risk (denoted as R(w)) and empirical risk
(denoted as Remp(w)) satisfy the following relation with at
least probability of 1 − η:

R(w) ≤ Remp(w) +

√[
h(ln

2n
h

+ 1) − ln
η

4

]/
n (2)

where h is the VC dimension of the model, n is the number
of training samples.

According to the SLT, the optimal hyperplane of a linear
classification problem is defined as a hyperplane that can
correctly separate the training samples, and meanwhile, the
samples nearest to the hyperplane (so-called support vectors)
has the largest distance from the hyperplane [106]. Purpose
of the SVM algorithm is to find the optimal hyperplane,
as illustrated in Fig. 11.

FIGURE 11. Illustration of SVM for a linear classification problem.
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Given a training dataset (xi, yi)i=1,...,N , where xi and yi is
the ith sample and corresponding class label respectively: xi ∈

Rd , yi is set to 1 or −1. Then, the linear binary classification
problem of SVM can be expressed as follows:

min
(w,b)

1
2
wTw, s.t. yi

[
(wT

· xi) + b
]

− 1 ≥ 0 (3)

The above linear SVM can also be extended to nonlinear
cases by introducing the kernel function, which can be
formulated as follows:

max
α

QD(α) =

N∑
i=1

αi −
1
2

N∑
i=1

N∑
j=1

αiαjyiyjK (xi, xj)

s.t. C ≥ αi ≥ 0, i = 1, . . . ,N ,

N∑
i=1

αiyi = 0 (4)

where K (xi, xj) is the kernel function, α is a non-negative
Lagrange multiplier, QD(α) is the Lagrange dual operator.
SVM has long been used for type recognition of PD faults.

For example, authors of [19], [27], [35], [36], and [47]
introduced SVM to classify PD data for different power
equipment, and results of these studies are very competitive
(all higher than 94%). However, the performance of SVM
is highly depend on the setting of hyperparameters like
the kernel function and the penalty coefficient. Therefore,
optimized SVM algorithms were developed to improve the
accuracy and reliability.

In [46], a user defined sigmoidal kernel function was
designed to improve the flexibility of SVM algorithm, which
is rewritten as:

g = tanh(γ ∗ U ∗ V ′
+ C ′) (5)

where U and V are the axis of variables, γ and C are two
coefficients. With this new kernel function, the improved
SVM obtained higher recognition rate than that using other
kernel functions such as polynomial and radial basis function.

Another commonly adopted optimization scheme is called
the GS. A typical method of this kind is the K-CV. Li et al.
developed an improved SVM algorithm to diagnose the UHF
PD signals of GIS, in which the K-CV was employed to
optimize the controlling parameter γ and penalty parameter
C [39]. Similar GS-based optimization approach for SVM
was also adopted in [37], results showed that the recognition
rate reached up to 97.33% without denoising.

Unlike the GS-based optimization methods which require
traversing the whole searching space, the heuristic algorithms
attract more attention because they can converge to the
optimal solution in less steps. The improved SVM algorithms
developed in [20], [54], [91], [92], and [93] are all belong
to this category. For example, in [20], Li et al. proposed
an optimized SVM based on the BFO algorithm. The
recognition error rate was used as the fitness function of
BFO, and optimal parameters pair (C, γ ) of SVM were
then obtained after a few iteration steps. In summary, these
heuristic optimization methods seek to find out the most

suitable hyperparameters of SVM in a highly automatic and
efficient way. Interested readers can refer to [107] for a more
comprehensive understanding of the application of heuristic
optimization algorithms in SVM.

3) FUZZY-BASED METHODS
In essence, PD is a complex and stochastic phenomenon, and
uncertainty often exists during the formation and propagation
of PD signals, making absolutely accurate judgement of PD
types very difficult. The fuzzy-based methods can well cope
with this kind of problems. In fact, the fuzzy-based methods
have been applied to PD type recognition for a long time.
Here, we categorize them into three groups: a) FLI; b) fuzzy
clustering; and c) FNN.

There are usually four processing steps in a FLI system,
which are the fuzzification, fuzzy rules design, inference, and
defuzzification. One major advantage of FLI is that the fuzzy
rule sets are built based on the expert knowledge, thus they
have clear physical meaning, making the results interpretable
and easy to understand. In addition, the FLI system has high
tolerances to incorrect data. Lumba et al. detailed a FLI
system for PD type recognition in [94]. Specifically, feature
vector (n, 1n, q, 1q) from the PRPD pattern was used as the
input, and a total of 81 fuzzy rules were designed. Finally,
the judgment was finished by using the Mamdani method.
In [95], the authors made a comparison of FLI and ANN in
PD recognition, they found that both methods can identify the
PD faults. However, the FLI classifier didn’t require iterative
training by large amount of data, which meant it may had
better flexibility in practical application.

Fuzzy clustering is another important category of fuzzy-
based method. Among many fuzzy clustering algorithms, the
FCM might be the most widely used one. Major principle of
FCM is to convert the clustering problem into a constrained
nonlinear programming problem, whose objective function
can be expressed by the following general formula:

min Jm =

c∑
i=1

n∑
j=1

umij
∥∥xj − vi

∥∥2 (6)

where xj is the jth feature vector, vi is the ith clustering
center, uij is the membership function of xj belonging to
vi, ∥·∥ is the Euclidean distance operator. m ∈ [1, ∞] is
called the smoothing factor. The flowchart of FCM is given
in Fig. 12. In [96], the FCM was employed to separate single
PD signals from the overlapped time-frequency spectrum.
Besides, Zhu et al. introduced another fuzzy clustering
algorithm namely FML to classify UHF PD signals [28].
They demonstrated that FML can also successfully separate
single PD signals from the mixed one.

FNN is also an important branch of fuzzy-based methods,
which combines the characteristics of fuzzy system and
neural network. In FNN, the input and output nodes are used
to represent the input and output signals of the fuzzy system,
and the hidden nodes are adopted to represent membership
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FIGURE 12. Flowchart of the FCM algorithm.

FIGURE 13. Typical structure of the FNN.

functions and fuzzy rules. Typical structure of FNN is shown
in Fig. 13.

In PD recognition area, Abdel-Galil et al. proposed a
novel neuro-fuzzy method for classification of different
cavity sizes by combining the decision tree and FNN
algorithms [97]. First, PD features were fed into the
C4.5 algorithm to generate decision rules. Second, these rules
were converted into a series of fuzzy IF-then rules. Finally, the
parameters of membership functions were tuned by a back-
propagation training algorithm. The authors verified that
the proposed method can well identify the PD defects with
different sizes. And more importantly, the whole process was
interpretable.

4) UNSUPERVISED METHODS
Up to now, most algorithms we have mentioned require both
the data samples and their corresponding labels. In practice,
however, it is very hard to obtain a well-labeled dataset. The
unsupervised methods can learn valuable information such

as features, types, or probability distribution directly from the
raw data, without any manual guidance. Thus, it is now a very
active research direction in the ML field.

The most popular unsupervised methods for PD diagnosis
are clustering algorithms. For example,Morette et al. used the
K-means clustering to distinguish noise from PD signals [32].
An improved version of K-means clustering namely X-means
clustering algorithm was also employed to identify different
PD types in power transformers [98]. The major principle
of X-means clustering is to iteratively divide a data cluster
into two, then calculates the corresponding BIC. Only when
there is improvement in each loop, BIC value increases.
Otherwise, the iteration steps should be stopped. Results
demonstrated the superiority of X-means clustering over
K-means clustering and FCMclustering in terms of efficiency
and accuracy.

Another mainstream clustering strategy is the density-
based clustering. In [63], Ren et al. introduced the DBSCAN
to distinguish the corona discharge and creeping discharge.
Testing results with unlabeled PD data showed that the
accuracy can reach 89.3%. In [99], a novel density-based
clustering algorithm was proposed by combining smoothed
density clustering and density peak clustering methods. The
presented algorithm performed well even when the clusters
had very dissimilar densities and scatters.

To better cope with the online PD data (called stream
data), two stream clustering algorithms namely Density Grids
and DenStream were developed in [100]. There are two
phases for stream clustering: the online phase and offline
phase. At online phase, crucial information in stream data
is maintained in terms of micro-clusters in a highly efficient
way. Next, at offline phase, statistics of the micro-clusters
are used to get the final clusters. The authors verified the
effectiveness of the stream clustering method in processing
the real-time PD data.

The SOFM is another kind of unsupervised method which
is based on neural network. It usually contains two layers: the
input layer and competition layer. The SOFM method learns
to classify the input vectors according to the distribution as
well as the spatial topological relation in the input space.
In [33], the SOFM classifier was employed to identify the PD
sources inside the electrical substation, an average accuracy
of 94.9% for laboratory cases and 91.6% for field cases can
be achieved.

5) ENSEMBLE METHODS
EL is a very active and promising technique in ML field. The
basic principle of EL is to combine several weak classifiers
to form a strong classifier, which shows better performance
than single classifier in terms of accuracy and generalization
ability [108]. This working mechanism is just like people
making decisions through voting. That is, different person
thinks from different perspectives and levels, and a decision
that integrates diverse information will be chosen as the final
decision, which is often the best one in practice.
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We give the diagram of EL method in Fig. 14. As can be
seen, the following factors should be carefully considered to
design an EL-based method: a) optimization of a single base
classifier; b) diversity between different base classifiers; and
c) the ensemble strategy.

FIGURE 14. Block diagram of the EL method.

For the first factor, it is quite intuitive that one should
choose the appropriate base classifier before any further
steps. Some common metrics can help the designer to
evaluate the performance of base classifiers, such as accuracy,
error rate, precision, recall, ROC curve, etc.

The second essential factor is the diversity. Many scholars
have proved that diversity between base classifiers is the key
to promote generalization ability of EL method. As shown
in Fig. 14, there are three ways to induce diversity. First,
we can increase diversity from the perspective of data. Some
dataset partition schemes including the hold-out method, the
cross-validation method, and the bootstrap sampling method
have been widely used in practice. Second, data attribute
splitting is another strategy to introduce diversity. A famous
case is the RF algorithm, which will be detailed in a later
paragraph. The third diversity enhancement strategy is based
on the varying of the types or parameters of the base models.
For example, authors of [109] demonstrated that ensembles
with different base models (called heterogeneous ensembles)
showed better performance than with the same base models
(called homogeneous ensembles).

The last significant factor is the ensemble strategy, which
aims at combing the predictions of all base classifiers into a
final output. The averaging rule and voting rule are two most
widely adopted ensemble strategies. Let gm(x) be the output
of the mth base classifier, where m = 1, 2, . . . ,M , then the
averaging rule can be described as:

g(x) =
1
M

M∑
m=1

gm(x) or g(x) =

M∑
m=1

amgm(x) (7)

where am is the weight of gm(x). Suppose R̄(g) is the mean
expected error ofM base classifiers, andR(g) is the expected

error of the ensemble model g(x), then one can easily prove
that the following inequality holds:

R̄(g) ≥ R(g) ≥
1
M
R̄(g) (8)

The voting rule essentially adopts the principle of ‘‘minority
obeys majority’’. According to the specific mechanism, the
voting rule can be further divided into the absolute majority
voting, the relative majority voting, and the weighted voting.
Their respective calculating process can be formulated as:

g(x) =

 yi,
M∑
m=1

gim(x) > 1
2

M∑
m=1

c∑
j=1

gjm(x)

refuse to judge, otherwise︸ ︷︷ ︸
absolute majority voting

(9)

g(x) = yi, if
M∑
m=1

gim(x) = max
j=1,2,...,c

M∑
m=1

gjm(x)︸ ︷︷ ︸
relative majority voting

(10)

g(x) = yi, if
M∑
m=1

amgim(x) = max
j=1,2,...,c

M∑
m=1

amgjm(x)︸ ︷︷ ︸
weighted voting

(11)

where yi(i = 1, 2, . . . , c) is the class label, and c is the
number of classes. gim(x) denotes the output of the mth
classifier regarding to yi, and am is the corresponding weight.
Based on the above-mentioned key factors, researchers

have developed many kinds of EL methods, like the bagging-
based methods, boosting-based methods, and the stacking-
based methods. We demonstrate the diagrams of above three
types of ensemble methods and list typical algorithms of each
category in Fig. 15. Considering that our main purpose is to
review their applications in PD recognition, the specific steps
of each algorithm will not be detailed in this paper, interested
readers can refer to the corresponding literatures.

Due to the excellent accuracy and generalization ability,
the EL methods have been widely used in PD recognition.
For example, Mas’ud et al. introduced the bagging technique
(also called bootstrap aggregating) to identify the PD patterns
of different fault geometries [15], [103]. They used six neural
networks as the base classifiers and trained them by the data
subsets obtained by bootstrap resampling. With dynamically
weighted averaging strategy, results from all neural networks
were combined to form the final decision. In testing cases,
the proposed ENN produced an average recognition accuracy
µE > 95%. Apart from the type recognition, the bagging
methods have also been applied in other PD applications, like
the source localization [110].

RF is another famous and powerful bagging-basedmethod,
which adopts the decision tree as the base classifier. Process
of RF is illustrated in Fig. 16. Note that in RF algorithm, both
sample perturbation and attribute perturbation are adopted,
making it shows very competitive performance. Authors
of [40], [45], [61], and [73] applied RF algorithm to identify
PD sources for different high-voltage equipment, and one
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FIGURE 15. Diagrams of different EL methods.

can observe from Table 4 that all the methods adopting RF
algorithm achieved high accuracy (at least 92%).

As illustrated in Fig. 15(b), boosting is another important
ensemble technology. AdaBoost and XGBoost are two most
widely adopted boosting methods. For instance, AdaBoost
aims at converting several weak classifiers into a stronger
classifier by iteratively assigning the misclassified samples
with larger weights, so that its performance can be gradually
enhanced. In [67], Mansour et al. evaluated the performances
of five ML techniques in PD pulse sequence diagnosis, and
they found that AdaBoost algorithm can achieve a lowest
error (0.0282) among all methods. XGBoost is also a popular
boosting method, which belongs to the category of GBDT.
The objective function of XGBoost is defined as follows:

Obj =
N∑
i=1

L(yi, ŷi) +

M∑
m=1

�(fm) (12)

FIGURE 16. Flowchart of the RF algorithm.

where yi and ŷi are respectively the true label and prediction of
the ith sample, L(yi, ŷi) is the loss function. fm is the function
of the mth tree, �(fm) denotes its complexity. In [102], the
XGBoost algorithmwas employed to identify the PD patterns
of XLPE cables. By adjusting key parameters of XGBoost
such as the type of base classifier, number of iterations,
learning rate, etc., an overall accuracy rate of 96.93% was
obtained. This was not only better than traditional ML
algorithms like the decision tree (81.23%), SVM (85.06%),
BPNN (87.36%), but also exceeded the RFmethod (89.66%).

Except for the above well-known EL methods, some other
algorithms which adopt the ensemble ideas have also been
applied to PD recognition. For example, the authors of [104]
proposed a novel method namely the ensemble fuzzy-RBF
neural networks, which integrated the advantages of fuzzy
and EL methods. PD data from four typical insulation defects
in GIS were employed to test the effectiveness of this method,
and results showed that the classification rate can reach to
99.37±0.009. In [71], Yao et al. developed a novel ensemble
framework considering both the combined feature sets and
adaptive boost method. With these improvements, the overall
recognition accuracy of UHF PD signals also reached a high
level (above 91%).

6) OTHER METHODS
Except for the above mainstream algorithms, many other
latest ML technologies have also been introduced to the type
recognition of PD sources. Given the variety of classification
principles and the awe-inspiring development of this field,
we cannot include all of them in this paper. Instead, we only
make a brief description of some representative literatures in
Table 4.

III. TYPE RECOGNITION BASED ON DEEP LEARNING
ALGORITHM
Over the past decade, with the joint contribution of big data,
massive computing power, and advanced learning algorithms,
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the DL technologies have achieved remarkable success in
almost every field. Comparedwith traditionalML algorithms,
the most important advantages of DL are mainly reflected in
automatic feature extraction ability and superior recognition
ability. All these significant characteristics have made DL
algorithms increasingly popular. In this section, we will make
comprehensive review of the application of DL techniques in
PD type recognition, including the DBN, DAN, CNN, RNN,
GAN, GCN, DEL, etc. Representative literatures regarding to
the above techniques are listed in Table 5.

A. DBN-BASED METHODS
In the early stage, DBN is probably the most widely used DL
algorithm. It was proposed by Hinton et al. in 2006, which
consists of the generative part and discriminative part. The
generative part is constructed by several layers called RBMs,
while the discriminative part usually contains classification
model such as softmax layer. In fact, we can also divide
the training process of DBN into the following two steps: a)
unsupervised training of the RBMs based on the CD method;
b) supervised fine-tuning of the whole network. Structure of
the RBMs and DBN are shown in Fig. 17.

FIGURE 17. Structure of the RBMs and DBN.

As can be observed, RBM is an undirected probability
graph model, which is consisted of two layers namely the
visible layer and the hidden layer. The energy function of
RBM can be formulated as:

Eθ (v,h) = −

nv∑
i=1

aivi−
nh∑
j=1

bjhj−
nv∑
i=1

nh∑
j=1

wijvihj (13)

where v = {vi, i = 1, . . . , nv} and h = {hj, j = 1, . . . , nh}
denote the visible unit and hidden unit, respectively, ai and
bj are their corresponding biases. wij is the weight between vi
and hj. Thus, learnable parameters of RBM can be expressed
by θ = [w, a, b].When the state of visible unit v is known, the
probability that hidden unit h is activated can be computed:

Pθ (hj = 1|v) = σ (bj +
nv∑
i=1

wijvi) (14)

Conversely, when the state of hidden unit h is known, the
probability that visible unit v is activated can be computed:

Pθ (vi = 1|h) = σ (ai +
nh∑
j=1

wjihj) (15)

where σ is the activation function. Because the units within
the same visible layer or hidden layer are independent from
each other, the above equations can be extended as:

Pθ (h|v) =

∏
j

Pθ (hj|v), Pθ (v|h) =

∏
i

Pθ (vi|h) (16)

For each RBM, the training objective is to minimize the
error between the reconstructed data and the real input data.
To achieve this goal efficiently, Hinton et al. developed the
CD algorithm in 2002. The CD algorithm first initializes
parameter θ randomly, and takes the training samples as the
visible unit v0. Then, hidden unit h0 is calculated according
to Equation (14). Afterwards, visible unit v1 is reconstructed
by Equation (15). At last, calculates the hidden unit h1 again
by Equation (14). Updating formulas of θ can be written as
follows:

1wij = η(< v0i h
0
j > − < v1i h

1
j >)

1ai = η(< v0i > − < v1i >)

1bj = η(< h0j > − < h1j >) (17)

where η is the learning rate, < > denotes the mathematical
expectation. In practice, the mini-batch scheme is often used.
Let N be the number of a batch of training samples, then the
training process can be rewritten as:

wij,k = wij,k−1 + η

(
N∑
n=1

(vk−1
i,n hk−1

j,n − vki,nh
k
j,n)/N

)

ai,k = ai,k−1 + η

(
N∑
n=1

(vk−1
i,n − vki,n)/N

)

bj,k = bj,k−1 + η

(
N∑
n=1

(hk−1
j,n − hkj,n)/N

)
(18)

Based on the above descriptions, now we can summarize
the main steps of DBN as follows: a) sequentially train each
RBM network in an unsupervised manner, that is, for each
RBM, regard the output of the previous RBM as the visible
layer, and update parameters θ of current RBM according to
Equation (18); b) fine-tuning the whole network (including
all RBMs and the last classification layer) in a supervised
manner.

Zhang et al. took the lead in applying DBN to the pattern
recognition of PD data [112]. They used the PRPD spectrums
to train the DBN model directly. Compared with SVM and
BPNN, the overall accuracy of DBN were improved by 5.5%
and 9.4%, respectively. Moreover, the recognition time were
shortened by 38% and 49%, respectively. Jia et al. also
adopted DBN to identify the typical insulation defects of
power transformer in [111]. Jiang et al. introduced theADAM
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TABLE 5. Summary of the DL methods for type recognition of PD signals.
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TABLE 5. (Continued.) Summary of the DL methods for type recognition of PD signals.

VOLUME 12, 2024 29869



J. Long et al.: Comprehensive Review of Signal Processing and ML Technologies

TABLE 5. (Continued.) Summary of the DL methods for type recognition of PD signals.

training algorithm to the DBN [113], [114]. Testing results
verified the effectiveness of the ADAM-DBN method over
conventional DBN method and other ML methods such as
SVM and BPNN. In [115], authors made a comparison of
many ML algorithms in PD recognition. They found that
when DBN was used as both feature extractor and classifier,
the identification accuracy can reach to 99.8%, much higher
than other traditional ML methods. In addition, the DBN was
almost immune to noise.

B. DAN-BASED METHODS
As another popular unsupervised DL methodology, the DAN
aims at learning effective abstract features from unlabeled
samples automatically. The AE usually consists of two parts
namely the encoder and decoder. The encoder maps the high-
dimensional input samples to the low-dimensional space,
in which the abstract representation of input samples can be
achieved. While the purpose of decoder is to reconstruct the
input samples from those abstract features. Structure of AE
is illustrated in Fig. 18, where X = {xi ∈ Rd }ni=1 denotes the
input samples, X̂ = {x̂i ∈ Rd }ni=1 denotes the output samples,
d and n are the dimension and number of input samples,
respectively.

FIGURE 18. Structure of the AE.

Generally, the encoder and decoder are both composed of
FC layers. Let (W , ben) and (WT , bde) be the parameters of
encoder and decoder, respectively, then the code vector H in

latent space can be calculated by f (X), and the output X̂ of
AE is obtained by g(H). The goal of AE is to minimize the
difference between X and X̂ , thus the objective function can
be written as:

argmin
W ,b

J (X, X̂) :=
1
2

n∑
i=1

∥∥xi − x̂i
∥∥2
2︸ ︷︷ ︸

Squared error loss function

Or

argmin
W ,b

J (X, X̂) :=−

n∑
i=1

[
xi log(x̂i)+(1−xi) log(1−x̂i)

]
︸ ︷︷ ︸

Cross−entropy loss function

(19)

By stacking multiple AE models sequentially, the stacked
AEs network can be obtained, which is a typical DAN
model. Besides, there are many other improved versions of
DAN models [182], such as the SAE, DAE, CAE, VAE, etc.
Summary of the improved DAN models is given in Table 6.

In [116], the authors employed the AE model to identify
UHF PD signals and on-site noise. In particular, the proposed
AE model was trained by noise data only. Thus, if the input
data was noise, the resulting reconstruction error should be
less than a certain threshold. On the contrary, reconstruction
error should be greater than the threshold. Testing results
indicated that this model achieved an accuracy of 86.75%.

Duan et al. developed a DL model to recognize the current
waveforms induced by different PD defects [117]. This model
contained two parts: a SAE layer for automatic feature
extraction and a softmax layer for classification. To introduce
sparsity, authors added a penalty term namely KL divergence
to the cost function, as shown in Table 6. Results showed that
with well-selected hyper-parameters, the recognition rate can
reach to 99.7%. Another SAE-based method was reported
in [118], in which the transformed L1 norm was adopted.
In addition, the authors designed two parallel SAE models
for feature extraction of 1-D PD time-domain signals and 2-D
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TABLE 6. Summary of some improved DAN models.

PD time-frequency spectrums, respectively. Then, two kinds
of latent features were combined to enrich fault information.

FIGURE 19. A typical training process of CAE model for PD type
recognition. Figure adopted from [119].

In recent years, advantages of convolution operators in
image processing have been fully verified. Therefore, the
CAE was developed by integrating the convolution operators
into AE, as illustrated in Table 6. In [119], the authors
employed CAE to classify the PD data of MV switchgear.
The complete training process is shown in Fig. 19. First, the
PD signals were transformed into time-frequency images by
using CWT. Then, the whole CAE model was trained by the

unlabeled images. Finally, decoder part of the trained model
was replaced by the classification part, and fine-tuning of the
newly constructed model was accomplished by the labeled
PD time-frequency images.

Unlike other AE models that generate latent feature vector
Z, VAE generates the distribution parameters, that is, the
expectationµ and standard deviation σ . As shown in Table 6,
the cost function of VAE consists of two parts. The first
term DKL(Q(Z|X)|P(Z)) is used to force the generated vector
follow a specific normal distribution, and the second term
−EQ(Z|X)(log(P(X |Z))) denotes reconstruction error. In [120]
and [121], the VAE was adopted for PD recognition. For
example, Dai et al. applied VAE to extract the deep features
from PRPS images [120]. Compared with DBN eigenvalues,
CNN eigenvalues, the extracted VAE feature vector showed
better performance in PD type discrimination.

In [122], the CVAE model was used as a 2-D visualization
tool to convert PD signals of practical hydrogenerator into
the 2-D visualization latent space. Therefore, the experts can
visually select the best training dataset by labelling those
significant samples (i.e., samples nearby the conflict zones).
Honestly, the idea behind this work is notably important, that
is, to combine the expert knowledge with data-driven model.
This research paradigm is an increasing research hotspot in
the ML field, and we will discuss this issue in a later section.

C. CNN-BASED METHODS
Compared with DBN and DAN, the CNN-based DL methods
have gained much attention in recent years. First, CNN
has relatively few parameters due to its characteristics like
the weight sharing, local connection, pooling operation.
Second, the nature of convolution determines that features
learned by CNN are invariant to interference factors like
the translation, distortion, rotation, and scaling. Third, the
structure of CNN is flexible and easy to expand. According
to different improvement ideas, researchers have proposed
a series of high-performance CNN models, which can be
divided into three categories: a) classical CNN models; b)
CNN-based transfer learning models; and c) advanced CNN
models. We depict the taxonomy of CNN-based methods in
Fig. 20, and detailed discussion about these methods and their
applications in PD type recognition will be given in the later
parts of this subsection.

1) CLASSICAL CNN MODELS
Classical CNN is a kind of deep neural network includ-
ing structures like the convolutional layer, pooling layer,
FC layer, etc. According to the network structure, we further
divide the classical CNN models into the cascaded CNN
models, the Inception-based CNN models, the ResNet-based
CNN models, the DenseNet-based CNN models, and the
1D-CNN models.

Early CNN models adopt the cascaded network structure,
which achieve automatic feature extraction and classification
by stacking convolutional layers, pooling layers, FC layers
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FIGURE 20. Taxonomy of the CNN methods.

and finally the classification layer (e.g., a softmax layer).
Typical cascaded CNN model is shown in Fig. 21(a).
Later, researchers developed the Inception-based CNN

model which consists of many so-called inception blocks.
In inception block, convolution kernels of different sizes such
as 1 × 1, 3 × 3, 5 × 5 are employed to extract information
from different spatial sizes, and the resulting feature maps are
concatenated along the channel dimension to form the final
feature map. Fig. 21(b) shows the structure of the Inception-
v1 block. Benefits from this kind of multi-branch structure,
Inception-based CNNmodel can achieve better classification
performancewhile reducing the number ofmodel parameters.

Another effective way to promote the performance of deep
CNN models is to introduce the residual blocks. The key
innovation of this technique is to connect the input x directly
to the output f (x) − x (also known as residual function) by
crossing multiple intermediate learning layers, as illustrated
in Fig. 21(c). Therefore, the final output of a residual block is
formulated as f (x). In ResNet, the input can be propagated
forward faster through the cross-layer connections, which
greatly alleviates the vanishing gradient problem.

The DenseNet is an extension of ResNet, in which all
layers are directly connected. The major difference between
them is that the outputs of DenseNet are concatenated, rather
than added like in ResNet. Let xl denotes the output feature
map of the lth bottleneck block, x0 is the input, then xl can be
expressed as:

xl = [x0, x1, . . . , xl−1] (20)

where [·] is the concatenating operator. In Fig. 21(d),
we illustrate the typical structure of a dense block with three
bottlenecks.

In recent years, the 1D-CNN have received much attention
due to its ability to process 1-D signals directly. In 1-D
convolution, one selects sequential segments from the data
along the time axis and performs the same transformation on
each segment.

FIGURE 21. Structures of some classical CNN models.

The above classical CNN models have already been
applied in the field of PD recognition, as we summarized
in Table 5. Among them, authors of [123], [124], [125],
[126], [127], [128], [129], [130], [131], and [132] adopted
the cascaded CNN models. For example, in [123], Do et al.
designed a cascaded CNN model for classifying PRPDs
of the power transformer. In [126], an AlexNet-liked CNN
model was used to identify the PRPD images collected
from GIS, and 81.3% accuracy can be achieved even
at ±15% random white noise. Besides, references [133],
[134], and [135] adopted the ResNet-based CNN models
for PD recognition. For instance, Borghei et al. built a
customized ResNet model for discrimination of single and
multi-source corona discharges in [133]. The results showed
that the proposed ResNet model can achieve more than
87% validation accuracy only after 40 iterations. Gao et al.
developed another CNN model for PD diagnosis based on
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ResNet18 [134], and reported recognition accuracy of on-site
PD data can reach to 95%.

Considering that the original PD data measured by many
monitoring systems are 1-D signals, 1D-CNN have become
increasingly popular in the PD diagnosis field. For example,
an end-to-end DL framework was presented based on 1D-
CNN to identify the raw PD signals from power cables [136].
In that paper, the designed 1D-CNN model had only one 1-
D convolutional layer, one pooling layer, and one FC layer.
Therefore, compared to 2D-CNNmodel, the 1D-CNNmodel
had a much smaller number of parameters. Even so, this
model can learn features automatically from the noisy PD
signals and realize the type recognition.

2) CNN-BASED TRANSFER LEARNING MODELS
As a supervised DL algorithm, the high performance of CNN
is based on the following two conditions: a) the number of
training samples is sufficient and the fault type of each sample
is accurately labeled; b) the dataset used to train the model
(called the source-domain dataset) and the dataset used to
test the model (called the target-domain dataset) follow the
same distribution. Unfortunately, both the above conditions
are difficult to satisfy in practice. TL is one of the most
promising tools to solve the above problem [183], [184].
As for how to achieve the knowledge transfer from source
domain to target domain in practice, most research works are
focused on the model-based TL methods and feature-based
TL methods. In PD diagnosis area, these two TL schemes
have also been applied successfully.

The major technique adopted in model-based TL is called
fine-tuning, which aims at retraining some learnable layers
of the pre-trained DL model (already trained by large-
scale source domain dataset) by using the target domain
dataset. Concretely, there are two commonly used transfer
strategies for model-based TL methods. In the first strategy,
all learnable layers of the pre-trained DL model are fixed
except the FC layers. Then, the FC layers should be re-
trained based on the target domain dataset. In the second
strategy, not only the FC layers, but also some other learnable
layers should be re-trained. Fig. 22 illustrates the above two
model-based TL strategies. Note that for both strategies, if the
learning tasks of the source domain and target domain are
different, the FC layers should be re-designed to adapt to the
target domain learning task.

In [139], a TL method based on the VGG-16 network
was proposed for PD recognition. At first, the parameters of
the convolutional layers and the pooling layers of the pre-
trained VGG-16 model were frozen. Then the remaining FC
layers were re-trained by using the UHF PD spectrograms.
Results showed that a satisfied accurate rate was obtained
using only small amounts of training data. In [140] and [141],
the model-based TL strategy was also adopted. Moreover,
performances of different CNNmodels were compared when
they were used as the base model for TL. For instance, four
CNN architectures including the DeepLoc-Net, Squeeze-Net,

FIGURE 22. Two commonly used model-based TL strategies.

Inception-Net and VGG-Net were applied and compared
in [140], and the authors found that the DeepLoc-Net with
fixed scale binary PRPD images can get the best performance.
In [142], the authors also introduced three CNN architectures
as the base models for TL, which were the VGG, Inception-
V3 and Resnet50. However, they replaced the FC layers with
SVM classifier for PD classification. Therefore, advantages
of CNN models in feature extraction and the SVM classifier
in small data classification can be well combined. Although
the model-based TL method is quite simple and effective, its
limitations are also obvious. First, the similarity of the data
distribution between source domain and target domain should
be high enough, otherwise it may lead to negative transfer.
Second, since different fine-tuning strategies can result in
different effects, they should be adjusted according to the
specific target data or tasks.

The other important scheme is the feature-based TL. The
key of this scheme is to find a mapping function g(·), so that
the source domain dataset XS and target domain dataset XT
can have the similar distribution after being mapped to the
new feature space by g(·). Then, the training and testing steps
can be conducted in the new feature space, that is, using data
g(XS ) to train the CNN model, and predicts the class label of
g(XT ) by the trained model. We depict this process in Fig. 23.

Common practice to implement the feature-based TL can
be categorized into the STM method and the AL method.

In STM method, the statistical criteria (e.g., mean value or
high-order moment) are adopted to measure the discrepancy
between source and target domains, and the domain-invariant
features can be obtained by minimizing the distribution
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FIGURE 23. Illustration of the feature-based TL strategy.

discrepancy between the two domains. For example, a STM-
based TL method was proposed in [143] for PD diagnosis
of GIS. In this work, a novel loss function considering four
parts was designed to train the CNN model, which are the
source domain loss LS , target domain loss LT , MMD loss
LD(XS,XT ), sliced Wasserstein distance loss LC (HS,HT ).
Thus, the training objective can be formulated as [143]:

minLS + αLT + βLD(XS,XT ) + γLC (HS,HT ) (21)

where α, β, γ are the weight coefficients, HS and HT are
the output category probability. By introducing additional
regularization terms, the proposed CNN model can learn the
domain-invariant and class-discriminative features. Results
showed that by using the TL scheme, recognition accuracy of
PD data was improved by 14.1% compared with using CNN
directly.

FIGURE 24. Structure of the DANN model. Figure adopted from [185].

As for the AL method, the feature alignment is achieved
by a game-like learning mechanism namely the adversar-
ial learning. Two famous AL-based TL methods are the
DANN [185] and ADDA [186]. Take DANN method as an
example, its network structure is demonstrated in Fig. 24.
The training objective of the feature extractor of DANN is to
minimize the loss of the label predictor, and simultaneously
maximize the loss of the domain classifier. Obviously, the
training process of this model is like playing a ‘‘minimax’’
game. Interested readers can refer to [185] for more details.

Likewise, the AL-based TL method has also been applied
to the PD recognition. For example, Wang et al. developed

a novel method for GIS PD diagnosis by combining the 1D-
CNN and DANN [144]. In addition, during the adversarial
training process, two domain classifiers were introduced to
maximize their decision boundaries. Thus, the trained model
can learn more class-discriminative representations of the
raw PD data. The superiority of the proposed method over
traditional 1D-CNN, 2D-CNN and some model-based TL
methods were demonstrated by a series of testing results.

Considering that the problems such as lack of labelled on-
site data and data distribution discrepancy are very common
in PD fault diagnosis field, it can be predicted that the TL-
based diagnostic methods will be a long-term research focus.

3) ADVANCED CNN MODELS
Besides the aforementioned methods, there are still many
advanced CNNmodels been developed. Here, we divide them
into four categories: a) lightweight CNN models; b) fusion-
based CNN models; c) interpretable CNN models; and d)
automatic CNN models.

In industrial applications, lightweight CNN methods are
essential to reduce the hardware costs, improve diagnostic
efficiency, and facilitate localized deployment of the models.
A widely adopted lightweight CNN design idea is to reduce
the number of the convolution kernels or the feature channels
reasonably, or designmore efficient convolutional operations.
Some typical examples include the DSC, shuffle units,
and SSC. Based on these novel modules, Wang et al.
proposed a series of lightweight CNN models for GIS PD
identification [145], [146], [147].
For example, they designed a MCNN based on the DSC

modules in [145]. Unlike the traditional convolution operator,
there are two parts namely the depthwise convolution and
pointwise convolution in DSC, as shown in Fig. 25. Based on
this new kind of convolution operator, the proposed MCNN
model only took 7.3 seconds to finish the training, and the
recognition accuracy can reach 96.5%.

FIGURE 25. Structure of the DSC module.

In [149], another important technology namely the model
pruning was adopted to build a lightweight CNN for PD
diagnosis. Specifically, the MobileNetV2 was used as the
base model, then the block-level pruning and the filter-level
pruningwere carried out along the depth andwidth directions,
respectively. After the depth-width joint pruning, recognition
accuracy was comparable to that of MobileNetV2, while
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9.9 times of parameter compression and 2.3 times of
inference acceleration were achieved.

The fusion CNN is also an effective variation, which aims
at fusing multi-source features. For instance, an CNN model
with cross-layer feature fusion schemewas proposed in [150].
Specifically, the outputs of several pooling layers were
concatenated to form an augmented feature map. Benefit
from this fusion scheme, the PD recognition accuracy was
improved by 2.0%. Another fusion-based CNNmodel for PD
diagnosis of the oil-paper insulation was reported in [151].
The main innovation of this paper lied in the channel-level
fusion of the PD gray spectrums under different excitation
frequencies (i.e., 50 Hz, 30 Hz, 5 Hz) to form a 3-channel
feature map. Compared with traditional CNN, the accuracy
of the multi-channel CNN method is increased by 1.2%.

With the widespread application of the ML algorithms in
industrial fields, more and more researchers have noticed that
the interpretability of the diagnostic results is almost equally
significant as the diagnostic accuracy. Because a reasonable
and convincing explanation of the results is the key for
the relevant experts to take necessary measures. Fortunately,
there are many techniques that can help researchers to
understand how the ML model makes predictions, such as
t-SNE, CAM, Grad-CAM, Shapley value, etc.

Recently, these techniques have been applied to the PD
diagnosis field. For example, an interpretable 1D-CNNmodel
for classification of PDwaveforms from 3D-printed dielectric
samples was reported in [153]. In this work, an interpretable
attention model based on Grad-CAMwas added. As a typical
post-processing technique, Grad-CAM can intuitively show
which regions of the PD waveform are most conducive to
the type identification. One of the Grad-CAM importance
colormaps is shown in Fig. 26. One can readily observe
that the trained model focuses more on the pulse rising
edge of the waveform when making a label prediction.
Besides, the PAM [152] and Shapley values [154] have also
been applied to interpret the results of PD diagnosis. These
interpretable diagnostic results provide the key evidence for
domain experts to confirm the PD fault and make subsequent
maintenance strategies.

FIGURE 26. An example of the implementation of Grad-CAM in PD
waveform. Figure adopted from [153].

Last, we focus on the automatic CNN technologies.
We know that existing best-performing CNN models are all
carefully designed by experts, which requires professional
ML knowledge and a lot of trials and errors. Therefore, the
AutoML has become another research hotspot in recent years.
Obviously, a method that can automatically construct an
optimized CNN architecture will be very desirable for the PD
application. In [155], Jing et al. proposed an automatic search
method of neural network architecture for PD recognition.
First, a factorized hierarchical search space was adopted
to design the CNN architecture. Then the Gumbel-softmax
was used to replace the original softmax function for better
randomness. Finally, the optimal CNN model was obtained
by the DNAS strategy. Results demonstrated the superiority
of the DNAS method over some traditional CNN models
in term of recognition performance and generalization
ability.

D. RNN-BASED METHODS
Unlike the CNN models which are suitable for processing
image data, the RNNmodels are designed for sequential data.
The key characteristic of RNN is its memory ability by using
neurons with self-feedback connections. Let vector xt ∈ RM

denotes the input of the network at time t , ht ∈ RD denotes
the state of the hidden layer, then ht is not only related to the
input xt at time t , but also to the hidden layer state ht−1 at
time t − 1. Thus, the updating computation of ht and output
yt can be formulated as:

ht = σh(Uht−1 +Wxt + bh)

yt = σy(Vht + by) (22)

whereU ,W , V , bh and by are the network parameters, σh and
σy are the nonlinear activation functions.

The main problem of RNN is that it is difficult to model
the dependencies between states with long time intervals due
to the gradient explosion or vanishing gradient problems.
This is known as the long-term dependence problem.
A reasonable solution is to introduce the gating mechanism
to control the speed of information accumulation, including
selectively adding new information and forgetting previously
accumulated information. LSTM network is probably one
of the most famous gated RNNs. In LSTM, one internal
state and three gates are employed [187]: a) internal state
ct ∈ RD: linearly transmits information between internal
states, and nonlinearly outputs information to the hidden state
ht ∈ RD; b) forget gate f t ∈ [0, 1]D: controls the internal
state ct−1 that how much information needs to be forgotten;
c) input gate it ∈ [0, 1]D: controls the temporary internal
state c̃t that how much information needs to be retained; d)
output gate ot ∈ [0, 1]D: controls the internal state ct that
how much information needs to be outputted to the hidden
state ht .

The structure diagram of a standard LSTM cell is
shown in Fig. 27, and its calculation formulas are given
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FIGURE 27. Structure diagram of a LSTM cell.

as follows:

it = σ (W ixt + U iht−1 + bi)

f t = σ (W f xt + U f ht−1 + bf )

ot = σ (Woxt + Uoht−1 + bo)

c̃t = tanh(W cxt + Ucht−1 + bc)

ct = f t ⊙ ct−1 + it ⊙ c̃t
ht = ot ⊙ tanh(ct ) (23)

where {W i,W f ,Wo,W c,U i,U f ,Uo,Uc, bi, bf , bo, bc} are
the network parameters, ⊙ denotes the pointwise multiplica-
tion.

In [156], the LSTM network was employed to diagnose
the GIS PD data. The authors constructed PD sequence data
by combining PRPD signatures along different power cycles.
Another improved LSTM network was proposed in [157] for
superimposed PD patterns classification. To achieve multi-
label classification, the authors replaced the last layer of a
standard LSTM network from the softmax layer to a sigmoid
layer. Thus, any output probabilities that exceed the preset
threshold can be recognized as being present in the current
data. In [158] and [159], similar technical route was adopted,
that is, signal decomposition+ feature engineering+ LSTM.
Take [159] as an example, PD signal was first decomposed
into several components by the LMD algorithm, and only the
residual component was retained. Then, it was further split
into many small segments, and features were extracted from
these segments to form the final feature matrix, which was
accepted as the input of the LSTM network. With proper
parameters setting, a 99.25% overall accuracy rate can be
achieved. Last, a novel LSTM network based on the self-
attention mechanism was reported in [160]. By introducing
the self-attention block as shown in Fig. 28, the proposed DL
model can learn the important relevance of inputs very well,
thus improve the diagnostic accuracy.

E. GAN-BASED METHODS
In DL applications, one harsh truth is that the small data,
unbalanced data, low-quality data may all greatly deteriorate
the accuracy of results. Thus, many GM technologies have
been applied to expand the number of samples or enhance

FIGURE 28. Computation process of the self-attention block.
Figure adopted from [187].

their qualities. The DBN and DAN are two typical GM
examples. However, they have bottlenecks in the quality of
complex sample generation.

In 2014, Goodfellow et al. proposed an epoch-making GM
method GAN [188]. Inspired by the idea of two-person zero-
sum game in the game theory, two neural network blocks
namely the generator G and discriminator D are designed
in GAN. The purpose of G is to generate approximate
samples to fool D, while the purpose of D is to distinguish
between the real samples and generated samples. Then,
by adversarial training, the GAN can gradually improve the
generating ability of G and the discriminating ability of D.
Finally, a Nash equilibrium can be achieved. We illustrate the
structure of the GAN in Fig. 29.

FIGURE 29. Illustration of the structure of GAN.

According to [188], the objective function of GAN is:

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)]

+ Ez∼pz(z)[log(1 − D(G(z)))] (24)

where D(x) denotes the probability of classifying x as real
sample. Then, for the discriminator D, its training objective
should be maximizing D(x) while minimizing D(G(z)). For
the generator G, it should maximize D(G(z)). After sufficient
training iterations, the distribution of the generated samples
pG(z) will approach the distribution of real samples pdata(x).
Recently, many DLmodels based on GAN are developed and
applied to power system applications, such as the CGAN,
DCGAN, WGAN, WGAN-GP, ACGAN [189].
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In [161], the authors introduced the DCGAN to artificially
generating PD data to complement the unbalanced sources.
Compared with GAN, the main improvement of DCGAN is
that CNN is used as the basic structure of the generator and
discriminator to improve the quality of generated samples.
To generate PD samples with specific type, the CGAN
was introduced in [162]. In CGAN, the label information
was supplemented as part of the inputs of the discriminator
and generator, thus class-discriminative samples can be
generated. Considering that each variant of GAN has its
own pros and cons, it’s a reasonable improvement idea to
combine multiple GAN variants. For example, in [163],
Fu et al. proposed a novel data augmentation method by
taking advantages of the WGAN-GP and CGAN. First,
the WGAN-GP adopted the Wasserstein distance and an
additional gradient penalty to improve the convergence of
training. Second, the CGAN could help to control the
model to generate PD samples that had specific labels.
Therefore, the final objective functions for the discriminator
and generator can be formulated as:

LD = Ez∼pz(z)[D(G(z|c))] − Ex∼pdata(x)[D(x|c)]︸ ︷︷ ︸
Original Wasserstein loss

+ λEx̂∼p(x̂)
[
||∇x̂D( ˆx|c)||2 − 1

]2
︸ ︷︷ ︸

Gradient penalty term

(25)

LG = −Ez∼pz(z)[D(G(z|c))] (26)

where x̂ = εx + (1 − ε)G(z), ε ∈ U (0, 1), D(x|c) denotes
the output probability of discriminator for sample x with
label c, λ is the coefficient of the regularization term. After
expanding the PD dataset by this method, the recognition rate
was improved by 2.2% on average.

Another PD data enhancement scheme based on the AC-
BEGAN was also reported in [164], the proposed model can
stably generate high-quality samples for each PD type. Lately,
Wang et al. explored other GAN-based data augmentation
approaches to solve the small or unbalanced sample problem
in practical PD diagnosis [165], [166], as outlined in
Table 5. Readers can refer to the original papers for more
details.

F. GCN-BASED METHODS
By far, all our mentioned PD pattern recognition methods
are designed for the so-called Euclidean structure data, such
as 1-D PD waveform, 2-D or 3-D PRPD spectrogram, 2-D
or 3-D time-frequency spectrum, etc. A common problem
with these methods is that they only utilize the numerical
information in regular space while ignore the topological
and geometrical information. To cope with this disadvantage,
the Euclidean structure data can be converted into the graph
structured data first, and then the GSP technology can be
applied to explore the correlation characteristics.

As a typical non-Euclidean structure data, the graph data
consists of nodes and edges, which can be expressed as [190]:

G = (V ,E,X,A), V = (v1, v1, . . . , vn),

eij = (vi, vj) ∈ E (27)

where V and E respectively denote the nodes and edges of
the graph, X ∈ Rn×d is the node feature matrix and A ∈ Rn×n

is the adjacency matrix, d is the feature dimension, n is the
number of nodes. Particularly, elements of adjacency matrix
signify the presence of an edge between nodes vi and vj:

Ai,j =

{
1, (vi, vj) ∈ E and i ̸= j
0, otherwise

(28)

Another widely used representation of graph data is the
Laplacian matrix, which is calculated by:

L = D− A (29)

where L ∈ Rn×n is the Laplacian matrix, D =

diag(d1, . . . , dn) is the degree matrix, di represents the
number of edges with the i-th node as the endpoint. We give
a graphical description of the calculation of Laplacian matrix
in Fig. 30.

FIGURE 30. Illustration of a graph data and its Laplacian matrix.

Among many GSP technologies, the GCN has gained wide
attention due to its excellent ability of feature extraction and
end-to-end learning by using small data. According to [191],
the graph convolution operation is formulated as:

Y = ReLU((D̃
−1/2 ˜AD̃−1/2)XW )

D̃i,i =

∑
j
Ãi,j, Ã = A+ In (30)

where Y ∈ Rn×o is the output, o is the dimension of output
feature. In addition,W ∈ Rd×o denotes the learnable weight
coefficient matrix, In is the identity matrix of order n.
In [167], Zhang et al. introduced the GSP technique to

improve the PD diagnostic accuracy. First, the grayscale TF
spectrums were transformed into the graph data by window-
based scanning technology, as shown in Fig. 31. In this way,
the graph data contained not only the numerical information
of the PD spectrums, but also the relationships between
the local regions. Furthermore, the authors constructed a
GCN model by stacking graph convolution layers and
SAGPool layers, which showed high accuracy rate with
small data.

The authors of [168] and [169] combined GCN with
other techniques to further improve the performance. For
example, in [168], the GIS PD data were first converted
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FIGURE 31. Graphical explanation of converting grayscale PD images into
PD graph data. Figure adopted from [167].

into the graph data by convolution operation and k-nearest
neighbors. Then a GCN network with ChannelSortPooling
layer was designed for the graph representation of PD data.
Finally, a capsule network was added to enhance the feature
extraction. This combined scheme can achieve high precision
without data generation, indicating its fantastic application
prospect.

Another interesting research work was reported in [170].
In this article, a combined data-driven and knowledge-driven
method was adopted. Specifically, the information extraction
was conducted in both the feature space F and knowledge
space K. In feature space, a ResNet was employed to form
the feature vector F from the PRPS patterns. In knowledge
space, a PD-tailored KG was established firstly based on the
expert knowledge, as shown in Fig. 32. Then, the descriptive
phrases in KG were transformed into semantic embeddings
by a BERT model, and the semantic embeddings of all nodes
were combined to form the embedding matrix E . A cluster-
GCNwas then adopted to learn the knowledge representation
of each PD pattern from E , and output classification matrix
C . At last, the extracted information from feature space (i.e.,
F) and knowledge space (i.e., C) was fused to obtain the
final result. Because the expert knowledge is authoritative and
explainable, the proposed scheme can be more reliable and
robust compared to a separate data-driven method.

G. DEL-BASED METHODS
As we discussed in Section II, the EL-based models can
often achieve better performance than any individual models.
In this subsection, the DEL methods and their applications in
PD diagnosis are investigated.

The key of DEL method is to introduce the DL algo-
rithms to traditional EL-based method, thus more powerful
ability on feature extraction and classification can be
expected [192].

In [171], a deep ensemble model for detection of unknown
PRPD patterns was developed. The authors used multiple
parallel CNN models, with each model outputting the class
prediction probability of input sample. Then, an averaging
ensemble strategy was adopted to get the ensemble output.
The authors believed that if the maximum value of ensemble
output was still less than a threshold, then much uncertainty
may exist in the recognition result, thus the current sample
should be judged as unknown category. Benefited from the

FIGURE 32. A PD-tailored knowledge graph established in [170].

ensemble scheme, the proposed method can detect unknown
PRPD faults with almost 100% accuracy.

Yeo et al. presented another DEL approach for medium
voltage power cables PD identification [172]. This approach
consisted of two major parts: a) cable-specific adaptation;
b) neural network ensemble. The first task was achieved
by re-training the classifier layer of the pre-trained DL
models to better adapt to the MV cable application.
The second task was accomplished by two ensemble
schemes. Consequently, a high accuracy of 98.65% can be
obtained by the ensemble NNs based on the CNN-BILSTM
combination.

In both [173] and [174], the technical route based on DL
model and stacking EL was adopted. For example, two 1D-
CNN models and two autoencoder models were used as the
base-learners, while a deep neural network was used as the
meta-learner in [174]. To enhance the diversity between base
classifiers, the authors divided the raw PD dataset into two
groups, one had subtracted a mean value, while the other had
not. After pre-processing steps like denoising, the two groups
were respectively used as the input of the 1D-CNN model
and the autoencoder model. The effectiveness of this method
was validated by PD datasets collected from on-site overhead
power lines.

H. OTHER DL METHODS
Except the above representative methods, there are still some
other DL-based schemes that have been applied to PD type
recognition, most of which are the combination of two or
more different DL algorithms. Considering that the basic DL
models used in these methods have been reviewed in former
sections, we only summarize them in Table 5.

Although we have tried our best to give a comprehensive
survey about the applications of DLmethods in PD diagnosis,
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some literatures may still be omitted. Actually, that is why it
is important to keep track of this hot research area.

IV. SEVERITY ASSESSMENT
Another important application of pattern recognitionmethods
in PD field is the severity assessment. A large number of
theoretical and experimental studies have demonstrated that
PD signals under different insulation degradation levels show
discriminative characteristics. Therefore, advanced signal
processing and ML technologies can be applied. In this
section, we will focus on this topic.

FIGURE 33. A typical example of PD severity assessment for power
transformer. Figure adopted from [193].

First, we would like to briefly introduce the concept of PD
severity assessment through Fig. 33 that adopted from [193].
As can be seen, with risk level became worse, the discharge
intensity at rising edge of AC voltage increased significantly.
At the same time, distribution of the PD features (total PD
magnitude and discharge interval in this example) extracted at
different severity stages also had obvious distinguishability.
Thus, these discriminative features can be well identified by
classification algorithms, which also meant that the PD level
can be evaluated. Furthermore, people can even predict the
remaining useful life of related equipment if the variation
rules of PD features can be modeled accurately.

In essence, the PD severity assessment also belongs to
the category of pattern recognition, thus relevant approaches
can also be classified into two categories: traditional ML-
based methods and DL-based methods. Considering that the
mainstream algorithms regarding these two categories have
been discussed in detail in Section II and Section III, we will
no longer introduce the details of each cited literature in
this section. Instead, we provide concise summaries about
the two topics in Table 7 and Table 8, respectively. And we
encourage the readers to refer to the original literature if they
are interested in a specific method.

V. DISCUSSION
A. APPLICATION EFFECTS DISCUSSION
1) TRADITIONAL ML-BASED METHODS FOR PD TYPE
RECOGNITION
A common technical route of a traditional ML method
often includes steps such as feature extraction, dimension
reduction, and classification. In Section II, these topics are
discussed in detail. Based on the results reported in the

literatures and our own experiences, following perspectives
can be summarized:

a) For traditional MLmethods, feature extraction is widely
considered to be the most significant step. In PD recognition,
statistical or image-based features from the PRPD pattern
are effective in most cases. However, if the power frequency
voltage phase is unavailable (e.g. under DC voltage), features
from TRPD pattern or TF spectrum should be given more
attention. Furthermore, if possible, usingmulti-source feature
information will be more advantageous than using single-
source feature information only.

b) In practice, not all the extracted feature information is
helpful for PD type recognition. On the contrary, too much
irrelevant information not only interferes with the recognition
tasks, but also greatly increases computing and storage costs.
A proven and effective way to cope with this problem is to
introduce the dimension reduction techniques. Both feature
transformation algorithms and feature selection algorithms
perform well in dimension reduction of PD signals. Despite
all this, if an application requires retaining the interpretability
and structure of the original data after dimension reduction,
then the feature selection algorithm may be a better choice.

c) Classification is the last step of a traditional ML method
to achieve the pattern recognition. According to the results of
literatures listed in Table 4, one can observe that supervised
learning algorithms such as ANN and SVM often achieve
superior performances than unsupervised ones. However,
if accurate class labels are difficult to obtain, semi-supervised
or unsupervised learning algorithms will be more desirable.
Considering the uncertainty of PD phenomenon itself and
the signal propagation process, the fuzzy-based methods
are also favorable in PD field. In particular, we believe
that the FLI system will be a promising means for PD
identification, because its inference rules often have clear
physical meaning.Meanwhile, it does not require any training
steps. Last, it can be observed from Table 4 that the
average accuracy of ensemble algorithms is the highest
among all methods. We have detailed the EL-based methods
and their applications in PD recognition in Section II. And
undoubtedly, we should pay closer attention to this rapidly
developing technology.

In summary, traditional ML methods show advantages of
low computational complexity, clear theoretical foundation,
and good interpretability. However, with the increase of the
data volume and diversity of data types (e.g., the unstructured
data), traditional MLmethods exhibit certain shortcomings in
both recognition accuracy and generalization ability.

2) DL-BASED METHODS FOR PD TYPE RECOGNITION
Unlike the traditional MLmethods that rely on the artificially
designed features, the DL method can automatically extract
the feature information from the raw data. Moreover, the
learning ability of DL models increases exponentially with
the network depth. Therefore, various DL algorithms have
been introduced to the PD diagnosis field in recent years.
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TABLE 7. Summary of the traditional ML-based methods for severity assessment of PD signals.
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TABLE 7. (Continued.) Summary of the traditional ML-based methods for severity assessment of PD signals.

In Section III, we discussed different DLmethods in detail.
The DBN and DAN models are introduced to the PD field in
an early stage. But the DBN model still adopts FC network
structure and its training process is relatively complex, it is
difficult to improve its performance by simply increasing
the network depth. As a kind of generative model, the DAN
is more frequently used to map the high-dimensional input
data into a low-dimensional space, then features from this
latent space can be employed for subsequent classification
steps.

CNN is probably the most popular DL network currently.
It has many advantages, including fewer parameters, flexible
architecture, and strong robustness. As shown in Fig. 20,
we divided the CNN methods into three categories and
discussed them in detail. In general, the CNN-based method
uses image data like the PRPD spectra or TF spectra as
the input, and it can obtain a satisfactory recognition rate
(above 95% in most reported results). Particularly, when
training samples are rare or a distribution discrepancy existed
between the source and target domains, the CNN-based
TL algorithms can be used. Other advanced CNN tech-
niques such as lightweight CNN models, fusion-based CNN
models, interpretable CNN models, and automatic CNN
models are also very effective and reliable tools to improve

the recognition performance under different application
scenarios.

Considering that many raw PD signals are saved in the
form of 1-D waveform, the RNN models which are good
at processing sequential data are also favorable in PD fault
diagnosis. One of the most popular RNN models is the
LSTM. Authors of [156], [157], [158], [159], and [160] all
adopted LSTM models to realize the PD type identification.
As shown in Table 5, most reported results are competitive.
Data imbalance is a common problem in many practical

DL applications. The GAN is considered as a very effective
technique to solve this problem by generating high-quality
artificial samples. Many scholars also introduced GAN to the
PD field, and the results demonstrated that PD data generated
by GAN had high similarity with the real ones. Moreover,
by supplementing label information to the inputs of GAN
(e.g., CGAN), the model can generate PD data for specified
class [162]. By adding extra penalty term to the objective
function of GAN (e.g., WGAN-GP), the training process
will become faster and more robust [163]. In summary,
when the obtained PD data is insufficient or unbalanced,
employment of GAN canwell supplement the necessary sam-
ples, thus improves the overall performance of the adopted
algorithm.
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TABLE 8. Summary of the DL-based methods for severity assessment of PD signals.

Different from the above DL methods that accept numeric
data as the input, GCN methods accept the graph structured
data, which consist of the nodes and edges. Thus, the first
step of applying GCN is to convert the raw PD data into the
PD graph data. Then, these unstructured data can be used to
train a GCN model [167], [168], [169]. The key advantage
of GCN is that it not only uses the numerical information,
but also exploits the structural information between raw data.
We also note that the GCN technique can be well combined
with the PD-tailored KG shown in Fig. 32. By integrating
the feature space information and the knowledge space
information, the results show higher accuracy and better
interpretability [170].

Last, the DEL algorithms and their applications in PD
diagnosis are also investigated in Section III. As can be seen
from Table 5, the combination of DL and EL techniques can
result in very competitive results.

Although the DL-based PD type recognition can achieve
very high accuracy, it still has the following disadvantages:
a) it requires huge amount of high-quality training data
and expensive computing and storage facilities; b) it is
a slow and arduous process of trial-and-error testing to
obtain a satisfied DL model; c) the trained DL model often

shows significant performance degradation when applied to
different scenarios such as new working conditions, or new
equipment, etc.

3) METHODS FOR PD SEVERITY ASSESSMENT
In Section IV, we surveyed the papers related to PD severity
assessment. Similarly, we divide the relevant approaches into
the traditional ML-based methods and DL-based methods.
Considering most concrete algorithms adopted in PD severity
assessment have been discussed in previous sections, only
some representative works were summarized in Table 7 and
Table 8 to avoid excessive article length.

In essence, the key to identify different PD stages depends
on the determination of feature parameters that can reflect the
PD physical characteristics at various severity levels. And we
should also note that for different insulation materials, their
degradation mechanisms differ. For these reasons, it is not
easy to determine feature indicators with broad applicability
in PD severity identification. However, from the literatures
listed in above two tables, we can also conclude that those
statistical features extracted from PRPD or TF spectrograms
perform well in this task. And, of course, if multiple data
types or pattern recognition methods can be integrated (as
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authors of [214] and [215] did), the diagnostic results can be
more reliable.

B. FUTURE PERSPECTIVES
As the increasing applications of advanced signal processing
and machine learning technologies in UHF PD diagnosis,
several important research issues remain to be addressed in
the future. We conclude six open issues in this subsection.

1) PD MECHANISMS UNDER NEW APPLICATION SCENARIOS
Research on the PD mechanism has always been the basis of
PD detection and diagnosis. Therefore, the PD mechanism
of new insulation materials under new types of voltages is an
important scientific problem that needs to be studied urgently.

Here, we believe that the following aspects are particularly
important: a) PD formation mechanism research in the new
type of insulation materials (gas-type, liquid-type, solid-type,
or their mixture) [221]; b) PD behaviors research under new
types of voltages such as high-frequency pulse voltage [222],
superposed inter-harmonic AC voltage [223], square pulses
with ultra-fast dv/dt [224], etc.; c) excitation mechanism
and propagation characteristics study of PD electromagnetic
waves [225], [226].

2) NEW-TYPE UHF SENSORS
Note that for either online monitoring or offline monitoring,
the performance of UHF PD sensor directly determines the
accuracy and reliability of the diagnosis results. In particular,
considering that more and more key power equipment are
required to install the PD online monitoring systems before
their operation, the design of new-type UHF sensor with high
sensitivity and installation flexibility is also important.

Therefore, we point out three development directions
of UHF PD sensors: a) optimize the antenna design to
achieve the characteristics of small size, high gain, and
broadband [227]; b) design of flexible or self-sensing UHF
sensors to make the sensors conformal with power equipment
body [228], [229]; c) design of integrated sensors that can
perceive multiple kind of PD excited signals [230].

3) ESTABLISHMENT OF COMMON DATABASE
As everyone knows, advanced ML algorithms (especially the
DL algorithms) are data-hungry. In most existing studies,
the authors used datasets collected purposely for their own
research. However, we believe that high-quality open access
datasets are more favorable for the PD field. This can not
only attract more researchers to develop advanced diagnostic
algorithms, but also provide benchmark for comparing the
performances of different approaches.

Unfortunately, unlike many well-known open access
datasets in the field of computer vision like the ImageNet,
CIFAR-10 & CIFAR-100, MNIST, etc., very few public
datasets are available in the PD field. To the best of our
knowledge, there are only two relevant PD datasets can be
found, as listed in Table 9.

TABLE 9. Open access PD datasets.

4) PATTERN RECOGNITION METHODS UNDER SMALL
/UNBALANCED SAMPLES OR DIFFERENT WORKING
CONDITIONS
The problems of small samples, unbalanced samples, varying
working conditions are very common in the PD field.

First, insufficient training data may lead to the overfitting
problem, resulting in poor generalization performance of the
trained ML model. From the data perspective, the training
samples can be supplemented by using data augmentation
(e.g., performing translation, rotation, scaling, cropping
operations on data) or data generation (e.g., by DAN or GAN)
technologies. From the method perspective, transfer learning,
zero-shot learning, one-shot learning, and few-shot learning
algorithms are all worth considering.

Second, the unbalanced samples can result in the trained
model being more inclined to classify the new data into
categories with sufficient samples. One possible solution is to
supplement the minority classes by using data augmentation
or generation methods as described in previous paragraph.
Another scheme is to adjust the weights of different class
samples in the loss function, so that the model can focus more
on the minority. Last, the EL methods can also be adopted,
in which each sub-model focuses on a specific class.

Third, the variation of working conditions often causes
the distribution discrepancy between training dataset and
testing dataset. Therefore, the transfer learning methods
discussed in Section III can be employed. In addition, the
incremental learning [231] and lifelong learning methods are
also potential solutions to this issue.

5) COMBINED DATA-DRIVEN AND KNOWLEDGE-DRIVEN ML
METHODS
The existing PD fault diagnosis methods can be generally
divided into two categories: knowledge-driven methods and
data-driven methods. The knowledge-driven methods are
often built based onmechanismmodels or rule-basedmodels.
By contrast, in data-driven methods, people usually establish
empirical models directly from the data samples.

To fully utilize the advantages of both schemes, combined
data-driven and knowledge-drivenmethod is highly expected.
This novel ML paradigm has received increasing attention
nowadays, and some impressive works about its application
in PD diagnosis have been reported [122], [170]. Once again,
we believe this research paradigm will become an important
development direction.

6) MULTI-SOURCE FUSION METHODS
As we mentioned above, considering the complexity of
PD phenomenon itself, the diversity of power equipment,
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and the uncertainty of surrounding environment, it almost
unrealistic for a single detectionmethod or diagnostic method
to obtain reliable evaluation results on PD faults. Therefore,
the multi-source fusion methods should be paid more
attention.

Up to now, many scholars have introduced multi-source
fusion techniques to the PD diagnosis field, and most of them
focused on the feature-level fusion [150], [151] and decision-
level fusion [68], [232]. Nevertheless, the following aspects
still need to be considered: a) the data-level fusion scheme; b)
the fusion scheme that cross different levels; c) the weighted
fusion scheme in which sub-parts of different importance are
given different weights; and d) fusion scheme that includes
the expert knowledge.

VI. CONCLUSION
As the second of our two-part reviews, pattern recognition
problems of UHF PD signals are discussed in this paper. The
main contents can be concluded as the following aspects.

First, we focus on the traditional ML-based PD type
recognition issue. According to its common technical route,
the feature extractionmethods, dimension reductionmethods,
and classification methods are discussed in detail, and their
representative applications in PD recognition are reviewed.
In particular, we highlight some latest progress related to this
topic, such as the feature transformation algorithms, feature
selection algorithms, EL algorithms, etc.

Second, the DL-based methods and their applications in
PD recognition are comprehensively investigated, including
the DBN, DAN, CNN, RNN, GAN, GCN, DEL, etc. For each
DL category, its basic ideas, typical models, recent research
progresses, advantages and limitations are discussed in detail.
Considering the high flexibility and excellent performance of
CNN, we spend many pages to introduce the various CNN-
based methods shown in Fig. 20 to help readers understand
their values in PD diagnosis.

Third, approaches related to PD severity assessment are
also surveyed. Since most methods used in this topic are
similar with those in PD type recognition, we only list some
representative works in Table 7 and Table 8.

Last, we thoroughly discuss the application effects of
relevant algorithms in PD type recognition and severity
assessment. And six significant open issues that remain to be
addressed in the future are prospected.
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