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ABSTRACT Currently, with the widespread application of embedded technology and the continuous
improvement of computational power in mobile terminals, the efficient deployment of algorithms on
embedded devices, while maintaining high accuracy and minimizing model size, has become a research
hotspot. This paper addresses the challenges of deploying the YOLOvVS8 algorithm on embedded devices and
proposes a novel lightweight object detection algorithm focusing on small object detection. We optimize
the model through two key strategies, aiming to achieve lightweight deployment and improve the accuracy
of small object detection. Firstly, GhostNet is introduced as the backbone network for YOLOVS in order
to achieve lightweight deployment. By using some cost effective operations to generate redundant feature
maps, we not only reduce the number of model parameters while ensuring better detection results, but also
improve the speed of the model. Secondly, a new multi-scale attention module is designed to enhance
the network’s acquisition of crucial information for small targets, which includes a multi-scale fusion
attention mechanism and the Soft-NMS algorithm. The multi-scale fusion attention mechanism captures key
features of discriminative small targets in the feature map tensor from both spatial and channel dimensions,
suppressing non-key information, reducing the impact of complex and unimportant information in the image,
enhancing the network model’s learning ability for important features of small targets. The Soft-NMS
method improves accuracy by significantly reduces false positives in the detection results. To validate
the performance of our proposed method, we conducted validation experiments on the PASCAL VOC
dataset and evaluated the model’s generalization ability on the MS COCO dataset. The experiments results
demonstrate that our model achieves a significant improvement in small object detection, with a 5.41%
increase in detection accuracy compared to the existing YOLOvS. Meanwhile, FLOPs are reduced by
49.62%, and the number of model parameters is reduced by 48.66%. These results fully confirm the
effectiveness of our innovative method in achieving both lightweight deployment and significant efficacy
in small object detection tasks.

INDEX TERMS Object detection, lightweight, attention mechanism, YOLO.

I. INTRODUCTION widely applied in various fields such as video surveillance,
In recent years, with the rapid development of computer industrial inspection, and healthcare [1]. The implemention
vision based on deep learning, object detection has gradually of computer vision to reduce the consumption of manpower
become a popular research direction in computer vision, and resources has significant practical significance [2].
However, most mainstream object detection frameworks

The associate editor coordinating the review of this manuscript and currently lack specific improvements for small targets [3].
approving it for publication was Shovan Barma . In real-world scenarios, small object detection is crucial, such
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as identifying disaster victims in drone search and rescue,
recognizing distant traffic signs and vehicles in autonomous
driving [4]. Both the training and testing stages of small
object detection are conducted on images with a resolution
ranging from 51x72<size<4064x6354. According to the
image resolution range used in this paper, targets with
resolutions of 32x32 and below are generally considered
small targets. However, existing object detection algorithms
show a certain degree of performance degradation when
targets have small absolute and relative sizes [5]. This
phenomenon can be attributed to the following reasons [6]:

1. If the scale of the detected target is small, as the
network deepens during training, the detected target is prone
to losing features such as edge information and grayscale
information [7]. Advanced semantic information is also
obtained less, and there may be some noise information in
the image that misleads the training network to learn incorrect
features.

2. The size of the receptive field mapped to the original
image also plays a crucial role in the success of target
detection [8]. When the receptive field is relatively small,
spatial structural features are preserved more, but abstract
semantic information may be less. Conversely, when the
receptive field is large, relatively richer semantic information
is preserved, but there may be a potential loss of spatial
structural information for the target.

3. Convolutional Neural Networks (CNNs) implement
the extraction of features discretely, making it challenging
to attain sub-pixel accuracy [9]. When dealing with small
targets, if the neural network lacks one pixel in the deep
layers, it may lack 8 pixels or 16 pixels or even more in the
shallow layers. This has a minimal impact on large targets
but significantly affects small targets. Therefore, successfully
detecting small targets and reducing the model’s size without
compromising accuracy is an urgent problem that needs to be
addressed.

To address these issues, many scholars have proposed their
solutions. Zhao et al [10]. proposed the BiTNet method,
which extracts image features by introducing the Effi-
cient Transformer Block (ETB) and Efficient Convolution
Aggregation Block (ECAB). The method reduces compu-
tational costs by designing a homogeneous multi-branch.
Cui et al [11]. introduced the LC-YOLO method, aiming
to integrate prior information into CNN and maximize
knowledge sharing within the network to enhance shallow
features. Liu et al [12]. presented the YOLO-UAVlite
method, which combines the Spatial-Coordinate Self-
Attention (SCSA) module with the lightweight backbone
SCSAshufflenet to reduce information loss during feature
map fusion and decrease model weight. Zhao et al [13].
proposed the MCANet method, specifically utilizing
the Hierarchical Cross-Fusion Lightweight Transformer
Based on Multi-ConvHead Attention for object detection.
Peng et al [14]. replaced the backbone of YOLOv4 with
MobileNetV2-CA and added the Squeeze-and-Excitation
(SE) module. Gong et al [15]. introduced the reparameterized
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fusion convolution (RFConv) to leverage the advantages of
both methods with the minimum computational cost when
detecting edges and small targets.

Despite the achievements made in the above-mentioned
studies, challenges persist due to complex backgrounds,
considerable spatial resolution variations, the prevalence of
small and irregularly arranged objects. Additionally, issues
such as excessively large model sizes and slow inference
speeds further compound these challenges. Achieving a dual
enhancement of detection speed and accuracy, improving
algorithm robustness to changes in target scales, and achiev-
ing lightweight small object detection remain highly chal-
lenging tasks in object detection. Existing algorithms face
challenges such as large-scale models and high computational
requirements, which hinder the deployment on embedded
devices. This paper proposes a lightweight small object
detection algorithm with a multi-scale attention mechanism
based on YOLOVS. Firstly, we utilize GhostNet as the
backbone to “lighten” the algorithm, reducing the model
size while ensuring accuracy for lightweight deployment.
Secondly, we design a novel multi-scale attention module,
including a multi-scale attention mechanism and the Soft-
NMS method [16]. This module refines the feature informa-
tion in the target region and generates effective target features.
It allocates more weight to channels in high-level feature
maps with richer semantic information, thereby improving
the discriminative ability of the algorithm for small targets.
Additionally, the Soft-NMS method effectively reduces
false positives in detection results, which further enhances
detection accuracy. Experimental results demonstrate that
our proposed method not only has excellent performance in
small object detection but also achieves real-time capabilities
while maintaining lightweight deployment. We successfully
overcome challenges associated with efficient deployment
on embedded devices, achieving a dual enhancement of
detection speed and accuracy for lightweight small object
detection tasks.

The main contributions of our paper are as follows:

« We propose the Lightweight Multi-Scale Atten-
tion YOLOv8 Network (LAYN), which is a novel
lightweight small object detection network. It can reduce
the model’s size without compromising accuracy.

« By utilizing the GhostNet module, we employ some
cheap operations to generate redundant feature maps.
This approach ensures a good detection performance
while reducing the number of model parameters,
enhancing the model’s speed.

« A new multi-scale mixed attention mechanism has been
designed to capture important features of discriminative
small targets in feature map tensors from both spatial and
channel dimensions. This reduces the impact of complex
and unimportant information in the image, enhancing
the network model’s ability to learn important features
of small targets.

« Utilizing Soft-NMS can alleviate the issue of missed
detections for closely spaced small targets, effectively
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detecting large areas of overlapping targets, thereby
improving the detection accuracy of small targets.

The remaining work in this paper is organized as follows:
In Section II, we provide a brief introduction to related
work. In Section III, we present a detailed explanation of
the Lightweight Multi-Scale Attention YOLOvVS8 network.
In Section IV, we conduct experiments and analyze the
results. In Section V, we discuss and conclude the paper in
the final section.

Il. RELATED WORK
At present, the methods for small target detection can be
categorized into the following three directions [17].

First, leveraging the concept of an image pyramid [18], the
detected input image undergoes scale transformation—scaling
up or down. This process forms an image pyramid with
progressively increasing or decreasing image scales from
top to bottom. Subsequently, the target of interest is
detected by sliding a fixed-size window over each layer of
the image. For instance, multi-task cascaded convolutional
networks (MTCNN) adopts this approach to detect faces
at different scales [19]. However, Scale Normalization for
Image Pyramids (SNIP), proposed by Singh and Davis [20],
also utilizes the image pyramid concept but requires passing
images of varying resolutions through CNNs, which results
in relatively high computational costs and slower detection
speeds.

Second, incorporating the Attention Mechanism (AM)
[21]. This mechanism empowers the network model to
achieve superior performance by emphasizing essential
information while discarding irrelevant data [22]. Initially
utilized for machine translation [23], the AM has been
experimentally demonstrated by Vaswani et al. to enhance the
performance of neural network models in image classification
and natural language processing tasks [24]. Xu introduces
an attention-based YOLO (You Only Look Once) detection
algorithm that addresses the shortcomings of the original
YOLO model, such as biased boundary localization and
the challenge of distinguishing overlapping objects. This is
achieved by integrating channel-domain and spatial-domain
attention mechanisms into the YOLO model’s feature extrac-
tion network. Fu et al. has designed a Recurrent Attentional
Convolutional Neural Network (RA-CNN) for fine-grained
image recognition [25]. It employs an Attention Proposal
Network (APN) to accurately locate regions in an image
that contain detailed object information [26]. By focusing on
these areas, the model learns rich detail features and enhance
fine-grained image recognition accuracy.

Third, adopting a data expansion approach [27], [28]. For
example, Kisantal et al [29]. contend that the low accuracy
in detecting small targets primarily results from the scarcity
of images featuring small objects. Even when such images
exist, small objects are rarely present. The authors of this
article propose the repeated sampling of images containing
small targets and duplicating small targets found within an
image to other areas of the same image. This strategy acts as
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data augmentation, augmenting the weights of corresponding
scale objects during training by increasing the number of
matching anchor frames.

Ill. LIGHTWEIGHT MULTI-SCALE ATTENTION YOLOVS
NETWORK FOR SMALL OBJECT DETECTION

A. NETWORK STRUCTURE

The YOLOVS-based target detection model exhibits excep-
tional accuracy [30], [31], [32], [33], [34], [35], [36];
however, it demands a high-performance GPU for real-
time execution. This reliance on substantial computational
resources limits its efficiency when used in embedded
devices, which are characterized by restricted memory and
processing capabilities. Moreover, YOLOV8 proves to be
less adept at detecting small targets, which invariably pose
a challenge due to their diminutive size and low-resolution
nature. The YOLOvVS algorithm adopts Cross Stage Partial
Darknet (CSPdarknet) as the foundational framework for
feature extraction. Nevertheless, as the network deepens,
the receptive field expands, causing a reduction in feature
map dimensions. Consequently, feature abstraction intensi-
fies, and semantic features become increasingly prominent.
However, this augmentation in semantic abstraction leads to
a loss of precise location information, significantly impeding
the accurate detection of small targets.

Based on the aforementioned insights, we hereby introduce
a novel lightweight architecture derived from YOLOvS8 and
incorporate a multi-scale attention module to address the
challenge of small target detection. The network structure is
illustrated in Figure 1.

Figure 1 illustrates the functions of key components
within YOLOVS architecture. The Cross Stage Partial Module
(CSPModule) plays a pivotal role in optimizing the network’s
efficiency by halving the channel count, reducing the number
of convolutions and enhancing network speed. On the other
hand, the Spatial Pyramid Pooling-Fast (SPPF) Bottleneck
facilitates the fusion of feature maps at varying scales by
employing downsampling techniques [37]. This fusion pro-
cess ensures the seamless integration of feature information.
Our architecture leverages the Path Aggregation Network
(PANet) structure, combining the Feature Pyramid Network
(FPN) [38] with the Pixel Aggregation Network (PAN)
[39]. This involves introducing a bottom-up feature pyramid
alongside the FPN layer and incorporating the Lightweight
Multi-Scale Attention (LMA) module during the upsampling
phase. Feature maps from each layer are fused through the
Concat operation, culminating in the effective transfer of
feature information.

B. THE GHOSTNET BACKBONE

In YOLOvV8 models, it is common practice to incorporate
rich, and at times, redundant feature maps to ensure a com-
prehensive understanding of the input data. Inexplicably, the
issue of feature map redundancy has been somewhat ignored
or overlooked in model structure design. To overcome this
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FIGURE 1. LAYN network structure.
shortcoming, we employ cost-effective operations, known Identity |
as Cheap Operations, to generate these redundant feature ‘
maps. This strategic choice reduces the number of model’s
parameters, consequently enhancing execution speed while - @T" -
ensuring robust detection results. v—Conv—> —CDZ"‘ ~
The core idea of GhostNet [40] is to use some operations of B . : B
Cheap Operations to generate these redundant feature maps. > : d
First, given the input data X € R*"*" where c is the number Input Pk " Output

of input channels, and 4 and w are the height and width of the
input data, respectively, then the operation of generating n
feature maps for any convolutional layer can be expressed as:

Y=Xxf+b ey

where * denotes the convolution operation, b is the bias term,
Y € RF>XWxn i the output feature map of n channels,
and f € Rk ig the convolution kernel of this feature
layer. In addition 4’ and w' are the height and width of the
output data, respectively, and k x k is the kernel size of the
convolution kernel /. In this convolution process, the number
of FLOPs required amounts to n x A’ x w' x ¢ x k x k
because the number of convolution kernels # and the number
of channels ¢ are very large. Therefore, there is a module
called Ghost Module in GhostNet, which functions as an
alternative to normal convolution. It is shown in Figure 2. The
Ghost Module divides the normal convolution into two parts,
first, a normal 1 x 1 convolution, which is a small amount
of convolution. This 1 x 1 convolution works like feature
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FIGURE 2. The ghost module.

ensembling, generating feature concentration of the input
feature layer. It then performs a depth-separable convolution,
which is a layer-by-layer convolution or a Cheap Operations,
that uses the obtained feature condensation to generate the
Ghost feature map.

Secondly, we employ the Ghost Module as a replacement
for the standard convolution within the bottleneck structure,
thereby giving rise to the aptly-named Ghost Bottlenecks.
Ghost Bottlenecks comprise two distinct components: the
primary section and the residual edge segment. The compo-
nent that incorporates the Ghost Module is denoted as the
primary section. Figure3 illustrates two variations of Ghost
Bottlenecks. When there is a need to compress the width and
height of the feature layer, we set the stride (of these Ghost
Bottlenecks) to 2. In such cases, additional convolutional
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layers are introduced within the Bottlenecks. In the primary
section, we integrate a 2 x 2 depth-separable convolution with
a stride of 2 x 2 into the two Ghost Modules to compress
the feature layer’s dimensions. In the residual edge segment,
we also introduce a 2 x 2 depth-separable convolution and a
1 x 1 standard convolution.

The GhostNet architecture primarily consists of Ghost
Bottlenecks. When an image is input into GhostNet, we ini-
tially apply a 16-channel standard 1 x 1 convolution block
(Conv+BN+-activation function). Subsequently, we com-
mence the stacking of Ghost Bottlenecks, which ultimately
generates a feature layer of 7 x 7 x 160 (for input images
of size 224 x 224 x 3).To adjust the number of channels,
we employ a 1 x 1 convolution block, resulting in a 7 x
7 x 960 feature layer. Following this, global average pooling
is executed, followed by channel adjustment through a 1 x
1 convolution block, resulting ina 1 x 1 x 1280 feature layer.
Lastly, tiling is employed for full concatenation, facilitating
the classification process.

To explain further, the reasons why GhostNet can reduce
the algorithm’s parameter count primarily mainly encompass
the following aspects:

1) THE GHOST MODULE

GhostNet introduces the Ghost Module, which is a novel
module design that achieves parameter sharing by splitting a
convolutional layer into two parts. These two parts are called
the ““main branch™ and the “ghost branch.” The weights of
the main branch are used to compute the output, while the
ghost branch weights are a subset of the main branch and
are used to generate the main branch weights. This design
significantly reduces the number of parameters since the
ghost branch has far fewer parameters than the main branch.

2) DEPTHWISE SEPARABLE CONVOLUTION

GhostNet employs Depthwise Separable Convolution, which
is a lightweight convolutional operation. Depthwise Separa-
ble Convolution breaks down the standard convolution into
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depth-wise convolution and point-wise convolution, reducing
the number of parameters. GhostNet uses Depthwise Separa-
ble Convolution in the Ghost Module to reduce the model’s
complexity.

3) SHUFFLENET-INSPIRED APPROACH

GhostNet borrows the idea from ShuffleNet and uses channel
shuffling to further reduce computational complexity. Chan-
nel shuffling divides input channels into multiple groups,
performs convolution operations within each group, and then
combines the results. This helps to reduce the computational
cost.

4) WIDTH MULTIPLIER

GhostNet allows the use of a width multiplier to control
the network’s width, making it easy to reduce the number
of parameters. By reducing the number of channels in each
layer, the model’s parameter count can be significantly
reduced.

To restate, GhostNet effectively trims the model’s param-
eter count through techniques like the Ghost Module,
Depthwise Separable Convolution, channel shuffling, and the
incorporation of a width multiplier to govern network width.
This amalgamation of strategies yields a lightweight neural
network architecture optimally-suited for mobile devices and
embedded systems. It is important to highlight that it attains
a formidable classification performance level, establishing
itself as a highly parameter-efficient solution.

C. MULTI-SCALE ATTENTION MODULE

1) SPATIAL ATTENTION

The spatial attention mechanism enables a convolutional
neural network to effectively discern and learn the areas
requiring attention. This process maps the spatial information
from the original image to an alternative space, thereby
preserving crucial image features. Refer to Figure4 for an
illustration of its structure.

The MaxPooling operation assigns higher weights to local
features like prominent edge contours in an adaptive manner,
whereas the AvgPooling operation gives priority to global
features within salient regions. By combining MaxPooling
and AvgPooling, the network can adaptively capture both
discriminative global and local features.

2) CHANNEL ATTENTION
The channel attention mechanism [48]assesses the signifi-
cance of each channel’s feature map by assigning a weight
to the feature maps of the n channels. A higher weight
signifies that the channel’s feature map contains more critical
features, which warrants heightened attention. For a visual
representation, please refer to Figure5.

Utilizing two fully connected layers to construct a bottle-
neck architecture within Channel Attention (CA) offers two
significant advantages. First, it enhances CA’s capacity for
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robust nonlinear learning. Second, it substantially diminishes
the parameter count, yielding a more efficient model.

3) MULTI-SCALE ATTENTION

Assuming that the input to the multi-scale attention (MA)
mechanism is the feature map tensor T € RV the
feature map tensor T is first input to the spatial attention (SA)
module for computation to add spatial attention to obtain the
feature map tensor S € RW*hx¢. Then % 1 x 1 convolution
kernels are used to convolve the feature map tensor S to
obtain the feature map tensor D € R"*"<3  which realizes
the dimensionality reduction of the feature map tensor Sand
reduces the computation of the subsequent operations; Then
the multi-scale feature extraction is performed on the feature
map tensor D using four branches to obtain the multi-scale
feature map tensor P € R¥*hx§ p, € RW*hx5 p; ¢
R¥*h%$ and Py € RWxhx 7, and the Concat operation is used
to perform feature fusion on the feature map tensor Py, Py,
P53 and P4 for feature fusion to obtain the feature map tensor
Q € R¥**¢; then the feature map tensor Q is input to the CA
module for calculation to add channel attention to obtain the
feature map tensor C € RWxhxc, Finally, the Add operation is
used to fuse the features of the feature map tensor S and C to
obtain the feature map tensor H € R">*/¥) as the output of
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the multiscale attention mechanism. The structure is shown
in Figure6.

The multiscale attention mechanism employs four
branches to conduct multiscale feature extraction from the
input feature maps. It utilizes two sequential convolution
operations with kernels of dimensions 1 x 3 and 3 x 1,
as well as two sequential convolution operations with kernels
of dimensions 1 x 5 and 5 x 1. This incorporation of cascaded
asymmetric convolution operations effectively reduces the
network’s parameter count while also introducing additional
nonlinear activation layers, thereby enhancing its nonlinear
learning capability. Furthermore, it facilitates the capture of
discriminative features associated with small targets within
the feature map tensor, considering both spatial and channel
dimensions. This diminishes potential distortion resulting
from the impact of extraneous, non-essential information
within the image, ultimately fortifying the network model’s
capacity in learning from small target features.

4) SOFT-NMS

During target detection, multiple bounding boxes with high
confidence typically surround the actual target. To address
this, the NMS (Non-Maximum Suppression) method is
commonly employed to eliminate redundant bounding boxes,
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ensuring that only one bounding box per object is retained.
The NMS algorithm proceeds as following steps: 1. Catego-
rize all the boxes to remove background classes. 2. For each
target class of bounding boxes, sort them in descending order
of classification confidence. 3. Within a given class, select
the bounding box with the highest confidence and retain it.
4. Compute the Intersection-over-Union (IOU) between the
bounding box with the highest confidence and the remaining
boxes individually. Remove any remaining boxes with an
IOU value exceeding the threshold. 5. Iterate steps 3 and
4 until the processing for a target class is completed. 6. Repeat
steps 2 to 5 until NMS processing for all target classes is
finished. 7. Output the final selected bounding boxes.

The mathematical expression governing the suppression of
confidence for other bounding boxes in favor of the current
bounding box with the highest confidence level in the NMS
algorithm is expressed as follows:

5 I S iou(M. by) < N o

0, iou(M,b;) > N;
where S; is the confidence level of detection frame b;, N; is
the preset IOU threshold, IOU is the Intersection over union,
and M is the bounding box with the highest confidence level.

In dense object placement scenarios, substantial overlap
between distinct objects, and the resulting bounding box
Intersection over Union (IOU) surpassing the threshold may
result in the removal of the bounding box with lower confi-
dence. This outcome carries the risk of failure in detecting
the relevant object, which adversely affecting comprehensive
detection performance. Although raising the IOU threshold
can mitigate the issue of missed detections, it concurrently
elevates the likelihood of redundant detections. Despite that,
adjusting the IOU threshold in isolation is insufficient to
achieve a harmonious balance between recall and accuracy.
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Although increasing the IOU threshold can mitigate the
problem of missed detections, it also increases the probability
of redundant detections, rendering it inadequate for achieving
a balanced trade-off between recall and accuracy.

To deal with this phenomenon, Soft-NMS offers a solution
to these challenges by improving upon NMS without
introducing additional complexity. At its core, this method
incorporates a decay function designed to diminish the
confidence levels of neighboring bounding boxes, while
still permitting their retention. Soft-NMS encompasses two
distinct forms of attenuation, the first of which is delineated
by the following mathematical expression:

o S, iou(M, b;) < N; 3)
" Si( —iouM, b)), iou(M, b;) > N,

where N, is the threshold value, if the IOU of bounding
box b; and M is less than this threshold value N;, then its
confidence level remains constant, and when it is greater than
N, its confidence level S; decays linearly according to the
degree of overlap. When the IOU is just greater than Ny, the
confidence S; changes abruptly, which leads to the instability
of the resultant sequence. The second form of attenuation is a
continuous decay function. It is represented in the following
mathematical expression:
iou(M ,b;)?
Si=Siem o (4)
The o parameter is used to regulate the degree of decay.
Soft-NMS multiplies the confidence degree S; by a Gaussian
weighting function related to IOU, and the decay is gentler
when the IOU value is low, and the degree of decay is greater
when the IOU is closer to 1. This continuous decay function
avoids the problem of sudden changes in the confidence
degree existing in Equation (3). It also exhibits a favorable
level of stability.
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Soft-NMS diminishes the confidence levels of bounding
boxes that intersect with the currently favored detection
frame, rather than their outright removal. This approach
partially mitigates the issue of missed detections in dense
scenarios and proves effective in discerning objects with
substantial overlap, ultimately enhancing the accuracy of
detecting small targets.

IV. EXPERIMENTAL

A. EXPERIMENTAL SETUP

1) DATASETS

We evaluated our proposed method using two datasets:
the PASCAL VOC dataset [41], consisting of PASCAL
VOC2007 and PASCAL VOC2012, which includes 20 target
classes, 16551 training images, and 4852 test images, and a
custom vehicle dataset derived from the MS COCO dataset
[42]. The constructed vehicle dataset encompasses three
primary categories: cars, buses, and trucks, comprising a
total of 16977 images. To train the vehicle detection model,
we partitioned the constructed dataset into three subsets
‘training, validation, and test, with a ratio of 8:1:1.

2) MODEL TRAINING AND EVALUATION
In this paper, the learning rate is dynamically adjusted using
the cosine annealing algorithm, and the network model’s
weights are updated and optimized through the Adam
algorithm during model training. Data augmentation methods
such as Mosaic and Mixup are employed to enhance the
dataset. The specific parameter settings are as follows: a batch
size of 16, a learning rate of 0.01, a weight decay factor of
0.0005, and a training duration of 200 epochs for the entire
dataset.

To assess the efficacy of our proposed method, we employ
a comprehensive set of metrics such as precision, recall, mAP
(Mean Average Precision), parameter count, and model size.
Precision is determined by the ratio of correctly predicted
positive samples to the total samples predicted as positive.
It is mathematically defined as follows:

. TP
Precision = —— (5)
TP + FP

Recall is the calculation of the percentage of all correctly
predicted targets. It is defined as follows:

TP
Recall = —— (6)
TP + FN

In this context, TP represents the count of correctly
predicted positive samples, FP represents the count of
samples predicted to be positive but are actually negative, and
FN represents the count of samples predicted to be negative
but are actually positive.

The formula for calculating mAP is as follows:

1
AP = / P(R)dR @)
0
AP = i1 AP; 8
m. = T ( )
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TABLE 1. Performance results of different models on VOC07+12.

No. GhostNet MA Soft-NMS mAP(%)
1 86.54
2 v 84.14
3 v v 89.69
4 v v 87.43
5 v v v 91.95

3) IMPLEMENTATION DETAILS

The hardware used for experimentation consists of an Intel(R)
Core(TM) i9-10980HK CPU, a NVIDIA GeForce RTX
3080 graphics card, and a Windows operating system. The
software environment incorporates CUDA 11.1 and cuDNN
8.0.4, with experiments conducted within the PyTorch
1.9 deep learning framework.

B. RESULTS

1) ABLATION EXPERIMENT RESULTS

Ablation experiments were conducted to examine how
alterations in network structure affect network performance.
To comprehensively evaluate performance variations, this
study employed two distinct datasets and conducted
experiments on five variants: YOLOvVS, YOLOvS8-GhostNet,
YOLOV8-GhostNet-Soft-NMS, YOLOv8-GhostNe-MA, and
LAYN. The outcomes of these ablation experiments can be
found in Tables 1 and 2.

Table 1 illustrates the validation results using the PAS-
CAL VOC dataset. Replacing the YOLOvS8 backbone with
GhostNet led to a 2.40% reduction in model accuracy.
Conversely, combining the backbone with the Soft-NMS
algorithm yielded an accuracy improvement of 0.89%. The
inclusion of the MA module alongside GhostNet resulted in a
noteworthy 3.15% enhancement in model accuracy. Notably,
the LAYN (Lightweight Multi-Scale Attention YOLOv8 Net-
work) method proposed in this paper, integrating GhostNet
and LMA modules into the YOLOv8 network, achieved a
substantial 5.41% increase in model accuracy.

Table2 displays the model validation results using the vehi-
cle dataset derived from MS COCO. Replacing YOLOV8’s
backbone with GhostNet led to a reduction in model accuracy
by 1.32%. In contrast, substituting the backbone with the
Soft-NMS algorithm improved model accuracy by 0.25%.
Introducing the MA module alongside GhostNet resulted
in a notable 1.29% boost in model accuracy. Also notably,
our proposed LAYN method, which integrates GhostNet
and LMA modules into the YOLOv8 network, achieved a
substantial 2.68% enhancement in model accuracy on the
vehicle detection dataset.

Table 3 presents the results achieved by our proposed
method on the PASCAL VOC test set. These are contrasted
with the single-category outcomes of the benchmark model.
These results unequivocally demonstrate that our method
yields higher single-class Average Precision (AP) values
across all 20 categories, signifying improved detection
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TABLE 2. Performance results of cars on MS COCO.

TABLE 4. Parameters amount and FLOPs results of different models.

No. GhostNet MA Soft-NMS mAP(%) No. GhostNet MA Soft-NMS FLOPs(G) Params
1 95.25 1 23.78 25.292M
2 v 93.93 2 v 7.85 10.478M
3 v v 96.54 3 v v 10.23 12.369M
4 v v 95.50 4 v v 8.22 11.406M
5 v v v 97.93 5 v v v 11.98 12.986M
TABLE 3. Test set single-test AP results.
ost set single-fest T resulls produced by YOLOvVS8-GhostNet, the results of YOLOvVS-
Soft-NMS, and the results generated by our method.
Category YOLOv8 LAYN Our approach demonstrates accurate object class detection,
airplane 95.42% 97.01% particularly in scenarios featuring small, blurry targets
bicycle 91.96% 96.14% or densely clustered objects with occlusions in both the
bird 92.69% 96.05% foreground and background, where other algorithms falter.
boat 76.23% 85.64% These results underscore the superior performance of our
bottle 73.03% 86.44% approach compared to YOLOVS
bus 95.90% 97.32% bp P '
car 85.53% 95.60%
cat 93.52% 96.48% 2) COMPARISON OF EXPERIMENTAL RESULTS
chair 73.45% 83.72% Performance Comparison Using Different Attention
cow 93.32% 95.79% Mechanisms
diningtable 69.13% 86.50% In order to validate the performance of the recently
dog 89.97% 93.10% introduced MA module, this research integrated various
horse 95.57% 95.04% . dul Iv the Effecti h 1A .
motorbike 92.97% 96.07% attention modules, namely the ective Channel Attention
person 91.03% 95.87% (ECA) module, the Convolutiopal Block Attention Module
pottedplant 60.02% 73.93% (CBAM) module, and the Coordinate Attention (CA) module.
sheep 94.33% 94.90% Table 5 presents a comparative analysis of network perfor-
sofa 83.25% 87.52% mance across these different attention modules. Our approach
train 95.59% 97.47% demonstrates superior performance in mAP, parameter count,
tvmonitor 87.82% 88.37%

accuracy compared to YOLOvVS. Moreover, when compared
to the YOLOV8 approach, our method displays superior capa-
bilities in multi-category target detection, thereby affirming
the applicability and suitability of our proposed approach.

Table 4 demonstrates that by substituting YOLOvVS8’s
backbone network with GhostNet, FLOPs and model param-
eters are reduced by 66.70% and 58.57%, respectively,
in contrast to YOLOVS8. On the basis of replacing the
backbone network, after adding the Soft-NMS algorithm,
FLOPs and model parameters are reduced by 65.43% and
54.90% respectively compared to YOLOv8. When GhostNet
serves as the backbone, accompanied by the MA module,
it results in a reduction of 65.43% in FLOPs and 51.10%
in model parameters in comparison to YOLOvS. Notably,
the LAYN method, introduced in this paper, by involving
the amalgamation of GhostNet and LMA modules with the
YOLOVS network, achieves a substantial decrease of 49.62%
in FLOPs and 48.66% in model parameters when compared
to YOLOVS. This underscores the capability of our proposed
method to achieve efficient lightweight deployment.

In Figure 7, we offer a performance comparison between
the methodology introduced in this paper and several
alternative algorithms across various scenarios. From left
to right, we present annotated images, the detection results
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and FLOPs (G) compared to the alternative attention modules
on both the Pascal VOC and COCO datasets.

Performance comparison with existing YOLO series
lightweight object detection algorithms

To fully evaluate the effectiveness of our approach, we per-
formed a comparative analysis with the well-established
YOLO family of lightweight object detection algorithms. The
results are shown in Table 6.

According to Table 6, although the FLOPs of YOLOv5n,
and the parameters and FLOPs of YOLOX-nano on the Pas-
calVOC dataset are smaller than those of our algorithm, they
are significantly lower in terms of accuracy when compared
to our proposed algorithm. Our algorithm outperforms in all
indexes when compared with YOLOv3-tiny, YOLOv4-tiny,
YOLOX-tiny, and YOLOv7-tiny. In comparison to YOLOv4-
tiny, which has the lowest mAP index, our algorithm achieves
a remarkable 39.45% improvement in accuracy.

Performance Comparison with Existing Mainstream
Lightweight Object Detection Algorithms

We compared LAYN with other algorithms on the
PASCAL VOC dataset, and the results are shown in Table 7.
Table 7 demonstrates that our proposed LAYN surpasses the
current SOTA algorithm by Gong et al. on all metrics, with
an increase of 1.69% in mAP, and reductions of 26.54%
and 72.13% in Params and FLOPs, respectively. For BiTNet
and MCANet, although their Params and FLOPs are slightly
smaller than LAYN, LAYN significantly outperforms BiTNet
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FIGURE 7. Multi-Scale attention module.

TABLE 5. Results of the comparison of different attention mechanisms.

Datasets Model mAP(%) Params FLOPs(G)
ECA 88.91 13.241M 12.18
CBAM 88.30 13.376M 12.14
Pascal VOC CA 89.01 13.143M 12.11
MA(Ours) 91.95 12.986M 11.98
ECA 95.01 13.157M 11.96
CBAM 96.36 13317M 11.96
coco CA 96.90 13.064M 11.94
MA(Ours) 97.93 12.916M 11.76

and MCANet in terms of accuracy, with mAP improvements
of 18.55% and 21.33%, respectively. This substantial increase
in accuracy comes with a slight increase in model size.
Compared with the other two methods, LAYN achieves
superiority in mAP, Params, and FLOPs, demonstrating that
LAYN successfully extracts features of small objects while
reducing the model size, significantly improving the accuracy
of small object recognition.

VOLUME 12, 2024

V. DISCUSSION

Tables 1, 2, and 4 present the influence of each sug-
gested enhancement method on the algorithm’s performance
across diverse datasets. Independent assessments were
conducted on YOLOvV8, YOLOv8-GhostNet, YOLOVS-
GhostNet-SoftNMS, YOLOvV8-GhostNet-MA, and LAYN.
Mean Average Precision (mAP) and other performance met-
rics reveal that enhancing the backbone network individually
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TABLE 6. Comparison results of different lightweight detection models.

Datasets Model mAP(%) Params FLOPs(G)

YOLOV3-tiny [43] 55.9 87.106M 13.0

YOLOV4-tiny [44] 525 59.180M 16.2

YOLOVS5n [45] 70.6 17.862M 42
- YOLOX-tiny [46] 79.03 50.384M 15.17
Pascal VOC YOLOX-nano [46] 73.41 9.005M 2.49
YOLOV7-tiny [47] 75.98 60.654M 133
YOLOVS 86.54 25200M 2378
Ours 91.95 12.986M 11.98

YOLOv3-tiny 90.97 86.706M 2.9

YOLOv4-tiny 89.67 58.739M 162

YOLOv5n 90.21 17.822M 42
oo YOLOX-tiny 94.54 50.344M 15.15
YOLOX-nano 93.25 8.604M 247

YOLOV7-tiny 94.86 60.614M 13.1
YOLOVS 95.25 25253M 23.54
Ours 97.93 12.916M 1174

TABLE 7. Comparison results of different mainstream detection models.

Datasets Model mAP(%) Params FLOPs(G)
BiTnet [10] 734 10.0 10.5
MCANet [13] 70.62 - 5.7
SAI-YOLO [49] 77.59 226 -
Pascal VOC Ding [14] 7473 45.14 -
Gong [15] 90.26 17.678 42,986
Ours 91.95 12.986 11.98

effectively diminishes the model’s parameter count, thereby
reducing computational expenses and enhancing processing
speed. Nevertheless, the model’s overall performance falls
short of that of the baseline model. This discrepancy arises
from the parameter reduction in the enhanced model, which
leads to inadequate feature extraction by the backbone
network, resulting in diminished model accuracy.

The incorporation of Soft-NMS serves to accentuate
target semantic information and suppress extraneous details,
consequently enhancing model accuracy with only a marginal
rise in computational overhead.

Introducing the MA module and enhancing the backbone
network leads to an enhancement in model accuracy when
compared to the sole enhancement of the backbone network
or the addition of Soft-NMS.

LAYN amalgamates the benefits of all three enhancement
methods, culminating in an overall superior performance
compared to YOLOVS.

Figure 7 illustrates a comparative analysis of detection
outcomes between LAYN and various algorithms across
diverse scenarios. It is evident that our algorithm demon-
strates enhanced detection performance in scenarios featuring
heavily occluded and densely populated small targets, outper-
forming other models. This enhancement can be attributed
to the utilization of the LMA module in our methodology.
The LMA module prioritizes information pertinent to small
target detection, suppresses extraneous details, and efficiently
lowers the confidence scores of detection boxes overlapping
with the currently top-performing detection boxes. Rather
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than completely discarding these detections, this approach
partly the occurrence of missed detections in dense scenarios,
enabling the effective identification of large overlapping
objects. Consequently, LAYN surpasses YOLOVS in terms of
detection performance.

Table 5 presents the model’s performance after the incor-
poration of various attention mechanisms. In comparison to
ECA, CBAM, and CA, the utilization of MA necessitates
fewer parameters and yields heightened network coherence,
rendering it better suited for deployment in lightweight
networks. The inclusion of MA enables the model to extract
more focused features, thereby augmenting its capacity to
detect small targets.

Table 6 demonstrates that through the enhancement of
YOLOVS8’s backbone network and the incorporation of the
LMA module, our LAYN model achieves a 48.66% reduction
in model parameters and a 49.6% decrease in FLOPs when
compared to YOLOvS8. Notably, the overall performance
of this approach surpasses that of YOLOVS. In contrast to
lightweight object detection networks such as YOLOvV7-tiny,
our proposed LAYN strikes a harmonious balance between
speed and accuracy. Importantly, it outperforms alternative
lightweight object detection algorithms in both performance
and accuracy.

Table 7 shows that we compared LAYN with the SOTA
algorithms proposed by Gong and others in the past two years
on the PASCAL VOC dataset. The results indicate that LAYN
surpasses the current optimal algorithm in all metrics, with
a 1.69% increase in mAP, and reductions of 26.54% and
72.13% in Params and FLOPs, respectively. Compared to
BiTNet and MCANet, although LAYN has a slight increase in
Params and FLOPs, its accuracy far exceeds them, with mAP
improvements of 18.55% and 21.33%, respectively. This
suggests that LAYN successfully extracts features of small
objects while reducing the model size, which significantly
improves the accuracy of small object recognition. LAYN has
achieved superior results compared to other methods in terms
of mAP, Params, and FLOPs.
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VI. CONCLUSION

In response to the demand for target detection algorithms
suitable for embedded devices, we propose a Lightweight
Multi-Scale Attention YOLOv8 small object detection
algorithm. Firstly, we replace the YOLOv8 backbone net-
work with GhostNet, reducing the parameter count and model
size without compromising accuracy. Secondly, to enhance
the network’s acquisition of crucial information for small
objects, we design a multi-scale attention module com-
posed of a multi-scale mixed attention mechanism and the
Soft-NMS method. This module effectively extracts finer-
grained multi-scale spatial information, selectively choosing
information crucial for small object detection, suppressing
non-key information, and efficiently reducing false positives
in detection results through the Soft-NMS method, thereby
improving accuracy. Finally, in addition to using the PASCAL
VOC dataset, a vehicle dataset compiled from the MS
COCO dataset is also utilized to evaluate the proposed
method. Experimental results demonstrate that compared
to traditional YOLOVS, our proposed algorithm reduces
FLOPs by 49.62%, decreases model parameters count by
48.66%, and increases mAP by 5.41% on the PASCAL
VOC dataset, showcasing superior performance on common
object detection datasets. On the vehicle dataset compiled
from the MS COCO dataset, the mAP increases by 6.96%,
confirming the effectiveness and strong generalization ability
of the LAYN algorithm. Our proposed algorithm not only
achieves lightweight deployment but also enhances detection
accuracy, demonstrating its effectiveness in small object
detection. Furthermore, compared with other lightweight
algorithms, our proposed algorithm strikes a good balance
between detection accuracy and lightweight deployment,
showing excellent versatility. In contrast to existing models,
the method proposed in this paper has lower computational
costs, better detection accuracy, reduces the demand for
computing power in embedded devices, and can be easily
deployed on embedded devices with limited computational
resources. Moving forward, our research will focus on further
advancements in the following key aspects:

1. Explore self-supervised learning methods by designing
appropriate self-supervised tasks, that allow the model to
automatically learn useful features and thereby enhance the
performance of small object detection.

2. Investigate incremental learning methods to enable the
model to effectively learn from new data without having to
retrain the entire model.

3. Conduct model quantization by converting model
parameters into low-precision representations to reduce the
model’s size and computational complexity. Additionally,
consider model pruning techniques to remove redundant and
unnecessary network connections to improve the speed and
efficiency of lightweight models.
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