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ABSTRACT In complex traffic environment, it is still a great challenge for Autonomous Vehicles (AVs) to
understand the surrounding drivers’ Lane-ChangingDecision (LCD) intention accurately. The LCD intention
is affected by Driver’s Psychology (DP) and Driving Style (DS). But few LCD studies considered DP and
DS simultaneously. We previously proposed a LCD model, by combing DP and DS, termed as DP&DS-
LCD model. Nevertheless, there are some factors not fully considered in this model, including the driver’s
Visual Attention (VA) in DP quantification and the influence of driving state on DS. Therefore, an enhanced
LCD Model is developed, by integrating the DP under VA (DPVA) and DS Layering (DSL), named as
DPVA&DSL-LCD model. In the model, a psychological field model coupling driver’s VA mechanism
is established to represent the surrounding vehicles’ influence on the driver. Then, a DSL framework is
proposed by adding the influence of driving state on DS. The Gaussian Mixture Model (GMM) clustering
and Support Vector Machine (SVM) classifier are respectively adopted in training and recognition phases
to identify the current driving style. Finally, integrating the DPVA and DSL, the Light Gradient Boosting
Machine (LightGBM) algorithm is used to train the LCDmodel. In experiments, the open I-80 database from
Next Generation Simulation (NGSIM) is adopted to train the DPVA&DSL-LCD. And compared with other
three LCD models, the prediction performance of DPVA&DSL-LCD model achieved the best. Therefore,
the DPVA&DSL-LCD model is effective and could provide support for the decision-making of AVs by
predicting surrounding vehicles’ LCD intention.

INDEX TERMS Autonomous vehicles, driver’s psychology, driving state, driving style, lane change decision
intention, visual attention mechanism.

I. INTRODUCTION
With the development and gradual application of intelligent
driving technology, in the future, the Automatic Vehicles
(AVs) and artificial vehicles will drive together. Due to the
AVs could not understand the driving intention of surround-
ing artificial vehicles accurately, so that the AVs may make
irrational behavior decisions. This may produce negative
impact on the traffic operation safety. In order to solve this
problem, it is necessary to predict the driving intention of the
surrounding vehicles effectively, so as to optimize the control
strategy of A.Vs.

Lane-Changing (LC) is a relatively high risky behavior
in daily driving. Generally speaking, LC process includes

The associate editor coordinating the review of this manuscript and
approving it for publication was Christian Esposito.

LC Decision (LCD) and LC implementation stage. And this
paper mainly studies the LCD process. According to the LC
purpose, LCD behavior could be divided into Discretionary
LCD (DLCD) and Mandatory LCD (MLCD) behavior. And
the DLCD is addressed in this paper. During the LCD pro-
cess, surrounding traffic environment stimulates the driver,
which will lead to the change of Driver’s Psychology (DP).
Drivers may make discrepant LCD strategies under different
psychological states. Meanwhile, the Driving Style (DS) will
affect driver’s LCD strategy. Therefore, in order to describe
driver’s LCD behavior, it is necessary to consider both the
DP and DS. Driving style refers to the driver’s personal
driving ways with specific driving behavior characteristics
displayed in different driving environments [45]. Driver’s
psychology usually refers to the psychological state and char-
acteristics that affect the driver’s cognition, emotion, and
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behavior during driving. This includes, but is not limited to,
aspects such as the driver’s attention sharing, risk perception,
decision-making, stress management, and emotional control.
This article focuses more on the driver’s visual attention and
decision-making level.

Driving style and driving psychology are two different
concepts, and we consider them to be important factors in
the process of lane changing decision, and together with the
current traffic conditions, road conditions, the performance of
the vehicle itself, environmental factors, etc., determine the
lane changing decision (LCD)

The driving style is a summary of the driving modes
based on the driver’s historical driving behavior habits and
the characteristics of the vehicle’s spatio-temporal trajectory.
However, driving psychology is based on the psychological
change characteristics of drivers in different specific traf-
fic scenarios extracted from traffic psychology and other
disciplines, which is a statistical feature of psychological
activities generated by the audio-visual feedback mechanism
of ordinary drivers. Specifically, the psychological changes of
drivers lead to changes in driving styles. There are differences
in the focus and distribution of attention of drivers with
different driving styles to the surrounding vehicles, and there
are also differences in the choice of driving strategies for
similar traffic scenarios under the influence of this.

In the process of driving, the driver will be affected by
many factors, such as: road traffic conditions, surrounding
vehicles, the overall state of the driver, etc. These influencing
factors may affect the driver’s psychology, and under the
influence of the driver’s psychology, there may be a tempo-
rary change in the driver’s behavioral characteristics, that is,
the driver’s driving style changes. As a result, the driver’s
style has a short-term time-varying characteristic. In addition
to driving style, traffic contextual information can also impact
driver’s LC intent. For example, drivers’ glance durations can
increase by 0.25 s on average (a 20% increase) in the driving
situation with an overtaking vehicle engaged, compared to
that with no traffic [47].
Yifan Zhang et al. integrates the relevant human factors

to design a new DLC decision-making model, which takes
driving styles of surrounding vehicles into consideration
and makes lane-change/keep decisions. However, it doesn’t
take driver’s real-time visual attention characteristics into
account, also doesn’t classify and quantify the psychological
characteristics of drivers. Yunchao Zhang et al. proposes a
personalized risk lane-changing prediction framework that
considers driving style and develops a dynamic clustering
method to determine the best identification time window and
methods of driving style. The time-window labeling (TWL)
method provides a way to label data, however, it does not
consider the discrepancy among drivers that would impact
the labeling results due to the diversity of driving styles. Then,
Li [14] proposed a gaze-based labelingmethod bymonitoring
a driver’s gaze behavior, instead of using a time-window
labeling method. They also propose a lane-change Bayesian

network incorporated with a Gaussian mixture model to esti-
mate a driver’s lane-changing intent considering a driver’s
driving style over varying scenarios. However, it ignores the
change of driver’s real-time psychology.

So far, many LCD models have been proposed, such as
rule-based [1], [2], [3], fuzzy logic-based [4], [5], [6], and
data-driven LCD models [7], [8], [9], [10]. However, most
researches concentrated on the objective LC conditions, and
lacked of the consideration of human factors. To solve the
above problems, our research group previously proposed a
novel human-like LCDmodel by couplingDP andDS, named
as DP&DS-LCDmodel [11]. The driver’s psychological field
theory is used to represent the psychological effect of sur-
rounding vehicles on the driver. And the vehicle trajectory
data are used to divide the driving styles. The DP&DS-LCD
model can extract the driver’s mental state and driving style
while performing LCD, and provide support for AVs’ LCD
behavior.

In [46], for example, researchers utilized driver’s eye gaze
signal as the indicator to predict driver’s LC intent. They
segmented and labeled viewing zones into several areas,
called area of interests (AOI), by tags of windscreen, left-side
window, left view mirror, speedometer, and rear view mirror,
etc. The labeled time-series AOI data were then collected
using eye-tracking devices and fed into the intent estimation
model.

However, the DP&DS-LCD model may exist some ideal-
ized factors in modeling the DP and DS. Firstly, DP&DS-
LCD model assumed that the driver could observe all the
contours of surrounding vehicles when quantifying the DP
effect of surrounding vehicles on the driver. Nevertheless,
driver’s visual attention range is narrower with the speed
increasing. Meanwhile, driver’s attention distribution coef-
ficient to surrounding vehicles are different while changing
lanes. Secondly, the driving style is not invariable and
affected by driver’s current state [12], [13]. Therefore,
we proposed an improved DP (driver’s psychology) quantifi-
cation method, which is based on driver’s real-time visual
attention characteristics. Also we established a real-time
DSL (driving style layering) recognition model, which con-
siders DP (driver’s psychology) and DS (driving style)
simultaneously.

In order to solve the above problems, a more authen-
tic human-like LCD model is proposed in this paper. The
improved model integrates the DP under Visual Attention
(DPVA) and DS Layering (DSL), named as DPVA&DSL-
LCD. Firstly, based on the real-time VA mechanism,
an enhanced DP model is developed, which considers the
driver’s effective visual attention range and visual attention
difference. Secondly, for distinguishing the driving styles
under different driving states effectively, a real-time DSL
recognition framework is designed. The framework includes
the offline training and online recognition stage. And each
stage includes the driving state and driving style training and
recognition layer.
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Additionally, the Vehicle-to-Vehicle (V2V) communica-
tion technology makes it possible to obtain the vehicles’
trajectories in real time. As shown in Fig. 1, in V2V envi-
ronment, it is available to obtain the trajectory data of
surrounding vehicles in real time. Then, the LCD model is
utilized to judge whether the surrounding vehicles are going
to perform LC. If the surrounding vehicles have the LCD
intention, it is necessary to provide alarm for AVs.

The rest of the paper is arranged as follows: section II
reviews the related works about LCD models; section III
gives the details of DPVA&DSL-LCDmodel, which includes
the improved quantified expression of the DP pressure with
psychological field model, DSL recognition framework, and
LCD prediction; section IV discusses and analyzes the exper-
imental results; section V is the summary of the article and
discussion.

The main contributions of this research are as follows:
1) An improved DP quantification method is pro-

posed, which is based on driver’s real-time visual attention
characteristics.

2) A real-time DSL recognition model is established. This
framework considers the influence of driving state on driving
style.

FIGURE 1. Framework of LC alarm system for AVs.

II. RELATED WORKS
So far, many LCDmodels have been developed. And the cur-
rent LCD researches could be divided into three categories:
rules-based, fuzzy logical, and data-driven model.

The rule-based LCD model established a set of LC rules
to predict vehicle’s LCD behavior. Gipps [1] firstly put
forward a rule-based model which considered six factors:
safe distance, the location of permanent obstructions, the
presence of transit lanes, the intended turning movement of
the driver, the presence of heavy vehicles, and the speed of
the vehicle. Kind and Kesting [2] considered the lane utility
and LC risk, and developed a general LCD model MOBIL
(Minimizing Overall Braking Induced by Lane Changes).

Wang et al.412 [3] based on the safety of AVs, developed a
set of LC rules. And the reinforcement learning method is
utilized in model training.

However, deterministic LC rules may ignore the uncer-
tainty of driver perception. In order to solve this problem,
the LCD models based on fuzzy logic were presented. The
fuzzy logic model could deal with the uncertain relation in
driving decision better, which consists of several if-then rules.
For example, Das and Bowles [4] proposed a gap acceptance
model based on the fuzzy logic, which mainly considered
the speed and distance of LV and FV in the target lane,
and the target vehicle’s speed. Balal et al. [5] fuzzed the
LC gap, and mainly considered the gap between the host
vehicle and the LV (FV) in target lane, and the LV in present
lane.

With the emergence of big data and intelligent algorithms,
it provides the possibility for data-driven LCDmodels. There
is no specific formula for the data-driven LCD model, which
learns the characteristics through a large amount of LCD sam-
ples. Yuan et al. [8] selected the distance between the vehicle
and the lane line, the longitudinal velocity, and lateral velocity
of the vehicle as the input of LCDmodel. And in training and
test phase, the Hidden Markov Model (HMM) is adopted.
Zhang et al. [9] considered the location of six surrounding
vehicles and the target vehicle while modeling LCD. And in
training phase, they proposed a Hybrid Retraining Constraint
(HRC) training to optimize the Long Short Term Memory
(LSTM) algorithm. Xie et al. [10] selected the speed and
location information of the target vehicle and surrounding
three vehicles (LV and FV in target lane, and LV in current
lane) as model input. Then, the Depth Belief Network (DBN)
is adopted to train the LCD model. Wei et al. [36] proposed
a prediction model based on the attention-assisted decoding
decoder structure and deep neural network (DNN) to provide
fine-grained predictions for the lane changing trajectories of
intelligent connected cars and autonomous vehicles.

Although the above LCD models are based on different
modeling methods, they are similar in quantifying the impact
of the surrounding traffic conditions on the driver. The current
LCD models mostly selected the objective traffic environ-
ment at the LCD time-point as the model input, which is
a transient response model. However, the LCD process is a
continuous decision process. The external traffic environment
stimulates the driver, which will lead to the change of driver’s
mental state.

Meanwhile, different drivers may make disparate LCD
strategies under the similar psychological states. And some
studies have taken the driving style into the LCD model.
Li et al. [14] used questionnaire survey to get the driver’s
driving style, and then added the driving style into LC inten-
tion model. The results showed that the prediction accuracy
improved significantly after adding driving style. However,
this is different from our work. Because our method does
not need manually define the driving style, and all driver
styles are learned from trajectory data. Ren et al. [15] took the
velocity and acceleration of the target vehicle, the distance
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between the target vehicle and LV, and LV’s velocity as
feature vectors. Then K-means algorithm is used to divide
driving styles into three categories. In LC prediction, the Arti-
ficial Neural Network (ANN) is adopted. Xinpeng et al. [38]
and others improved the DDPG algorithm and designed
a smart car driving decision-making system to learn dif-
ferent styles of personalized driving strategies and form
an improved personalized driving decision-making learning
algorithm. Woo et al. [16] described the driving style based
on the vehicles’ car-following (CF) behavior. Then, the gap
acceptance model is used to predict the LC behavior. Huan-
Huan et al. [39] proposed a multi-attribute lane-changing
decision model using the entropy weight method that intro-
duced driving style, and analyzed the impact of driving style
on the probability of lane-changing motivation and the prob-
ability of lane-changing success.

Additionally, there are many driving style classification
methods. It could be roughly divided into two categories, the
questionnaire survey based on the multi-dimensional driving
style scale [17], [18] and the objective classification method
based on vehicle trajectory data [19], [20], [21], [22], [23].
For example, Deng et al. [22] selected speed, acceleration,
overspeed times, steering wheel angle and other vehicle
performance indicators as the initial evaluation indexes of
driving style. Then, the Principal Component Analysis (PCA)
and K-means are adopted to divided the drivers into three
categories. Wang et al. [23] chose speed, lateral acceleration,
relative speed and following distance as the evaluation crite-
ria of driving style. Then, they proposed a relative entropy
method based on grid to quantify the similarity between
extracted features, so as to classify drivers. Li and Liu [37]
used a deep reinforcement learning (RL) approach is applied
to design human-like agents for automated lane change deci-
sion considering the personalized preferences of different
drivers.

The above two methods considered that, once the driver’s
style is obtained, it will not change. However, in driving
process, the drivers will be influenced by many factors, such
as road traffic condition, surrounding vehicles, driver’s state,
and etc. Under the effect of these comprehensive factors,
driver’s behavior characteristics may appear short change.
In other words, the driving style presented by the driver
changes. Therefore, driver’s style exists the characteristics of
short-term time variation. In order to obtain the driving style
characteristics under different traffic scenarios, compared
with the historical trajectory data, the real-time trajectory
data could reflect the driver’s present style more accurately.
Additionally, because the driver’s style is affected by the
current state, it is necessary to classify the driving style on
the basis of driving state recognition.

To solve the above problems, based on the previously
developed DP&DS-LCD model, an enhanced LCD model is
developed. The improved LCDmodel considers the DP under
VA mechanism and the DSL, named as DPVA&DSL-LCD
model. And the detailed modeling process is shown in the
section III.

III. DPVA AND DSL-LCD MODEL
The DPVA&DSL-LCD model mainly contains three parts,
as shown in Fig. 2. Firstly, based on the visual attention
mechanism, an enhanced psychological field model is used
to quantify the DP. It includes the definition of the driver’s
psychological field, the effect area of psychological field, and
the DP calculation method under visual attention character-
istic. Then, in order to get the driver’s current driving style,
a DSL system is proposed. The DSL definition framework
considers the influence of driving state on the driving style.
It includes the offline training module and the online inter-
ference module. Each module consists of two sub-modules,
they are driving state and driving style module. Finally, the
DPVA and the DS are used for LCD prediction. And the
Light Gradient Boosting Machine (LightGBM) algorithm is
adopted to train the model.

FIGURE 2. Framework of DPVA&DSL-LCD model.

A. DP QUANTITATIVE METHOD BASED ON VISUAL
ATTENTION MECHANISM IN DPVA&DSL-LCD MODEL
The external traffic environment will stimulate the driver’s
senses, which will lead to the change of the driver’s psy-
chological state and affect the LCD behavior. Therefore,
in order to accurately predict driver’s LCD behaviors under
different external traffic situations, it is necessary to quantify
the psychological pressure of surrounding traffic environment
on the driver.

In this paper, driver’s psychological field theory and the
visual attention mechanism are adopted to quantify the
driver’s mental state. The driver’s psychological field model
used the ‘‘field theory’’, and abstracted the surrounding traffic
circumstances on the driver’s psychological stimulation to a
mental field. The psychological field source is the driver, and
the effect area of the psychological field is determined by
the driver’s attention to the surrounding traffic environment
and the visual attention range. By calculating the sum of
the psychological pressure in the effect area of psychological
field, the total mental field intensity could be obtained.

1) DRIVER’S PSYCHOLOGICAL FIELD MODEL
The driver’s psychological field model [24] proposed by our
research group is used to quantify the driver’s psychological
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states. In the model, the surrounding traffic environment
on the driver’s psychological effects is abstracted to a
field model. By taking the expanded time distance as the
basis of the strength and weakness distribution of the field
strength, the driver’s mental field distribution is mathemati-
cally described.

The basic field strength represents the psychological pres-
sure of a certain point surrounding the driver, and it is closely
related to the time distance from this point to the target
vehicle. The smaller the time distance between the point
and the target vehicle, the greater the psychological pressure
(field strength) generated by the driver. Therefore, there is
the negative correlation between the two variables. The basic
field strength can be expressed as:

ebi =
vi + vε
d0

(1)

Here, vi is the speed of target vehicle, vε is the speed
correction. d0 is the projected distance between the point and
the target vehicle in the moving direction of the target vehicle.

The construction of the equipotential line mainly refers to
the previous research [24]. Since the field strength of any
position on the equipotential line is the same, the equivalent
distance of the point in the moving direction of the target
vehicle can be calculated, as (2) shown.

d0 =
d(x,y)

1 − (1 − α) |sin θ |
(2)

Here, d(x,y) is the distance between any point and the
origin (the driver’s position). α is the ratio of the distance
between the point where the equipotential line intersects the
vehicle’s moving direction and the origin, and the distance
between the point where the equipotential line intersects the
direction perpendicular to the vehicle’s moving direction and
the origin. θ is the angle between the line which is from any
point on the equipotential line to the origin and the vehicle’s
running direction.

Based on (1) and (2), the basic field strength of any point
in the driver’s psychological field, as (3) shown.

ebi =
vi + vε
d(x,y)

[1 − (1 − α) |sin θ |] (3)

2) THE CALCULATED METHOD FOR THE PSYCHOLOGICAL
EFFECT OF THE VEHICLES IN THE PSYCHOLOGICAL FIELD
ON THE DRIVER
While performing LC, the safe LC gap is needed to find on
the current and target lane. Therefore, the driver’s attention is
on the vehicles in the current lane and target lane, as shown
in Fig. 3 (take the left LC as an example). The closer the sur-
rounding vehicles are to the driver, the greater psychological
influence on the driver, that is, the greater the field strength.
The field strength displays the tendency of centering on the
driver and gradually weakening around.

However, the driver’s attentions on surrounding vehicles
(vehiclen+1, n+2, n−2 in Fig. 3) are discrepant. Generally
speaking, the driver paysmore attention to the target lane than

FIGURE 3. Illustration of driver’s psychological field. Here ‘‘n’’ denotes
the host vehicle. ‘‘n+1’’ denotes the LV on the present lane. ‘‘n-2’’ and
‘‘n+2’’ respectively denote the LV and FV on the left lane. ‘‘n+3’’ denotes
the LV on the right lane.

the current lane when changing lanes. And for the target lane,
the focus on the FV (vehiclen − 2) exceeds that on the LV
(vehiclen+2). The unbalanced attention distribution to lanes
determines the unbalanced distribution of field strength.

Taking surrounding vehicle j as an example, the psycho-
logical pressure caused by the car to the driver could be
calculated. As demonstrated in Fig. 4, suppose that the uni-
lateral visual attention angle of driver i at time t is ϕt (the
blue shaded area in Fig. 4). In general, if the vehicle’s speed
is low, the driver’s visual attention field will be large, and the
complete contour of surrounding vehicle j could be observed,
they areQ1Q2 andQ2Q3. And let the driver’s visual attention
angle be ϕtideal in ideal conditions.

FIGURE 4. Driver’s effective visual attention range for surrounding
vehicle j based on the visual attention mechanism.

Nevertheless, when the vehicle is running at a high speed,
the visual attention range will decrease rapidly [25]. The
driver may only see partial outline of vehicle j. Suppose
that the intersection point between the edge line of visual
attention field and vehicle j is Q4. That is, the driver’s actual
perceived contour for vehicle j are Q4Q2 and Q2Q3, which
are actually the visual projection line R1R2 in driver’s eyes.
Let ϕt

eff
represents the effective visual perception angle for

vehicle j (the red shaded area in Fig. 4).
The calculation method of ϕt

eff
is as follows:

ϕteff =


0, if ϕt ≤ hOQ3

ϕt − hOQ3 , if hOQ3 < ϕt < hOQ1

ϕtideal, if ϕt ≥ hOQ1

(4)
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where, hOQ3 is the angle between line OQ3 and the driving
direction of the target vehicle i. And hOQ1 is the angle between
line OQ1 and the driving direction of the target vehicle i. The
ϕtideal satisfies ϕtideal = ̸ Q1OQ3.
Set the coordinates of R1 and R2 are (x1, y1) and (x2, y2),

then the equation of the line R1R2 is: x = λ

y =
y2 − y1
x2 − x1

λ +
y1x2 − y2x1
x2 − x1

(5)

Each point on the line R1R2 has a basic field, so the first curve
integral is adopted to calculate the field intensity. Then, the
mental field strength of vehicle j on the driver at time t is
calculated as:

etij =

∫
R1R2

ebi(x, y)ds

=

∫ x2

x1
ebi

(
λ,
y2−y1
x2−x1

(λ−x1)+y1

) √
1+

(
y2−y1
x2−x1

)2

dλ

(6)

Let y2−y1x2−x1
= h, y1x2−y2x1x2−x1

= b, combining with (3), the (6) can

be simplified as:

etij = (vi + vε)
√
h2 + 1


∫ x2
x1

1√
λ2+(hλ+b)2

dλ

− (1 − α)
∫ x2
x1

|hλ+b|
λ2+(hλ+b)2

dλ


(7)

here, when R1R2 is above the X − axis, |hλ + b| = hλ + b;
when R1R2 is below the X − axis, |hλ + b| = −hλ −

b |hλ + b| = −hλ − b. Particularly, if R1R2 intersects to
the X − axis, the intersection point will be set as R3(x3, y3),
then etij is:

etij = (vi + vε)
√
h2 + 1

×


∫ x3
x1

1√
λ2+(hλ+b)2

dλ +
∫ x2
x3

1√
λ2+(hλ+b)2

dλ

− (1 − α)
∫ x3
x1

hλ+b
λ2+(hλ+b)2

dλ

+ (1 − α)
∫ x2
x3

hλ+b
λ2+(hλ+b)2

dλ

 (8)

Attention, the (7) and (8) are valid on the premise of x1 <

x2. For other cases, it could be derived easily.
Asmentioned before, there are differences in driver’s atten-

tions to vehicles in the scope of psychological field. The
driver’s attention distribution coefficient to the surrounding
vehicle j is assumed to be ωt

ij. In conclusion, the driver’s total
field intensity eti can be expressed as:

eti =

∑
j∈eS ti

ωt
ij × etij (9)

Here, eS ti is the effect scope of psychological field of
driver i at time t .

B. DSL MODEL
Marina Martinez et al. [12] pointed out that driving style
is influenced by external environment (such as traffic con-
ditions, weather, road type, and etc.) and internal human
factors (such as age, gender, driving state, and etc.). And
Eboli et al. [13] proved the influence of driving state on
driving style through experiments. This paper mainly focuses
on the influence of the driver’s state on the driving style.
And in order to accurately obtain the driving style, it is
necessary to divide the driving style under the same driving
state. The following consists of two parts: the feature vector
construction of driving state and driving style, and the overall
classification framework. Ying-Shi et al. [40] and others built
a multi-modal automatic driving behavior prediction model
based on the attention mechanism to accurately predict the
steering wheel angle and vehicle speed, thereby predicting
the driver’s next driving behavior.

1) FEATURE VECTOR CONSTRUCTION OF DRIVING STATE
AND DRIVING STYLE
a: DRIVING STATE
The driving state could be reflected by the vehicle’s driv-
ing conditions and the driver’s response characteristic to
surrounding stimulation. The speed, acceleration, following
distance, and Reaction Time (RT) are selected to describe the
driving state, that are:

f1 = {v, a, gap,RT } (10)

where, v and a are the vehicle’s speed and acceleration. gap is
the distance between the target vehicle and the LV in current
lane.

RT is the time interval between the driver’s awareness of
the motion state change with the LV, and the specific actions
(acceleration or deceleration). Olson and Dewar [26] pointed
out that RTwas composed of four parts: detection, estimation,
decision making and movement.

As for the remarking methods of RT, the graphical method
is adopted. This method considers that the stimulation source
is the speed or distance difference between the FV and LV,
and the final effect of stimulation is the change of FV’s speed
or acceleration [27], [28]. And RT is the peak time-point
difference between the relative velocity curve of LV and FV,
and FV’s acceleration curve.

The concentration degree of driving state is reflected in
the vehicle’s driving stability. Previous studies have pointed
out that when driver is in distracted state, the speed will
decrease, the following distance will increase, and the speed
and following distance presented great fluctuation [29]. For
speed and acceleration, the Coefficient of Variation (CV) is
selected to measure the driving stability. Generally speaking,
the smaller the CV of speed and acceleration are, the more
concentrated the driver is. As for the following distance and
RT, the average value is adopted. The more concentrated the

driver is, the shorter RT to the surrounding vehicles is, and
the smaller the following distance is [30].
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Additionally, although the driver’s driving state is influ-
enced by surrounding environment, it is still stable in a certain
time period. This paper assumes that the driver’s state remains
stable within the time length of T1, and the value of T1
is recommended from 3s to 5s. The final feature vector of
driving state is showed in Table 1.

TABLE 1. The feature vector of driving state.

b: DRIVING STYLE
The focus of this paper is the driving style while changing
lanes.When the driver wants to execute LC, the driver usually
needs to consider the safe LC factors between target vehicle
and the LV on the current lane and the LV and FV on the target
lane. The more aggressive the driver is, the more likely he/she
is to change lanes with risk.

For the target vehicle and the LV on the current lane, there
is rear-end risk. Therefore, the safe Time HeadWay (THW)
is adopted to quantify this risk. And there is lateral collisions
risk between the host vehicle and the LV (FV) in target lane.
In previous studies, Time to Collision (TTC) was used to
quantify this risk. TTC is the time required to crash for the
two vehicles if they are running at the current speed on the
road.

However, TTC has certain limitations. It only considers the
relative speed of the two vehicles, but ignores the vehicles’
acceleration. However, it is difficult for vehicles to main-
tain uniform motion. Therefore, Ozbay et al. [31] proposed
a Modified TTC (MTTC) model which considers both the
relative velocity and the relative acceleration, as (11) and (12)
shown.

Case 1: if 1a ̸= 0

MTTC =


t1, if (t1 < t2, t1 > 0 and t2 > 0) OR

if (t1 > 0 and t2 ≤ 0)
t2, if (t1 ≥ t2, t1 > 0 and t2 > 0) OR

if (t1 ≤ 0 and t2 > 0)

(11)

where,

t1 =
−1v−

√
1v2 + 21a× d
1a

t2 =
−1v+

√
1v2 + 21a× d
1a

Case 2: if 1a = 0 and 1v > 0

MTTC = TTC =
d
1v

(12)

In (11) and (12), 1v and 1a are the relative speed and
relative acceleration between vehicle n and vehicle n + 2
(n− 2). d is the distance between vehicle n and vehicle n+ 2
(n− 2).
The final driving style evaluation index is:

f2 =
{
THW ,MTTCn,n+2,MTTCn,n−2

}
(13)

where, THW is the time headway between the host vehicle
and the LV in the current lane, which satisfies THW =

dn,n+1/v, dn,n+1 is the distance between vehicle n and vehi-
cle n + 1. v is the speed of target vehicle. MTTCn,n+2
(MTTCn,n−2) is the improved TTC between the target vehicle
n and the LV n+ 2 (FV n− 2) on the target lane.

The following is the feature vector of driving style. And
the focus of the study is the LC style. Let the tLCI and tLCD
respectively represent the time of LC Intention (LCI) and
LCD. The trajectory data from tLCI to tLCD are extracted as
initial input. In the construction of driving style feature vector,
the mean value of the evaluation index in LCD stage is mainly
selected, as shown in (14).

f3 =
{
THW ,MTTCn,n+2,MTTCn,n−2

}tLCI :tLCD
mean (14)

2) REAL-TIME DSL FRAMEWORK
Furthermore, based on the feature vector construction of
driving state and driving style, a real-time and layered driving
style classification framework is proposed, mainly including
the offline training module and online inference module,
as shown in Fig. 5. And each module includes driving state
layer and driving style layer. In Fig. 5, the cluster number of
driving state is set as K , where K = 1, 2, . . . k, . . .. And the
Gk is the cluster number of driving style under k-th driving
state.

Firstly, based on the V2V environment, the historical tra-
jectory data of vehicles could be acquired and utilized in the
offline training module. And the real-time upload trajectory
data make it possible to identify the driving style online.

Offline training module is composed of driving state and
driving style sub-modules. Driving state training module
mainly uses historical trajectory data to extract the feature
vector, and then adopts Gaussian Mixture Model (GMM)
clustering to establish the mapping relationship between driv-
ing behavior characteristic and the driving state. Suppose that
the driving states are divided into K categories. On the basis
of driving state classification, the driving style is divided
under the same driving behavior data to driving state and
driving style can be obtained.

The general process of GMM clustering is as follows:
Input: Sample set D = {x1, x2, . . . , xi, . . . , xm}.
For the classification of driving status, xi = {vcv, acv,

gapmean,RTmean}t−T1:t , The number of clusters is K , For the
classification of driving styles, xi =

{
THW ,MTTCn,n+2,

MTTCn,n−2
}tLCI :tLCD , The number of clusters is Gk , Gk is the

number of clusters of driving styles in the k-th driving state.
Output: The classification label corresponding to the

sample.
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FIGURE 5. DSL recognition framework.

(1) Suppose the input samples obey a mixed Gaussian
distribution, as shown in equations 15 and 16:

p (x) =

k∑
i=1

αip(x|ui,
∑

i) (15)

p (x |ui ,
∑

i

)
=

1
(2π )n/2

∑
i
1/2

× exp
{
−
1
2

(x − µi)
T

∑
i
−1 (x − µi)

}
(16)

In equation 2, αi is the mixing coefficient, which represents
the probability that the i-th Gaussian distribution is selected,
satisfying

∑k
i=1 αi = 1; p (x |ui ,

∑
i
)
is the basic multi-

variate Gaussian distribution function; n is the dimension, the
input vector x and the mean vector ui are both n-dimensional
vectors, and the covariance matrix

∑
i is an n-dimensional

matrix.
(2) Initialize the model parameter αi, µi and

∑
i of the

mixed Gaussian distribution.

(3) The EM algorithm is used to update the model
parameters:

u′
i =

∑m
j=1 γjixj∑m
j=1 γji

(17)

∑
′
i =

∑m
j=1 γji

(
xj − µ′

i

) (
xj − µ′

i

)T∑m
j=1 γji

(18)

α′
i =

∑m
j=1 γji

m
(19)

where γji is the posterior probability of the observation data xj
generated by each mixed component, that is, the probability
p

(
zj = i

∣∣xj ) of the observed data xj generated by the i-th sub-
model, and the calculation method is shown in equation 20:

γji =
αip

(
xj |ui ,

∑
i
)∑K

l=1 αlp
(
xj |ul ,

∑
l
) (20)

(4) Repeat steps (3) and (4) until the iteration stop
condition is met. The iteration stop criterion is generally∥∥∥θ t+1

i − θ ti

∥∥∥ ≤ ε, where θ t+1
i and θ ti are the parameter sets of
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the i-th Gaussian distribution model at t+1 and t-th iterations
respectively, satisfying θ t+1

i =

{
αt+1
i , µt+1

i ,
∑ t+1

i

}
and

θ ti =
{
αti , µt

i ,
∑ t

i

}
, ε is a very small positive number.

(5) All samples are classified into the class to which they
belong according to equation 21, that is, the higher the prob-
ability of which sub-model each sample comes from, it will
be classified into the cluster. The result is class K, that is,
C = {c1, c2, c3, . . . , ck}.

λj = argmax
i={1,2,...,k}

γji (21)

Based on the comparative experiments from the perspec-
tive of the model, three commonly used lane change decision
models were compared, namely the Gipps model, the fuzzy
inference model and the DBN model. The input variables for
the three comparison models are shown below.

TABLE 2. Compare experimental model inputs.

where, n is the main vehicle, n+1 is the front vehicle in
the lane where the main vehicle is located, and n+2 and n-2
are the front and rear vehicles in the target lane, respectively.
v is the velocity of the main vehicle. dij and 1vij are the
distance and speed difference between vehicle i and vehicle j
respectively. 1vij satisfies 1vij = vi − vj.

In order to verify the effectiveness of the prediction of lane
change decision by integrating driver psychology and driving
style, the LightGBM algorithm is used in the training stage
only considering the different input variables of different
models in the comparative experiment.

The online inference module could identify the driving
style in real-time. Based on themapping relationship obtained
from the offline training module, the online inference module
utilizes the real-time uploaded trajectory data to recognize
the driving state and driving style. And the Support Vector
Machine (SVM) algorithm is adopted to identify the driver’s
current driving state and driving style.

C. LCD BEHAVIOR PREDICTION
1) INPUT AND OUTPUT OF DPVA&DSL-LCD MODEL
The LCD process is from the LCI point to the LCD point.
when extracting LCD data. And the driver’s psychological
field strength in LCD process is a time series with length T ,
and set it to E t . The expression for E t is defined as follows:

E t =

{
et−T , et−T+1t , et−T+21t , . . . , et−1t , et

}
(22)

with

et =

∑
j∈eS ti

ωt
ij × etij =

∑
j=n+1,n+2n−2

ωt
ij × etij (23)

here, 1t is the frequency of data acquisition, 1t ∈

[0.01, 1]s. ‘‘n+1’’ represents the front vehicle on the current
lane, ‘‘n+2’’ and ‘‘n−2’’ are respectively the front and behind
vehicle of the target lane.

There are differences in driver’s psychological states
between LCD and LK stages. In order to get the influence
of driver’s mental state on LCD, feature extraction is carried
out on driver’s mental state. Finally, four feature vectors
are extracted, including the mean value and SD of E t , the
psychological field intensity at the LCD time-point (et ), and
the difference value between Ē t−1t and et .

Conclusively, combing the feature of driver’s psychologi-
cal state with driving style, themodel input could be obtained,
as (24) shown:

X =
{
Ē t , (E t )SD, et , Ē t−1t

− et
}

(24)

And the model output is:

Y =

{
0, LK behavior
1, LCD behavior

(25)

2) LIGHTGBM ALGORITHM
The LightGBM algorithm [34] is adopted in the training
stage of LCD model. LightGBM is an integrated learning
method based on the decision tree classifier, which aims
at the long training time of Gradient Boosting Decision
Tree (GBDT) algorithm, and puts forward four improvement
methods. They are histogram algorithm, Gradient-basedOne-
Side Sampling (GOSS), Exclusive Feature Bundling (EFB),
and leaf growth strategy. The optimized LightGBMalgorithm
has shorter training time and higher accuracy. And it is widely
in classification and regression field. The specific optimiza-
tion methods are as follows:

a: HISTOGRAM ALGORITHM
The basic idea of histogram algorithm is discretizing the con-
tinuous input eigenvalues into k discrete values, and construct
the histogram with width k , as demonstrated in Fig. 6. Thus,
it is not necessary to presort all the data when traversing the
training data, only the cumulative statistics of each discrete
value in the histogram are required. In feature selection phase,
it is only needed to traverse to find the optimal segmenta-
tion point according to the discrete value of the histogram.
The introduction of histogram algorithm greatly reduces the
data storage space during model training, and accelerates the
search speed of optimal segmentation points.

FIGURE 6. Schematic diagram of histogram algorithm.
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Driver’s LCI is subjective, and the LCI time-lengths of
different drivers exist differences. The existing studies indi-
cated that the time-length of drivers is distributed between 1s
and 5s [32], [33]. Therefore, a sliding time-window T from
1s to 5s is adopted.

b: GOSS
TheGOSSmethod considers that the data with larger gradient
play a greater role in the calculation of information gain,
and optimize the sampling efficiency of the training set.
By sorting the absolute gradient values of the sample points
in descending order, the sample points with large gradient are
retained, and random sampling is carried out for the sample
points with small gradient. Then, the two kinds of samples are
combined to train a weak classifier. And a weight coefficient
is added to the samples with small gradient when calculating
the classifier gain.

c: EFB
The EFB method could reduce the feature dimensions by
bundling exclusive features. And it can effectively improve
the training efficiency of high-dimensional feature vectors.

d: LEAF-WISE GROWTH STRATEGY WITH MAP DEPTH
RESTRICTION
As shown in Fig. 7, the leaf-wise growth strategy selects the
leaf node with the highest information gain as the splitting
point, and increases the maximum depth limitation of the
number tree. Compared with level-wise strategy, the calcu-
lation cost of leaf-wise strategy is lower and the calculation
result is more accurate.

FIGURE 7. Diagram of decision tree’s growth strategy. (a) Level-wise
growth strategy; (b) Leaf-wise growth strategy.

IV. EXPERIMENTS
In order to demonstrate that the DPVA&DSL-LCD model
is effective, the open Next Generation Simulation (NGSIM)
date is used in the experiment. And this section contains three
parts: database and data processing, model validation, and
experiment results and analysis.

A. DATABASE AND DATA PROCESSING
The I-80 freeway dataset from open NGSIM database is
adopted to learn and test the model. The vehicle trajectory
data from lane 1 to lane 7 are collected. And the dataset
includes three periods: from 4:00 p.m. to 4:15 p.m., from
5:00 p.m. to 5:15 p.m., and from 5:15 p.m. to 5:30 p.m.
The data collection frequency is 0.1s. Before experiments,
it is necessary to preprocess the original data to remove the
influence of noise data on the experimental results. And the
processing method is as follows:

(1) The LCD behavior of the passenger car is only studied.
This is because the LCD factors of large vehicle and motor-
bike are different from the passenger car and the sample size
is small.

(2) Only vehicle data from lane 2 to lane 6 are used. Since
lane 1 is a high-occupancy lane, the vehicles’ LC behavior
on this lane are not considered. Because the lane 7 is near the
entrance of the ramp and many vehicles are forced to change
lanes. Moreover,

(3) The continuous LC data are excluded. Because any
vehicle movement more than one lane is more likely a manda-
tory movement.

For the marking of LCD point, the most accurate method is
to find the continuous change point of vehicle’s lateral posi-
tion. However, this method will take a long time when facing
large amounts of data. Therefore, in order to label the LCD
points quickly in real traffic situations, this paper adopted a
simple method by referring to the existing studies. The study
pointed out that the LCD point is: in the first 5 s before
the vehicle’s lane ID changing, when the lateral velocity is
larger than 0.6m/s firstly [35]. And the LCD time-point is
represented as tLCD.
Then, based on the above LCI time-window, the LCD

data are the trajectories from time tLCD − T to time tLCD.
Moreover, to ensure the LK trajectories and LCD trajectories
have the same time length and in similar traffic conditions,
the trajectories from time tLCD − 2T to time tLCD − T are
labeled as LK samples. Finally, 972 LC samples and 856 LK
samples are obtained.

B. MODEL VALIDATION
Model validation includes two parts, algorithm compari-
son and model comparison. The eXtreme Gradient Boosting
(XGboost) algorithm [41] based on Bagging and Random
Forest (RF) algorithm [42] based on Boosting are adopted in
algorithm comparison. The model comparison part includes
three LCD models, which are DP&DS-LCD model previ-
ously proposed by our research group, Gipps model [1], and
fuzzy inference model [5]. In order to highlight the improve-
ment of the DPVA&DSL-LCD model, only the input of the
two comparison models are used for reference when testing
Gipps model and fuzzy inference model.

In experiments, the data were randomly divided into train-
ing set and test set by the ratio of 7:3. True Positive Rate
(TPR) and False Positive Rate (FPR) are used to evaluate
the prediction performance. The two evaluation indexes are
calculated by (26).

TPR =
TP

TP+ FN

FPR =
TN

FP+ TN
(26)

here TP, TN, FP, and FN are the true positive, true negative,
false positive, and false negative. The LC and LK samples are
respectively labeled as positive and negative samples.
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Furthermore, the Area Under the Curve (AUC) index pro-
vided by Python editor is utilized to evaluate the overall
performance of the binary classifiers. AUC value is the area
under the Receiver Operating Characteristic (ROC) curve.
Where, the ROC curve is the changing curve of TPR and FPR
of the test set under different classification thresholds. The
AUC value is between 0 and 1. The higher the AUC value,
the better the prediction performance of model.

C. EXPERIMENT RESULTS AND ANALYSIS
The experimental results include two parts: driving style
classification and LCD prediction results.

1) DRIVING STYLE CLASSIFICATION RESULTS
In the driving state classification stage, T1 is set as 5s, that is,
the trajectory data of 5 s before the time point of driving state
recognition is selected as the initial input. Before classifica-
tion, correlation analysis should be carried out on evaluation

FIGURE 8. The evaluation index correlation analysis of driving state and
driving style. (a) Driving state. Where, v_CV and a_CV are the CV of
vehicle’s speed and acceleration. gap_mean and RT_mean are the mean
value of following distance and RT; (b) Driving style. Where, THW_mean,
MTTCn,n+2_mean, and MTTCn,n+2_mean are respectively the mean
value of THW, the MTTC between vehicle n and vehicle n+2, and the MTTC
between vehicle n and vehicle n-2.

FIGURE 9. Boxplot of the CV of acceleration under different driving styles.
Where, a_CV is the CV of acceleration. ‘‘Dis.’’, ‘‘Norm.’’, and ‘‘Conc.’’
respectively represent distracted, normal, and concentrated driving state.
(a) Cautious driver; (b) Neutral driver; (c) Aggressive driver.

FIGURE 10. Boxplot of the mean gap under different driving styles.
Where, gap_mean is the mean value of gap. ‘‘Dis.’’, ‘‘Norm.’’, and ‘‘Conc.’’
respectively represent distracted, normal, and concentrated driving state.
(a) Cautious driver; (b) Neutral driver; (c) Aggressive driver.

indicators to remove the influence of multicollinearity among
indicators on evaluation results. In this paper, the Spearman
coefficient is adopted, which is a parametric test method. The
correlation analysis results are shown in Fig. 8. It can be found
that, the absolute values of correlation coefficients among all
indexes are less than 0.30. Therefore, the evaluation indexes
of driving state and driving style display weak correlation,
which could meet the evaluation requirements.

For the clustering number of driving state and driving style,
they are set as 3. In addition, the CV of acceleration and the
mean value of gap in each driving state under the same driving
style are counted in this paper, as shown in Fig. 9 and Fig. 10.
It can be found that, for the drivers with the same driving style,
the more concentrated the driving state is, the less fluctuation
of the acceleration is, and the smaller of the average following
distance is.

In addition, Fig. 11 displays the distribution of average RT
for the drivers with the same driving style in three driving
states. Here, the vertical axis represents the driving state, and
the horizontal axis represents the driving style. The Fig. 11
indicated that, for the same kind of driver, the driving state is
more concentrated, the average RT distributes more central-
ized, and the shorter of RT.

The average MTTC distribution between the target vehicle
n and the FV n − 2 in the target lane under different driving
styles are compared in this paper, as shown in Fig. 12. It can
be found that, under the distracted driving state, the MTTC of
cautious drivers are between 0.1 s and 2.4 s, and theMTTC of
neutral and aggressive drivers are respectively from 0.1 s to
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FIGURE 11. Frequency distribution histogram of the average RT under
three driving states. Where, RT_mean is the average value of RT.

FIGURE 12. Frequency distribution histogram of average MTTC between
the target vehicle n and the FV n-2 in the target lane under three driving
styles. Where, MTTCn,n−2_mean is the average value of MTTCn,n−2.

1.5 s and from 0.1 s to 1.2 s. Although the MTTC difference
between the cautious and neutral drivers is not distinct, the
MTTC of the aggressive drivers is significantly lower than
that of the other two types of drivers. Similarly, for theMTTC
distribution in normal and concentrated driving states, it could
get the similar conclusion with distracted driving state. That
is, in the same driving state, the more aggressive drivers tend
to change lanes at a shorter safe LC time.

2) PREDICTION RESULTS OF DPVA&DSL-LCD MODEL
The following assumptions are made in the calculation of
driver’s dynamic scope of visual attention:

(1) When the vehicle is moving forward, driver’s visual
field fixation point is the current driving direction;

(2) The driver’s visual attention angle displays symmetrical
distribution with the axis of view center line.

In previous studies, the relationship between the driver’s
visual attention range and the speed has been presented [23],
as shown in Table 3, it can be found that: the driver’s visual
attention range is inversely proportional to the speed.

TABLE 3. Relationship between dynamic visual attention angle and
speed.

Though Table 3 has given the relationship between some
discrete speeds and the visual field angles, visual field angles
at multiple specific speeds are needed in experiments.

Therefore, the linear regression is utilized to fit the visual
attention angles and speeds, and the fitting results is shown
in (27):

ϕ = −1.207∗v + 160.1 (27)

Meanwhile, it is difficult to obtain the driver’s real-time
eye movement data during the actual driving. Therefore, this
paper simplified the attention coefficient of the driver for the
surrounding vehicles in experiment, supposed that ωij = 1.

a: ALGORITHM COMPARISON
Our experimental environment is under Windows server with
two 3.0GHZ CPUs and 8G running memory. Table 4 shows
the AUC values of the three algorithms under five time win-
dows. Among them, the optimal AUC values of the same
type driver under all time-windows are bold. It could get two
conclusions from Table 4.
(1) Comparedwith the other two algorithms, DPVA&DSL-

LCD has the best predictive performance. After driver
classification, the AUC value of DPVA&DSL-LCD model
is from 96.91% to 97.43%. The AUC of XGboost model is
distributed between 91.51% and 93.58%. For RF model, the
AUC value is from 89.88% to 92.63%.

(2) The prediction performance is significantly improved
after driving style classification. The average AUC value of
DPVA&DSL-LCD model improved by 2.77% after adding
driving style. For XGboost and RF algorithm, the AUC
respectively increased 0.87% and 1.12%.

The TPR and FPR values of different algorithms are shown
in Fig. 13. Here, the vertical axis represents the driver style.

And the TPR and FPR values of each type of driver are the
average values under the five time-window lengths. It could
found that, for the three types of drivers, the overall predictive

FIGURE 13. Stacked bar charts of different algorithms’ TPR and FPR
values.
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TABLE 4. AUC performance of different algorithms (unit: %).

performance of DPVA&DSL-LCDmodel is better than other
two algorithms.

b: MODEL COMPARISON
Table 5 compares the AUC values of the four LCD models.
Where, the AUC value for each type of driver is the average.

TABLE 5. AUC values of different LCD models (unit: %).

AUC values under five sliding time-windows. From
Table 5, it could found that, after adding the driving style
into LCD model, the AUC values improved obviously, which
verifies that considering the driving style is significant for
LCD prediction. And the performance of DPVA&DSL-LCD
model is significantly better than other three LCD mod-
els. The average AUC value of DPVA&DSL-LCD model
is 97.14%, which improved 2.54% compared with DP&DS-
LCD model. Compared with Gipps model and Fuzzy Inter-
ference model, the improvement effect is more significant.

FIGURE 14. Stacked bar charts of different LCD models’ TPR and FPR
values.

Fig. 14 shows the prediction accuracy of LC and LK
samples for the four LCD models. Here, the vertical axis
represents the driver style. It indicates that compared with
other three LCD models, the accuracy of DPVA&DSL-LCD

model achieves the best, whether for LC samples or LK
samples.

In conclusion, the DPVA&DSL-LCD model has achieved
encouraging results. The averageAUCvalue ofDPVA&DSL-
LCD model is 97.14%, and the average accuracy of LC and
LK samples are respectively 98.27% and 95.94%. In addition,
after adding the driver’s current driving style into LCDmodel,
the AUC value of the DPVA&DSL-LCD model increased
from 94.37% to 97.14%. The results show that the predic-
tion performance is significantly improved after taking into
account the driver’s visual attention mechanism quantifica-
tion and driving style.

V. CONCLUSION AND DISCUSSION
For the current LCDmodels concentrated on the objective LC
conditions, and lacked the consideration ofDP andDS. So our
research team previously proposed a novel LCD model,
which coupled the DP and DS, and had encouraging predic-
tive performance. But there are some idealization factors in
DP modeling and DS classification. Therefore, we improved
the previous DP&DS-LCD model. And the enhanced LCD
model integrates the DP under Visual Attention (DPVA) and
DS Layering (DSL), named as DPVA&DSL-LCD model.
Firstly, in the DP quantitation, the enhanced DP model
considers the visual attention range and the difference in
attention distribution. Then, a DSL classification framework
is developed, which considers the influence of driving state
on driving style. After that, the LightGBM is adopted to train
the DPVA&DSL-LCD model. The LightGBM algorithm is
an integrated learning method with short training time and
high prediction accuracy. Finally, the open I-80 dataset from
NGSIM database is selected for model validation. The exper-
imental results showed that after adding the real-time driving
style into the LCD model, the LCD prediction performance
improved effectively. And the DPVA&DSL-LCD model get
better prediction results comparedwith the previous DP&DS-
LCD model. Therefore, the DPVA&DSL-LCD model is
verified to be more effective.

In conclusion, the DPVA&DSL-LCD model has achieved
good predictive performance. However, due to the complexity
of drivers’ attention mechanism, the consideration of our
research may not be very comprehensive. And in future stud-
ies, we will use eye tracker or other experimental equipment
to quantify the attention distributionmore detailed. So that the
DP model will be conformer to the characteristics of drivers.
And the final prediction results may be improved.
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