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ABSTRACT With the rapid development of the Internet of Vehicles, a large amount of vehicle network data
is being generated. The large amount of data presents network communication security challenges. Although
intrusion detection technology can assist in safeguarding the system from malicious attacks, the substantial
data generated within the vehicle network poses time-consuming detection challenges. Thus, we propose
an intrusion detection model for the Internet of Vehicles, utilizing Gaussian random incremental principal
component analysis (GRIPCA) and optimal weighted extreme learning machine (OWELM). First, we utilize
GRIPCA to reduce data redundancy by projecting high-dimensional data into a low-dimensional space, thus
reducing storage costs. Then, we utilize the dynamic inertia weight particle swarm optimization (DPSO) to
optimize the parameters of the weighted extreme learning machine (WELM) to achieve the best performance.
We utilize the NSL-KDD and CIC-IDS-2017 datasets to perform experiments and compare the results with
other techniques. The experimental results show the excellence of the proposed model, achieving an accuracy
rate of 91.02% on the NSL KDD dataset and 94.67% on the CIC-IDS-2017 dataset.

INDEX TERMS Extreme learning machine, Internet of Vehicles, intrusion detection, particle swarm
optimization, principal component analysis.

I. INTRODUCTION

In recent years, the Internet of Vehicles has emerged as a
new paradigm for intelligent transport systems, aiming to
enhance road safety and driving efficiency [1]. The Internet
of Vehicles constitutes an open, integrated network system
established through the interconnection of vehicles, wireless
networks, and other units [2]. In the fields of intelligent
transportation and autonomous driving, the importance of the
Internet of Vehicles is evident as a crucial element of the
intelligent city network [3]. The Internet of Vehicles tech-
nology facilitates the cooperation of diverse vehicles through
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intelligent planning and scheduling, leading to smoother traf-
fic flow, real-time information exchange, vehicle interaction,
and mitigation of traffic accidents caused by human factors.
Vehicles can also enhance their intelligence by establishing
extensive external connectivity [4]. Intelligent vehicles fulfill
practical needs, including driving safety reminders, video
surveillance, and real-time weather forecasts, thus enhancing
the overall service experience for travelers. The Internet of
Vehicles has enormous potential to contribute to traffic man-
agement, environmental monitoring, and public safety.

With the number of interconnected vehicles increasing,
they face significant security issues [5]. The security issues
are as follows. (1) Data privacy leakage: Vehicles collect
and transmit data about their location and drivers. Inadequate
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data protection measures can result in data leakage, posing a
significant threat to the privacy of both vehicle owners and
passengers. In order to deal with the risk of data privacy
leakage, robust encryption algorithms can be used to protect
data transmitted on the Internet of Vehicles to prevent unau-
thorized access and interception. When sharing data, essential
information such as the identity and location of individual
vehicles is anonymized to reduce the risk of privacy leaks.
(2) Hacker attack: Hackers engage in unauthorized malicious
activities targeting vehicles. Attackers exploit vulnerabilities
in vehicle systems to gain unauthorized access and poten-
tially disrupt the Internet of Vehicles system. In order to
deal with hacker attacks, encryption technology can be used
to protect communications between vehicles and prevent
information leakage and tampering. Implement multi-level
authentication to ensure only authorized users have access
to vehicle systems. (3) Network communication security:
Vehicle connectivity relies on network communication, ren-
dering vehicle systems vulnerable to network security threats.
In order to deal with network communication security risks,
real-time monitoring systems can be deployed to monitor
network traffic and activities in the Internet of Vehicles in
real-time. Promptly detect and respond to potential intrusions
to reduce the impact of attacks. Applying machine learn-
ing algorithms enables intrusion detection models to learn
normal behaviors in the Internet of Vehicles and identify
abnormal patterns. Machine learning can help systems detect
new, unknown attacks. (4) External link device security risks:
As the functions carried by intelligent connected vehicles
gradually increase, the frequent access of external ecological
components to the vehicle will bring new security risks. When
consumers purchase and install external link products for
vehicles, they will bring the risk of external virus intrusion
attacks. In order to address external link device security risks,
the software and firmware of external devices can be updated
and patched promptly to eliminate known vulnerabilities.
Develop a reasonable update strategy to ensure devices can
promptly obtain and install the latest security patches. Isolate
external devices and use virtualization or container technol-
ogy to reduce the impact of external devices on the entire
vehicle system.

The rising number of cyber-attacks on the Internet of Vehi-
cles has prompted concerns about the stability of the Internet
of Vehicles, which could result in serious consequences such
as unavailable vehicles or traffic accidents. To address this
issue, intrusion detection models have become a key factor in
ensuring the security of Internet of Vehicles network commu-
nication. Advanced security technologies are used to monitor
and detect potential intrusion activities, aiming to maintain
the safety of both vehicles and passengers. Intrusion detection
methods can identify signs of network attacks within the
Internet of Vehicles by collecting and analyzing commu-
nication flow data, achieving the classification of intrusion
and normal patterns. This security measure contributes
to maintaining the stability and safety of the Internet of
Vehicles.
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Intrusion detection has received more and more research
attention in ensuring the security of network communication
in the Internet of vehicles [6]. In the Internet of Vehicles con-
text, limited computing capacity poses a significant challenge
to reducing the complexity of extensive data in vehicle net-
works [7]. Additionally, the high-speed movement of vehicles
requires minimizing the detection time. Therefore, we must
design a lightweight intrusion detection model for the Internet
of Vehicles. We make the following contributions.

o Propose the GRIPCA to reduce the required storage
space and computation time. We project the vehicle
network data using a Gaussian random matrix, and then
the data is processed in batches to decrease the dimen-
sionality of the vehicle network data.

o Propose the OWELM to enhance the performance of
intrusion detection. We introduce a weight matrix to
assign variable weights to different samples and employ
a dynamic inertial weight particle swarm technique to
optimize the parameters of the algorithm.

« Evaluate the performance of existing techniques using
the NSL-KDD and CIC-IDS-2017 datasets to authenti-
cate the effectiveness of our proposed method.

The rest of the paper is organized as follows. Section II
details an overview of the relevant research about intru-
sion detection in the Internet of Vehicles. Section III details
the intrusion detection model. Section IV overviews our
experimental environment, datasets, evaluation metrics, and
analysis results. Section V provides a summary of the paper.

Il. RELATED WORKS

Intrusion detection methods can be grouped into three
categories: traditional machine learning algorithms, deep
learning algorithms, and other types (non-machine learning
algorithms).

Intrusion detection methods based on traditional
machine learning algorithms:

Lu [8] designed an energy-aware intrusion detection model
to manage the secure data transmission method of the
Internet of Vehicles and improve the accuracy and preci-
sion of detecting existing attacks. Aliyu et al. [9] explored
a statistical adversarial detector to identify unrecognized
adversarial samples. Anyanwu et al. [10] implemented a
lightweight False BSM Detection Scheme, capitalizing on
hyper-parameter tuning with the ensemble random forest
classifier to precisely categorize attack types in the Inter-
net of Vehicles. Alsarhan et al. [11] applied support vector
machines for intrusion detection, and the results showed that
GA was superior to other optimization algorithms. Rani and
Sharma [12] proposed an intelligent transportation system
based on the Internet of Vehicles in smart city scenarios.
The results show that the proposed system can provide
high detection accuracy and low computational cost through
ensemble learning and average important feature selection.
Li et al. [13] proposed an intrusion detection method for
Internet of Vehicles based on transmission double-depth Q
network. Wang et al. [14] designed a lightweight intrusion
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detection method that employs MobileNetv2 as the backbone,
integrating transfer learning techniques and hyper-parameter
optimization methods.

Intrusion detection methods based on deep learning
algorithms: Nie et al. [15] introduced a deep learning
architecture that relies on convolutional neural networks to
extract features from link loads and detect intrusions tar-
geting vehicles. Yang et al. [16] developed an Internet of
Vehicles intrusion detection model based on ConvLSTM
and used ConvLSTM to significantly reduce the model size
and convergence time. Ahmed et al. [17] designed a deep
learning-based intrusion detection system to protect vehicle
data from malicious attacks. Grover et al. [18] introduced
a multi-layer heterogeneous vehicle network based on edge
computing for Internet of Vehicles services. Additionally,
they introduced an unsupervised vehicle behavior detec-
tion algorithm based on stacked long short-term memory to
enhance communication security among participating vehi-
cles. Hu et al. [19] designed a two-dimensional mosaic
pattern encoding convolutional neural network anomaly
detection model. The model fully leveraged the capabili-
ties of convolutional neural networks to extract grid data.
Yang et al. [20] designed a detection model for the Internet of
Vehicles that relies on transfer learning and ensemble learn-
ing techniques, incorporating convolutional neural networks
and hyperparameter optimization for improved performance.
Alferaidi et al. [21] introduced an intrusion detection method
that utilizes the Apache Spark framework. The framework
captured features for detecting network intrusions in vehicle
networks and identifying abnormal behavior. Xing et al. [22]
proposed a technique involving the parallel analysis of
spatiotemporal features for intrusion detection in vehicle net-
works. The method significantly improved the performance.

Intrusion detection methods based on other types (non-
machine learning algorithms):

Panda et al. [23] proposed a new decision support frame-
work for Internet of Vehicles honeypot deception, using
decoy systems such as honeypots to truly collect attacker
data. Haydari et al. [24] proposed a statistical non-parametric
intrusion detection system for the online detection of attacks,
which has superior performance in fast and accurate detec-
tion. Zhao et al. [25] designed an intrusion detection system
based on an electronic control unit clock skew. This system
could detect spoofing attacks, bus-off attacks, and masquer-
ade attacks. Zhang et al. [26] designed an improved intrusion
detection algorithm that uses many-objective optimization
to optimize the parameters. Yu et al. [27] introduced an
intrusion detection method that relies on CAN message 1D
features, enhancing the detection accuracy of DoS and spoof-
ing attacks.

As mentioned above, although numerous intrusion detec-
tion methods have been proposed to enhance Internet of
Vehicles security, they predominantly focus on implementing
the learning model algorithms and overlook the detection
time [28]. Although most of the proposed schemes have
achieved high attack detection accuracy, there is still room
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for improvement. The major disadvantages of existing mod-
els include high consumption of computational and storage
resources, long training time, and manual selection of net-
work configuration parameters. Therefore, we propose an
intrusion detection model for Internet of Vehicles using
GRIPCA and OWELM. We employ the feature dimension-
ality reduction technique of GRIPCA to reduce the data
dimensionality, enhancing the efficiency of the intrusion
detection model. Additionally, we utilize the DPSO to opti-
mize the parameters of the WELM, constructing an efficient
intrusion detection model.

IIl. INTRUSION DETECTION MODEL OF THE PROPOSED
HPPELM

In this section, we present an intrusion detection model for
the Internet of Vehicles. Our proposed model is divided into
three parts. In the first part, we preprocess the vehicle network
data. In the second part, we use the GRIPCA to reduce the
dimensionality of the data. In the third part, we use the
OWELM for intrusion detection. The flow of our model is
shown in Figure 1. For ease of reference, the key notations of
our model are shown in Table 1.

TABLE 1. Common key symbol.

Symbol Meaning
v Velocity of particles
w Index of inertia
R Gaussian random matrix
c Particle learning factor
w Input weight value
b Hidden layer threshold
H Hidden layer output matrix
B Weight of output

A. DATA PREPROCESSING

We preprocess vehicle network data by performing miss-
ing value imputations, transformations, and standardization.
Firstly, the vehicle network data is structured into a matrix
where each row represents a data point, and each column rep-
resents a specific feature. Subsequently, we address missing
values in this matrix by filling them with the mean value of
the respective feature. We employ label encoding to convert
character features into numerical features when dealing with
character features within the data. The processed matrix is
given in Equation (1).

a; ayp ... Aam
azl ann cee aA2m

A= . ) ) ) (D
dnl an2 e Gam ) Lo

where n is the number of vehicle network data, m is the
number of features in the vehicle network data, and ay
denotes the value in the vehicle network data.

We standardize the vehicle network data to reduce the
impact of magnitude variations among features on intrusion
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FIGURE 1. Intrusion detection model of Proposed HPPELM.
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detection. We standardize data to ensure data consistency,
comparability, and effectiveness of model training. Standard-
ization eliminates scale differences between different sources
and types of data, allowing models to learn features better,
achieve accurate detection, improve algorithm performance,
and enable systems to respond to potential security threats
more effectively. Standardization is adjusting the data distri-
bution to a standard normal distribution with a mean of 0 and
a standard deviation of 1. The calculation formulas are shown
in Equation (2)-(4).

a= @
o= 3)
ajj = “

where a is the mean of the vehicle network data and o is the
standard deviation of the vehicle network data.

The representation of the matrix after we standardize the
vehicle network data is shown in Equation (5).

yir yi2o ... YVim
Y21 Y2 .. Ym

Y=1". ) . ) 5
Ynl Yn2 “e Ynm nxm

B. DATA DIMENSIONALITY REDUCTION BASED ON
GRIPCA

We employ the GRIPCA for dimensionality reduction of
vehicle network data. The approach reduces data redundancy
by projecting high-dimensional data into a lower-dimensional
space, reducing storage costs. The steps of data dimensional-
ity reduction are as follows.

Step 1: We utilize a Gaussian random matrix to project the
vehicle network data into a low-dimensional subspace. This
random projection technique preserves the main structure and
characteristics of the data. Firstly, we generate a Gaussian
random matrix consisting of random variables obeying a
Gaussian distribution. Next, we multiply the preprocessed
vehicle network data with a Gaussian random matrix to obtain
a new matrix.

Step 2: We divide the projected data into b batches and
process them batch by batch. We subtract the mean of each
feature from each batch of data and then calculate the covari-
ance matrix of each batch of data. The covariance matrix
provides the degree of correlation between various features
in the data. The calculation formula is given in Equation (6).

1
n—1

L'y (©6)

1

Ci =

where LiT represents the transpose of L;.
Step 3: We perform eigenvalue decomposition on each
covariance matrix to obtain eigenvalues and eigenvectors.
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These eigenvectors represent the principal components. The
eigenvectors of each batch of data are combined with the
eigenvectors of the previous batch to update the principal
components. We can update it by the rule of accumulates
feature values.

Step 4: After processing all data, we calculate the variance
contribution rate of each principal component. The variance
contribution rate is the ratio of each feature value divided
by the total variance. The cumulative contribution rate is the
sum of the variance contribution rates of the first p principal
components. The calculation formula of the cumulative con-
tribution rate is given in Equation (7).
_ Zf:l Ai

Stk
where k is the number of total eigenvalues, and p is the
number of selected principal components.

Step 5: We select the number of principal components
to retain through the target of the cumulative contribution
rate. We use experiments and empirical judgments from other
papers to select a cumulative contribution rate threshold to
meet actual needs, ensure that the selected principal compo-
nents can explain most of the variance, and simplify the data
and model. Such selection criteria can balance data retention
and dimensionality reduction, allowing principal component
analysis to be better applied to data analysis and interpreta-
tion. We use the selected number of principal components to
construct a projection matrix. Finally, the data are projected
onto the selected principal components to obtain dimension-
ally reduced vehicle network data.

The pseudo-code of data dimensionality reduction is
shown in Algorithm 1.

@p @)

Algorithm 1 Data Dimensionality Reduction Based on
GRIPCA
Input:X: Vehicle network data; R: Random matrix;
Output:The matrix after dimensionality reduction S;
1: Centralize data matrix X
2: Replace missing values in the data with average values;
3: Perform normalization to obtain the matrix Y;
4: Pick a Gaussian random matrix R;
5: L = YR // Obtain network data after projection dimen-
sion reduction;
6: While the Unreached batch do
7. Calculate the mean for each small batch of data and
accumulate the population mean;
8:  Subtract the mean value of each small batch of data;
9: Calculate the covariance matrix C; = nl_leT L;;
10:  Update the principal component;
11: end while
12: Project the data to the selected principal components;

C. INTRUSION DETECTION BASED ON OWELM

We use the DPSO to optimize the parameters of the WELM
for intrusion detection. The WELM is an improvement
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upon ELM, offering advantages such as rapid training,
simplicity, suitability for high-dimensional data, and good
generalization capabilities. By introducing a weight matrix,
WELM exhibits increased flexibility in handling relation-
ships between features, enhancing the model’s ability to
generalize. This is particularly beneficial when dealing with
high-dimensional data and scenarios demanding real-time
responsiveness. Furthermore, the DPSO incorporates the
cosine function from trigonometry. Periodic oscillations are
characteristic of cosine functions. The DPSO significantly
enhances global search capability and adaptability by intro-
ducing a dynamic inertia weight strategy. The particles
flexibly explore the search space during the search process,
enhancing convergence speed and efficiency. The steps for
intrusion detection are as follows.

Step 1: We initialize the DPSO by randomly generating
particles. Each particle represents a combination of weights
and biases from the WELM. These particles have positions
corresponding to the values of the weights and biases. The
speed of a particle represents the direction and distance the
particle moves in the search space. We establish upper and
lower bounds for each weight and bias in the WELM to
prevent the search space from becoming too broad or overly
constrained. We use the initialization of the learning factor
to adjust the speed and direction of the particle movement in
the search space. We initialize the particle velocity to keep
the particle velocity within the specified range. It prevents
particles from moving too fast in the search space.

Step 2: We use negative accuracy as the fitness function,
choose an appropriate activation function for each neuron,
and randomly initialize the weights connected to the input
features and bias terms. We start the iterative optimization
process. Then, we train WELM with existing parameters and
evaluate the output weight matrix and negative accuracy. The
calculation formulas are shown in Equation (8)-(11).

HB=Y ®)

HT (1 n WHHT)_I WY.N <L o

- (1 + WHHT)AHTWY,N > L

__ 1 (10)

" Count (%)

f@)=hx)p

hoo)HT (1 + WHHT)_l WY.N <L

- (11)

—1
h(x) (1 + WHHT) HTWY,N > L

Among them, H is the output matrix of the hidden layer,
B is the connection weight between the hidden layer and the
output layer, Count (¢;) is the number of samples of the cat-
egory in the training sample, and f (x) is the output function
of WELM.

Step 3: We evaluate the individual and global optimal
values of all particles in the DPSO, calculate the fitness value
of each particle, and compare the current individual extreme
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value with the global extreme value to select the individual
with smaller negative accuracy. The calculation formulas of
individual extreme value and global extreme value are shown
in Equation (12)-(13).

Di (APi < Abe)
b = 12)
plb Iplb (APi - Apl.b) (
pi (Ap, < APg)
= 13)
Pe ng (APi > APg) (

Among them, Ap, is the accuracy of the i-th particle, Ap,, is
the optimal accuracy of the i-th particle, and Ap, is the optimal
accuracy of all particles.

Step 4: We update the position, velocity, and dynamic
inertia weights of the DPSO after each iteration. The formulas
are shown in Equation (14)-(16). The process terminates
when the maximum number of iterations is reached. Finally,
we store the parameters of the optimal WELM in the global
extremum.

Xt = Xl it (14)
v§+1 =wvi +cir (p;b — x,’) + car (pi, —xf) (15)
1 + cos (ﬁ x n)

5 (16)
where ¢t is the current number of iterations, ¢; and ¢, are
the learning factors of the particle, representing the local and
global learning factors of the particle respectively, w is the
inertia weight, r1 and r, are random numbers between [0, and
the range of the velocity is [Viyin, Vinax]-

Step 5: We provide the optimized parameters to the
WELM. The WELM computes the output weights using these
values, resulting in the OWELM. This model is utilized to
identify normal and abnormal traffic in the vehicle network
environment.

The pseudo-code of intrusion detection is shown in
Algorithm 2.

W = Wiax + Wimin — Wiax) X

IV. RESULTS AND DISCUSSION

A. ENVIRONMENT

The experimental environment of the intrusion detection
model is shown in Table 2.

B. DATASET DESCRIPTION

There is no publicly available dataset for inter-vehicle com-
munication due to the privacy or disinclination of business
shareholders to share their data with academia. It is defen-
sible yet to use a dataset based on general networks for
intrusion detection model in the Internet of Vehicles [29].
We select the NSL-KDD dataset [30] and the CIC-IDS-2017
dataset [31] to test the intrusion detection performance of
our proposed model. The NSL-KDD dataset is one of the
most used datasets in the field of network intrusion detec-
tion. In the NSL-KDD dataset, each network traffic record
consists of 42 features, which 38 dimensions are digital
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Algorithm 2 Intrusion Detection Based on OWELM
Input: S:The processed data; w:Initialize the input weight;
b:Initialize the hidden layer bias; T :Initialize the number of
iterations; c:Initialize the learning factor;
Output: Vehicle network data characteristics;
1: Initialize the parameters of the WELM;
2: Determine the fitness function of the particle swarm;
3:while 7 > t do
4:  Train WELM and calculate the negative accuracy;
g lHT 0+ WHHT) "' wy N <L
(I+WHHT) 'HTWY,N > L
the output weight;
W = m // Calculate sample weight;
fx) = h(x)/é //Output function;
5:  Calculate the extreme value of all particles in a parti-
cle swarm;
6: Update the position, velocity, and dynamic inertia
weights of each particle;
xf“ = x/ + vﬁ“ //Update the position of each
particle;
v

// Calculate

= wv + cir (pf.b —xf) + ¢ (pi, —xi’)

//Update the velocity of each particle;

1+cos( L xn)

Imax

W =Wpax + Wmin — Wiax) X
//Update inertia weight;

7:  Output optimal input weight and hidden layer bias;
8: end while

9: Train the OWELM,;

TABLE 2. Configuration.

Tool Version
Intel Core i7-
CPU 12650H 12-core
2.3GHz
Hardware RAM 16GB
GeForce RTX
GPU 3050
Operating system Ubuntu 20.04
LTS
Software Python Python 3.8.15
Anaconda conda 22.9.0
Pycharm Pycharm 2020
TABLE 3. Data distribution of NSL-KDD dataset.
Number of instances
Class label Train Test Total
Normal 67343 9711 77054
Dos 45927 7458 53385
Probe 11656 2421 14077
U2R 52 200 252
R2L 995 2754 3749
Total 125973 22544 148517

features, 3 dimensions are character features, and the remain-
ing dimension is the label feature. The attack behaviors in
the NSL-KDD dataset are primarily categorized into DoS,
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TABLE 4. Data distribution of CIC-IDS-2017 dataset.

Number of instances

Class label

Train Test Total
BENIGN 1818097 455000 2273097
DOS 305047 75652 380699
PortScan 126988 31942 158930
Brute Force 11089 2746 13835
Web Attack 1778 402 2180
Bot 1568 398 1966
Infiltration 27 9 36
Total 2264594 566149 2830743

Probe, U2R, and R2L. The data distribution of the NSL-KDD
dataset is shown in Table 3. The CIC-IDS-2017 dataset was
released in 2017 and is widely used in intrusion detection
experiments. It was captured over five days and includes over
2.5 million records and 78 features, including label columns.
The attack labels in the CIC-IDS-2017 dataset include DoS
attacks, injection attacks, brute force attacks, and web attacks.
The data distribution of the CIC-IDS-2017 dataset is shown
in Table 4. In the division of experimental datasets, the
NSL-KDD dataset has been publicly processed, and its train
set and test set have been divided. We divide the train set and
test set of the CIC-IDS-2017 dataset into 80% and 20%.

C. EVALUATION METRICS

We employ Accuracy, Precision, Recall, FPR, Fl1-score, and
Detection time to evaluate the performance of our proposed
method. Specifically, Accuracy is the proportion of correctly
predicted samples among the total number of samples. Preci-
sion measures the percentage of predicted abnormal samples
that are genuinely abnormal among all the samples predicted
as abnormal. The recall is the proportion of samples correctly
classified as abnormal when they are abnormal. FPR denotes
the fraction of samples erroneously classified as normal
among those abnormal samples. F1-score is calculated as the
harmonic mean of Precision and Recall. Detection time is
the duration required to identify all samples. The calculation
formulas are shown in Equation (17)-(21).

TP + TN
Accurary = (17)
TP+ TN + FP + FN
. TP
Precision = —— (18)
TP + FP
TP
Recall = —— (19)
TP + FN
FP
FPR= ——— (20)
TN + FP

2 x Precision x Recall
Fl=

— 21

Precision 4 Recall
where TP (True Positive) counts anomalous samples correctly
classified as anomalies, TN (True Negative) counts normal
samples correctly classified as normal, FP (False Positive)
counts normal samples mistakenly classified as anomalies,
and FN (False Negative) counts anomalous samples mistak-
enly classified as normal.
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D. RESULTS AND ANALYSIS

1) EVALUATION ON THE NSL-KDD DATASET

According to the GRIPCA, we set the cumulative contribu-
tion rate of features to 95% [32]. The cumulative contribution
rate of feature vectors after feature dimensionality reduction
on the NSL-KDD dataset is shown in Table 5.

We can observe from Table 5 that after applying dimen-
sionality reduction to the data, the cumulative contribution
rate of the nine features reaches 96.44%, indicating that these
nine features can represent 96.44% of the information within
the entire dataset.

TABLE 5. Cumulative contribution rate of features on the NSL-KDD
dataset.

Cumulative contribution rate
41.44%
70.28%
77.01%
82.66%
87.49%
90.45%
93.02%
94.98%
96.44%

Serial number

O 00O\ AW —

We utilize the DPSO to optimize the WELM. The param-
eters of DPSO are configured as follows: the population size
of the particle swarm is 30, the iterations are 100, the learning
factor is 2, the maximum particle position is 1, the minimum
particle position is —1, the maximum particle velocity is 1,
and the minimum particle velocity is —1. The changes of
the fitness values of the DPSO on the NSL-KDD dataset are
depicted in Figure 2. The table shows that the DPSO iterations
reach 90 and the WELM reaches convergence and attains the
maximum accuracy.

-0.84

-0.86 o

-0.88 4

Fitness value

-0.90 4

-0.92 T T T T
0 20 40 60 80 100

Iterations

FIGURE 2. The changes of the fitness values of the DPSO algorithm on
the NSL-KDD dataset.

We use the OWELM for detection and obtain experimental
results. The experimental results on the NSL-KDD dataset are
shown in Table 6.

To further verify the effectiveness of HPPELM, we com-
pare it with CNN-IDS [15], LSTM-IDS [18], SPARK-
IDS [21], GASVM-IDS [11], DDQN-IDS [13]. We conduct
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experiments in the same experimental environment. The com-
parative experiments are introduced as follows.

« CNN-IDS: In 2020, Nie L et al. developed an efficient
data-driven Intrusion Detection System by examining
the link load within the Internet of Vehicles. They intro-
duced a CNN-based deep architecture and formulated
a loss function to improve the convergence of training
errors.

o LSTM-IDS: In 2021, Grover H et al. introduced a
secure, efficient, and intelligent multi-layer hetero-
geneous Internet of Vehicles network. A long and
short-term memory algorithm protected the commu-
nication between participating vehicles. The results
indicate that the proposed model outperforms alternative
approaches.

o SPARK-IDS: In 2022, Alferaidi A et al. introduced
an intrusion detection method for Internet of Vehicles
utilizing the Apache Spark framework. The method
reduces detection time, enhances the detection rate, and
satisfactorily meets real-time demands.

o« GASVM-IDS: In 2023, Alsarhan A et al. applied sup-
port vector machines for intrusion detection and used
heuristic algorithms to optimize the task. Support vector
machines have high generalization performance, can
handle small samples, and can effectively handle the
curse of dimensionality.

« DDQN-IDS: In 2023, Li Z et al. proposed an intrusion
detection method for the Internet of Vehicles based on
the transmission double-depth Q network. Experimen-
tal results show that the proposed method improves
F1-score and detection accuracy and reduces time con-
sumption and convergence time.

We evaluate the proposed method by measuring the Accu-
racy, Precision, Recall, FPR, F1-score, and Detection time.
The confusion matrix serves as a summary of the results of
intrusion detection. It employs count values to summarize the
normal traffic and abnormal traffic. The confusion matrix on
the NSL-KDD dataset is shown in Figure 3.

Figure 4 shows the Accuracy of the proposed and existing
methods like CNN-IDS, LSTM-IDS, SPARK-IDS, GASVM-
IDS, and DDQN-IDS on the NSL-KDD dataset. Compared
with other methods, the proposed HPPELM demonstrates
superior accuracy for intrusion detection, achieving an accu-
racy rate of 91.02%. In contrast, CNN-IDS, LSTM-IDS,
SPARK-IDS, GASVM-IDS, and DDQN-IDS achieve accu-
racy rates of 78.22%, 75.44%, 75.91%, 77.12%, and 84.78%,
respectively.

Figure 5 shows the Precision of the proposed and existing
methods on the NSL-KDD dataset. Compared with other
methods, the proposed HPPELM demonstrates a high preci-
sion rate for intrusion detection, achieving a precision rate
of 92.68%. In contrast, CNN-IDS, LSTM-IDS, SPARK-IDS,
GASVM-IDS, and DDQN-IDS achieve precision rates of
87.86%,92.51%, 87.61%, 96.67%, and 82.62%, respectively.

Figure 6 shows the Recall of the proposed and existing
methods on the NSL-KDD dataset. Compared with other
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TABLE 6. Classification results on the NSL-KDD dataset.

Model Accuracy (%) Precision (%)

Recall (%)

FPR (%) Fl-score (%) Detection time (s)

HPPELM 91.02 92.68

91.45 9.5 92.06 0.005

methods, the proposed HPPELM demonstrates a high recall
rate for intrusion detection, achieving a recall rate of 91.45%.
In contrast, CNN-IDS, LSTM-IDS, SPARK-IDS, GASVM-
IDS, and DDQN-IDS achieve recall rates of 71.63%, 61.86%,
67.19%, 61.73%, and 79.6%%, respectively.

Figure 7 shows the FPR of the proposed and existing meth-
ods on the NSL-KDD dataset. Compared with other methods,
the proposed HPPELM demonstrates a notably lower false
positive rate for intrusion detection, achieving a false positive
rate of 9.5%. In contrast, CNN-IDS, LSTM-IDS, SPARK-
IDS, GASVM-IDS, and DDQN-IDS achieve false positive
rates of 13.07%, 6.61%, 12.56%, 2.5%, and 8.37%, respec-
tively.

Figure 8 shows the Fl-score of the proposed and exist-
ing methods on the NSL-KDD dataset. Compared with
other methods, the proposed HPPELM demonstrates a high
Fl1-score for intrusion detection, achieving an Fl-score of
92.06%. In contrast, CNN-IDS, LSTM-IDS, SPARK-IDS,
GASVM-IDS, and DDQN-IDS achieve the Fl-score of
78.92%,74.14%, 76.05%, 75.44%, and 85.62%, respectively.

Figure 9 shows the Detection time of the proposed
and existing methods on the NSL-KDD dataset. The pro-
posed HPPELM requires a shorter intrusion detection time
than other methods. The detection time is 0.005 seconds.
In contrast, the detection time for CNN-IDS, LSTM-IDS,
SPARK-IDS, GASVM-IDS, and DDQN-IDS are 0.48 sec-
onds, 2.11 seconds, 1.69 seconds, 15.44 seconds, and
12.67 seconds, respectively.

2) EVALUATION ON THE CIC-IDS-2017 DATASET

We perform the same experiments on the CIC-IDS-2017
dataset. The cumulative contribution rate of feature vectors
after feature dimensionality reduction on the CIC-IDS-2017
dataset is shown in Table 7.

TABLE 7. The changes of the fitness values of the DPSO algorithm on the
CIC-IDS-2017 dataset.

Cumulative contribution rate
34.56%
62.31%
74.21%
81.84%
87.71%
90.34%
92.77%
94.72%
96.24%

Serial number

O 001NN A W —

We can observe from Table 7 that after applying dimen-
sionality reduction to the data, the cumulative contribution
rate of the nine features reaches 96.24%.

VOLUME 12, 2024

The changes in fitness values of the DPSO on the CIC-
IDS-2017 dataset are depicted in Figure 10. The table shows
that the DPSO iterations reach 25 and the WELM reaches
convergence and attains the maximum accuracy.

We use the OWELM for detection and obtain experimen-
tal results. The experimental results on the CIC-IDS-2017
dataset are shown in Table 8.

We compare with other methods on the CIC-IDS-2017
dataset. The confusion matrix on the CIC-IDS-2017 dataset
is shown in Figure 11.

The Accuracy of proposed and existing methods like
CNN-IDS, LSTM-IDS, SPARK-IDS, GASVM-IDS, and
DDQN-IDS on the CIC-IDS-2017 dataset is shown in
Figure 12. Compared with other methods, the proposed
HPPELM demonstrates superior accuracy for intrusion detec-
tion, achieving an accuracy rate of 94.67%. In contrast,
CNN-IDS, LSTM-IDS, SPARK-IDS, GASVM-IDS, and
DDOQN-IDS achieve accuracy rates of 84.67%, 86.38%,
93.66%, 91.77%, and 92.61%, respectively.

The Precision of proposed and existing methods on the
CIC-IDS-2017 dataset is shown in Figure 13. Compared with
other methods, the proposed HPPELM demonstrates a high
precision rate for intrusion detection, achieving a precision
rate of 90.53%. In contrast, CNN-IDS, LSTM-IDS, SPARK-
IDS, GASVM-IDS, and DDQN-IDS achieve precision rates
of 58.89%, 90.27%, 85.85%, 82.64%, and 87.75%, respec-
tively.

The Recall of proposed and existing methods on the CIC-
IDS-2017 dataset is shown in Figure 14. Compared with other
methods, the proposed HPPELM demonstrates a high recall
rate for intrusion detection, achieving a recall rate of 81.59%.
In contrast, CNN-IDS, LSTM-IDS, SPARK-IDS, GASVM-
IDS, and DDQN-IDS achieve recall rates of 73.68%, 34.63%,
81.24%, 73.74%, and 72.66%, respectively.

Figure 15 shows the FPR of the proposed and existing
methods on the CIC-IDS-2017 dataset. Compared with other
methods, the proposed HPPELM demonstrates a notably
lower false positive rate for intrusion detection, achieving a
false positive rate of 2.1%. In contrast, CNN-IDS, LSTM-
IDS, SPARK-IDS, GASVM-IDS, and DDQN-IDS achieve
false positive rates of 12.62%, 0.91%, 3.28%, 3.8%, and
2.48%, respectively.

Figure 16 shows the Fl-score of the proposed and
existing methods on the CIC-IDS-2017 dataset. Compared
with other methods, the proposed HPPELM demonstrates
a high Fl-score for intrusion detection, achieving an
Fl-score of 85.83%. In contrast, CNN-IDS, LSTM-IDS,
SPARK-IDS, GASVM-IDS, and DDQN-IDS achieve the F1-
score of 65.46%, 50.05%, 83.48%, 77.94%, and 79.49%,
respectively.
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FIGURE 3. Confusion matrix on the NSL-KDD dataset.

TABLE 8. The changes of the fitness values of the DPSO algorithm on the CIC-IDS-2017 dataset.

Model Accuracy (%) Precision (%) Recall (%) FPR (%) Fl-score (%) Detection time (s)
HPPELM 94.67 89.59 82.25 2.23 85.83 1.27
100 110
100 4
96.67
91.02
90 - 92.51 9268
g g 9 a8 87.61
= - =
g i % §2.62
2 £ 804
80
78.22
_ 77.12
7544 321 L
60

CNN-IDS LSTM-IDS SPARK-IDS GASVM-IDS DDQN-IDS HFPELM CNN-IDS LSTM-IDS SPARK-IDS GASVM-IDS DDQN-IDS HPPELM

FIGURE 4. Comparison of accuracy on the NSL-KDD dataset. FIGURE 5. Comparison of precision on the NSL-KDD dataset.

Figure 17 shows the Detection time of the proposed
and existing methods on the CIC-IDS-2017 dataset. The 13.36 seconds, 141.37 seconds, 23.6 seconds, 537.3 seconds,
proposed HPPELM requires a shorter intrusion detection and 412.1 seconds, respectively.
time than other methods. The detection time is 1.27 sec- In summary, we achieve good performance in terms of
onds. In contrast, the detection time for CNN-IDS, LSTM- the Accuracy, Precision, Recall, FPR, F1-score, and Detec-
IDS, SPARK-IDS, GASVM-IDS, and DDQN-IDS are tion time through effective feature dimensionality reduction,
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FIGURE 6. Comparison of recall on the NSL-KDD dataset.
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FIGURE 7. Comparison of FPR on the NSL-KDD dataset.
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FIGURE 8. Comparison of F1-score on the NSL-KDD dataset.

powerful classification capability, flexible model tuning, and
efficient training process.

E. ABLATION ANALYSIS
We further perform ablation experiments on the NSL-KDD
and CIC-IDS-2017 datasets to validate the effectiveness of
each component within our method. The detailed settings for
the ablation experiments are as follows.
1) Compare the WELM with the ELM and analyze its
impact on intrusion detection performance.
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FIGURE 9. Comparison of Detection time on the NSL-KDD dataset.
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FIGURE 10. The changes of the fitness values of the DPSO algorithm on
the CIC-IDS-2017 dataset.

Due to the imbalanced nature of the vehicle network data,
there may be significant disparities in the sample counts
among various categories. To address this issue, we assign
higher weights to essential samples from the minority class.
It can help improve the recognition performance for minor-
ity categories. The comparison results between WELM and
ELM are shown in Table 9.

The data indicate that compared with the ELM, the WELM
algorithm is better in overall evaluation indicators.

2) Compare the DPSO with the PSO and analyze its

impact on intrusion detection performance.

We investigate the effects of the DPSO and the PSO to assess
their impact on finding optimal parameters. The PSO usually
uses fixed inertia weights to control the movement of parti-
cles, which may lead the algorithm to converge to a locally
optimal solution prematurely. We propose the dynamic iner-
tia weight method to adjust the weights flexibly. Table10
presents a comparative analysis of the experimental results
between DPSO and PSO.

The results demonstrate that the DPSO enhances the per-
formance of WELM more effectively than the PSO.

3) Compare the GRIPCA with the PCA and analyze its

impact on intrusion detection performance.

We introduce the principal component analysis to miti-
gate the impact of irrelevant or less essential features on
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FIGURE 11. Confusion Matrix on the CIC-IDS-2017 dataset.
TABLE 9. Comparison of results between WELM and ELM.
Dataset Model Accuracy (%) Precision (%) Recall (%) FPR (%) Fl-score (%)
NSL-KDD ELM 70.36 78.28 73.73 29.63 69.76
WELM 74.38 78.23 76.74 25.61 74.28
ELM 88.70 92.43 71.95 11.30 77.09
CIC-IDS-2017
WELM 91.98 92.47 81.45 8.01 85.55
TABLE 10. Comparison of results between DPSO and PSO.
Dataset Model Accuracy (%) Precision (%) Recall (%) FPR (%) F1-score (%)
NSL-KDD PSO-WELM 88.91 92.73 87.36 9.04 89.97
- DPSO-WELM 89.77 91.96 89.88 10.37 90.91
PSO-WELM 93.19 86.01 78.03 3.09 81.83
CIC-IDS-2017 DPSO-WELM 93.69 87.11 79.24 2.77 82.99
TABLE 11. Comparison of results between GRIPCA and PCA.
Dataset Model Accuracy (%) Precision (%) Recall (%) FPR (%) Fl-score (%)
PCA-DPSO-WELM 84.95 95.72 77.01 4.5 85.35
NSL-KDD HPPELM 91.02 92.68 91.45 9.5 92.06
PCA-DPSO-WELM 94.30 89.60 80.05 2.32 84.59
CIC-IDS-2017 HPPELM 94.67 89.59 82.25 2.23 85.83
classification outcomes and improve computational effi- GRIPCA and PCA, and the results are shown in

ciency. We conducted a comparative experiment between Table 11.
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TABLE 12. The results of combining the components.

Model Algorithm NSL-KDD CIC-IDS-2017
GRIPCA DPSO WELM Accuracy (%)

WELM v 74.28 91.98
GRIPCAWELM v v 74.79 92.84
DPSOWELM v v 89.77 93.69
HPPELM v v v 91.02 94.67
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FIGURE 12. Comparison of accuracy on the CIC-IDS-2017 dataset.
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FIGURE 13. Comparison of Precision on the CIC-IDS-2017 dataset.
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FIGURE 14. Comparison of recall on the CIC-IDS-2017 dataset.

The results demonstrate that the performance of HPPELM
is better.
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FIGURE 15. Comparison of FPR on the CIC-IDS-2017 dataset.

80

=y
S
1

Fl-score(%)

5
=3
L

20 4

CNN-IDS

FIGURE 16. Comparison of F1-score on the CIC-IDS-2017 dataset.
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FIGURE 17. Comparison of Detection time on the CIC-IDS-2017 dataset.

4) Combine each component separately for experi-
ments and analyze its impact on intrusion detection

performance.
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We carry out experiments by combining various components
separately, and the results are presented in Table 12.

V. CONCLUSION

In order to enhance the security of Internet of Vehicles net-
works, we propose an intrusion detection model for Internet
of Vehicles using GRIPCA and OWELM. In response to
the challenge of limited computing resources in the Internet
of Vehicles, we present a solution using GRIPCA. Addi-
tionally, we introduce an OWELM for efficiently detecting
intrusion attacks in the Internet of Vehicles network. We uti-
lize the NSL-KDD and CIC-IDS-2017 datasets to conduct
experiments and compare them with other technologies. The
experimental results illustrate that the proposed model excels
in multiple metrics. In the future, we intend to employ
synthetic minority oversampling technology to randomly
oversample the unbalanced data within the Internet of Vehi-
cles to balance the samples and improve the capability of the
model to identify minority categories.
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