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ABSTRACT Ensembling is a powerful technique to obtain the most accurate results. In some cases, the
large number of learners in ensemble learning mostly increases both computational load during the test phase
and error rate. To solve this problem, in this paper we propose an Ensemble of Reduced Deep Regression
(ERDeR) model, which is a combination of Deep Regressions (DRs), shrinkage methods, and ensemble
approaches. The framework of the proposed model contains three phases. The first phase includes base
regressions in which parallel DRs are used as learners. The role of these DRs is to extract features of input
data and make prediction. In the second phase, to automatically reduce and select the most suitable DRs,
shrinkage methods such as Least Absolute Shrinkage and Selection Operator (LASSO) and Elastic Net
(EN) are employed. These models are compared with the non-shrinkage model. The last phase is ensemble
phase, which consists of three different ensemble methods namelyMulti-Layer Perceptron (MLP),Weighted
Average (WA), and Simple Average (SA). These ensemble methods are used to aggregate the remaining
learners from previous steps. Finally, the proposed model is applied to Monte Carlo simulation data and
three real datasets including Boston House Price, Real Estate Valuation and Gold Price per Ounce. The
results show that after applying the shrinkage methods the error rate is significantly reduced and the model
accuracy is increased. Accordingly, the results of combining shrinkage methods and ensemble approaches
not only decreased the computational load during test phase, but also increased the model accuracy.

INDEX TERMS Deep learning, convolutional neural network, shrinkage methods, ensemble learning,
LASSO, elastic net.

I. INTRODUCTION
Machine learning-based techniques have been applied in sev-
eral situations, including economic areas [1] object detection,
forecasting stock prices, and medical profession [2]. They
can be divided into single, ensemble, and hybrid learning
techniques. Deep learning (DL) is a particular branch of
ML that has achieved outstanding achievements in various
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fields such as pattern recognition, image processing, speech
generation, signal processing, and forecasting. A compari-
son between traditional machine learning and deep learning
algorithms shows that deep learning algorithms have many
advantages. One of these advantages is the use of different
layers and neural networks to make a deep network with
accurate analysis.

Convolutional Neural Network (CNN) is a special type
of Artificial Neural Network (ANN) that makes a powerful
deep learning network by increasing the number of layers and
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nodes. CNN models learn to automatically extract features
using filters and convolutional layers. These models have
different structures, including 1D, 2D, and 3D-CNN, which
can be used for time series, image processing, and video
recognition, respectively. In addition, 2D-CNN with a large
number of convolutions and hidden layers as well as millions
of parameters can learn complex patterns; however, it may
not be suitable for 1D signals. Therefore, the 1D-CNN has
recently been developed as an alternative method and a mod-
ified version of 2D-CNN, which has many applications due
to its low computational complication and relatively shallow
architecture [3].

Overfitting is a tremendous challenge for researchers in
the field of ML and DL. If the complexity of deep learn-
ing and machine learning models is not properly designed,
they can be vulnerable to overfitting. In ML algorithms
such as Random Forest (RF), increasing the number of trees
causes overfitting, which creates problems in training phase
as well as testing phase. This issue was investigated by
Farhadi et al. [4], [5]. In addition, in DL algorithms such as
CNN, which have a layered structure, the depth of network
increases by adding layer. Although excessive depth may
increase the accuracy, it can increase complexity and com-
putational load as well as overfitting in the model. To avoid
overfitting, there are different statistical approaches such as
regularization and shrinkage methods; these approaches can
reduce overfitting and at the same time improvemodel perfor-
mance and accuracy. In the present paper, we use shrinkage
methods to reduce the number of learners. For example,
LASSO and EN can be utilized as regularization methods
to reduce the number of nodes and relationships between
extracted features in fully connected layers and convolutional
layers in CNN, respectively. This problem was discussed in
paper [6]. Using regularization methods can reduce overfit-
ting and enhance the model’s accuracy as well. Accordingly,
the main purpose of the present paper is to limit the complex-
ity of network by applying shrinkage methods to reduce the
computational load and avoid overfitting.

Nowadays, reducing computational load has also become
a major challenge for improving ML algorithms because the
large number of learners in ensemble-based algorithms can
cause overfitting. Reducing the number of learners can be
beneficial to control overfitting. Some tools such as shrinkage
methods can be used to reduce overfitting in ML, DL algo-
rithms and hybrid methods [7]. In order to overcome the
overfitting and computational load as well as to improve
the prediction accuracy, the concept of ensemble learning
has been recently introduced by researchers to solve both
classification and regression problems [8], [9].
An ensemble prediction model consists of a set of individ-

ually trained base models, e.g., neural networks and decision
trees, whose outputs are combined to make a prediction [8],
[10], [11], [12]. By taking advantage ofmodel complementar-
ity, ensemble prediction model can provide more stable and
accurate predictions than the conventional single prediction

model [13]. Because of its appealing prediction performance,
ensemble prediction approach has received greater attention
and become a sought-after research topic in many fields, par-
ticularly in data classification [14], disease diagnosis such as
diabetes [15], [16], [17], [18], [19], pattern recognition [20],
[21], [22], image processing [23], [24], [25], [26], [27],
speech generation [28], [29], [30], [31], and signal process-
ing [32], [33].

In recent years, beyond image and signal processing,
scientists have applied deep learning algorithms in other
fields such as housing price prediction [34], disease recogni-
tion [35], [36], fault diagnosis [37], and prediction of traffic
flow [38], [39]. Deep learning algorithms [40] such as CNN,
Recurrent Neural Network (RNN), and Long Short Term
Memory (LSTM) or a hybrid of these algorithms, e.g. CNN-
RNN [41], [42], and CNN-LSTM [39], [43], [44], [45] are
widely used. In order to predict the traffic speed in a specific
area of Hong Kong, Cao et al. [39] modeled applications of
deep learning based on a hybrid of CNN and Long-Short-
term Memory (LSTM) called CNN-LSTM. In addition, that
hybrid model was compared with SVR, LASSO, RF, MLP,
and LSTM. As a result, in this proposed hybrid model outper-
formed the other algorithms. Canizo et al. [41] usedDL-based
methods to detect supervised multi-time series anomaly in
multi-sensor systems, in which the CNN and RNN were
combined in different ways and created a hybrid model called
CNN-RNN.

The combination of several learners’ outputs makes
ensemble models that generate a single output. These models
are designed in such a way that their basic learners have the
same structure [46], [47], [48], [49]. Furthermore, another
important issue addressed in the ensemble models is how
to integrate the models to determine final decision. These
models are built using different types of ML algorithms that
can perform differently in various conditions. Some of these
algorithms are RF and Bagging, in which decision trees are
their basic learners. The other algorithm is the ensemble of
Support Vector Machine (SVM) [50], ensemble of Neural
Network [51], and ensemble of k-Nearest Neighbor (KNN)
[52] from which SVM, ANN and KNN are employed as a
learner, respectively. In [53], a multi-level feature selection
algorithm based on LASSO coefficient threshold (Coe-Thr-
Lasso) was proposed. In the proposed algorithm, Lasso-based
feature selection was used to remove features with redun-
dancy and weak correlation. After reducing the features
with weak correlation, three machine learning algorithms,
including Logistic Regression (LR), RF, and SVM were
combined with the proposed algorithm. The results showed
that the proposed Coe-Thr-Lasso algorithm outperformed
three ML algorithms namely LR, RF, and SVM. In [54],
a new enhanced feature selection method was proposed to
improve the training model and classification performance
of the model. This improvement was achieved based on
the concept of regularization in which the selection of the
best features was considered before training the model under
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any propagation environment. The adoption of regularization
leaded to a high Total Explained Variance (TEV) during the
process of kernel Principal Component Analysis (k-PCA).
The selected features were the input of ML algorithms such
as KNN and SVM. In other words, the enhanced feature
selection method was combined with ML algorithms. The
proposed model reduced the dimension of features and, gen-
erally, enhanced the ML classification performance [55].
In [56], a novel ensemble of 3D-DenseNet was proposed to
boost the performance of dementia detection model. It was
constructed by varying hyper-parameters and architecture
around the optimal values for base 3D-DenseNets. In this
model, first, dense connections were introduced to maxi-
mize the information flow, where each layer connects with
all subsequent layers directly. Then probability-based fusion
method was employed to combine 3D-DenseNets with dif-
ferent architectures. One of the most advantages of ensemble
methods employed in this proposed model is the reduction of
the misclassification risk of a single classifier.

In [57], a method called the Random Ensemble Deep
Spatial (REDS) approach was proposed to predict spatial
data. This procedure used random Fourier features as inputs
to an extreme learning machine (a deep neural model with
random weights), and with calibrated ensembles of outputs
from this model based on different random weights, it pro-
vided a simple uncertainty quantification. The REDS method
was demonstrated on simulated data and on a classic large
satellite data set. The purpose of the study [58] is to com-
bine multiple single machine learning models with integrated
learning algorithms and propose an SMC retrieval method
based onmultiple differentiatedmodels under a stacking inte-
grated learning architecture. First, 19 factors, including: radar
backscattering coefficient, vegetation index, and drought
index, that affect SMC were extracted from SENTINEL-
1, LANDSAT, and terrain factors. Those with the highest
importance scores were selected as retrieval factors using
the Boruta algorithm combined with four single machine
learning methods—classified regression tree, random forest,
gradient boosting decision tree (GBDT), and extreme random
tree. In addition, the two stacking ensemble models using
least absolute shrinkage and selection operator (LASSO) and
the generalized boosted regression model (GBM) were tested
and applied to build the most reliable and accurate estimation
model. In [59], two single-based and stacked ensemble-based
machine learning models were employed to speed up the
parameter estimations of wireless sensor network with highly
accurate outcomes. Adaboost was superior over other models
(Elastic Net, SVR) in single-based models. Stacked ensemble
models achieved best results for the WSN parameter predic-
tion compared to single-based models.

Recent advances in deep learning show that using ensem-
bles of CNNs can improve the performance of predic-
tion [60], [61], [62]. Although the ensemble of CNNs can
have better performance than single models, this research
path remains significantly unknown in the literature [63].

The main reason is that the ensemble of CNNs needs more
time for training and diverse combination for prediction.
For example, in the post-selection boosting random forest
(PBRF) [64] algorithm, decision tree is used as a learner,
while in the present study, we use Deep CNN. Additionally,
after applying the LASSO method on the decision trees in
PBRF, Simple Average (SA) was used to aggregate the trees.
In [5], to improve the accuracy of RF, the combination of clus-
tering algorithm (K-means) and shrinkage methods (LASSO,
Elastic Net, and Group Lasso) were used. This proposed
framework, called ECAPRAF, is a machine learning ensem-
ble model that automatically reduces the number of trees
in RF by shrinkage methods; while in our proposed model
several different ensemble methods with various structures
were used. Table 1 summarizes the various ML and DL
approaches for ensemble learning approaches [65].

In this article, a hybrid model called Ensemble of Reduced
Deep Regression (ERDeR) is presented in which a combi-
nation of DRs, ensemble approaches, and shrinkage methods
are used to increase accuracy and improve the performance
of the model. The DRs, which are composed of Deep CNN
architecture, are operated as base learners that have the same
structure.

Additionally, in our proposed model, three different
ensemble approaches and two shrinkage methods are used to
ensemble and reduce DRs, respectively. They are compared
with the non-shrinkage model. The architecture consists of
three main phases, along with the fusion phase. The first
phase includes base regressions which is made of several
parallel DRs as a learner. The number of DRs is set to 30,
40, and 50.

These are responsible for the feature extraction and pre-
diction of the input dataset. Each of the DRs is formed of
convolution, pooling, and fully-connected layers, which are
used to extract features, reduce the dimension of input data,
and predict, respectively. The next phase is fusion, which
involves concatenating all trained DRs in the base regression
phase and ensembling the remaining DRs of the shrinkage
phase. Since no special operations are performed in the fusion
phase, it is not considered as the main phase.

In this model, among the constructive phases, two phases
are especially important. The first phase is the shrinkage
phase. In this phase, LASSO and Elastic Net (EN) methods
are used to reduce the number of DRs in the model. They are
compared with the non-shrinkage model in which removing
the DRs are not accomplished.

In addition, these methods improve the model by selecting
appropriate DRs. In LASSO method, the sum of absolute
values of regression coefficients is used as a penalty function.
In the case of EN, the linear combination of the sum of
squared regression coefficients and the sumof absolute values
of the regression coefficients are used. The EN has a much
better performance than LASSO.

It should be noted that DRs are automatically removed
without any initial selection. This is associated with reducing
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TABLE 1. The related work of the machine and deep learning approaches
for ensemble learning and Deep regressions.

errors, increasing accuracy and improving model perfor-
mance. Another important phase is an ensemble which

consists of various ensemble approaches used to aggregate
the previous steps. The ensemble approaches include MLP,
WA, and SA. Each of the mentioned ensemble methods
performs aggregation by applying shrinkage methods and
without them. We call the non-shrinkage models MLP-NON,
WA-NON, and SA-NON. One of these methods is Multi-
Layer Perceptron which is made of several fully-connected
layers and activation functions. This method applies a non-
linear transformation on output. Another method is Weighted
Average which applies a linear transformation on output.
This method is made up of the combination of single fully-
connected layer and activation functions. In principle, this
combination creates a type of weighted averaging that has
better performance than other ensemble methods, such as
MLP andWA. Another method, which is the simplest method
compared to the other two methods, is the SA. That only
performs SA. Finally, the results of all three models are
compared with shrinkage models and non-shrinkage model.
The number of different DRs is considered as well.

The main objective of our proposed model is to design
a combination of DRs, shrinkage methods, and different
ensemble approaches to increase the model’s accuracy and
reduce computational load in the test phase and overfitting
as well as remove ineffective learners by shrinkage methods.
So, the main strength of the present study is the use of a
combination of DRs, ensemble approaches, and shrinkage
methods for learning, aggregating, and reducing learners,
respectively. The ERDeRmodel aggregates the DRs byMLP,
WA, and SA ensemble approaches after applying shrinkage
methods. They are compared with non-shrinkage models in
which no DRs are removed. Moreover, to improve the pro-
posed model, the shrinkage methods such as LASSO and EN
are applied to reduce the number of DRs. After shrinking,
the remaining DRs are aggregated using ensemble methods
described earlier.

The main contributions of our study are as follows:
• Using DRs with 1D-CNN structure as a learner to show
that deep learners can be used instead of decision trees or
other algorithms to improve the performance of model.

• Using shrinkage methods to reduce the number of learn-
ers and computational load in the test phase as well as
improve the performance of the ERDeR model.

• Using different structures of ensemble learning model
to aggregate the remaining learners with and without
applying shrinkage methods.

• Our method performs well against state-of-the-art struc-
ture of deep regressions and ensemble models. We suc-
ceed to reduce the number of deep regressions by shrink-
age methods and improve the model’s performance.

The rest of the paper is organized as follows: Section II
presents an explanation of the related methods briefly.
Section III provides a flowchart and summary of the pro-
posedmethod. In section IV, the performance of the proposed
model is evaluated and analyzed by a simulation study and
three real datasets. Finally, Section V includes the conclusion
and future works.
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FIGURE 1. 1D Convolutional neural network structure.

II. METHODOLOGY
A. ONE-DIMENSIONAL CONVOLUTIONAL NEURAL
NETWORK
CNN is the most well-known method in deep learning. It is a
feed-forward and multi-stage neural network with two types
of layers consisting of Convolution and fully-connected lay-
ers similar to MLP neural network. The 1D convolutions
and sub-sampling both occur in convolutional layers and
fully-connected part which perform the classification and
prediction operation. In this study, Deep Convolution Neural
Network is used for regression, which is shown in Figure 1.
In the convolution and pooling layers, different kernel sizes
are used to extract the features of the input dataset. The
feature map of the previous layer is the input for the next con-
volutional layer along with the kernel. Finally, the nonlinear
activation function forms the output feature map.

The CNNs are mainly trained in a supervised way by
the back propagation (BP) algorithm [73]. It can be said that
the network parameters are updated using this algorithm. The
update is done by calculating the weighted gradient of the
whole loss function layers. This updatewill be continued until
a certain stopping criterion is obtained. In the BP algorithm,
several gradient descent optimization methods can be used
including Stochastic gradient descent [74], AdaGrad [75],
RMsprop, and Adam [76]. In this paper, the Adam gradient
descent is used. The purpose is to minimize the loss function
by reducing the share of network parameters [77].

1) CONVOLUTION LAYER
The 1D-CNNs perform convolutional operations on input
to obtain one-dimensional features in which various filters
extract different features. In other words, the convolutional
layers convolve the input and learn to extract features
based on the convolution operator that will be used by the
fully-connected layer for classification or regression. Each
convolutional layer includes filters that identify the features
and extract them from input data. One filter corresponds to
one feature map in the next layer. The output of the convolu-
tional layers is the input of the next layer [78]. The calculation
process in the one-dimensional convolutional layer is as
follows:

X lj = f
(∑

iϵMj
X l−1
i ∗ wlij + blj

)
(1)

FIGURE 2. 1D Max pooling.

whereMj refers to a set of input feature maps, l represents the
l-th layer, X l−1

i indicates the i-th input of the feature map of
(l−1)-th layer, wlij shows the number of kernel convolutions
that is ij-th feature map, X lj indicates the j-th feature map of
l-th layer, f (.) is a non-linear activation function in which the
∗ operator is used to perform the convolutional operations,
b is the kernel bias corresponding to the kernel.

2) POOLING LAYER
After the convolutional operation in the convolution lay-
ers, the dimension of feature maps is increased. Therefore,
to reduce the dimension of the feature map as well as control
overfitting, pooling layer is intended as a reducer to decrease
the parameters of the whole network. Although several pool-
ing methods such as max-pooling (calculating the maximum
value for each patch of the feature map) and average-pooling
(calculating the average value for each patch on the feature
map) can be used in CNN, the most commonly used pooling
layer is max-pooling which performs the maximum operation
over the input features. Figure 2 indicates how to calculate
the 1D max-pooling layer. In this study, max-pooling is used
to decrease the computational load. Pooling layers are calcu-
lated as follows:

X lj = f
(
β lj .down

(
X l−1
j

)
+ blj

)
(2)

where β lj and b
l
j represent the multiplicative bias and additive

bias of the l th layer, respectively. Also, down (.) represents
the subsampling or pooling function.

3) FULLY CONNECTED LAYER
The last part of CNN is called fully-connected (FC) layers,
which is a particular and main part of CNN. For doing classi-
fication or regression, the output of the previous layers which
makes the input of fully-connected part is converted into 1D
feature vectors. This part is constructed from various hidden
layers, neurons, and activation functions. Additionally, the
loss function can include mean-squared error (MSE), cross
entropy, and logarithmic [79]. In this study, MSE of the cost
function is used.

B. ENSEMBLE LEARNING
Ensemble strategy is a term used to describe the methods
in which multiple base learners are combined to make a
joint decision and provide higher accuracy and better results
than a single learner [80]. These learners can be any type of
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classification algorithm. For example, in the RF which is one
of the most famous tree-based XGboost ensemble learning
algorithms, the decision tree is used as a learner. In this
study, CNN is applied as a base learner. For the final pre-
diction, there are several ensemble learning approaches such
as majority voting, average voting, and stacking for classifi-
cation tasks [81]. In addition, the simple averaging [82] and
weighted averaging [83] strategies are applied for regression
tasks. In this research, we use MLP, SA, and WA. SA is one
of the simplest and most effective implementation methods
used in neural networks. It is calculated in a way that posterior
values are produced by averaging the predicted values of all
base learners. This is accomplished by compensating for the
error of a single learner by other learners to lead to stronger
classification performance. Anothermethod is weighted aver-
aging which can be obtained by minimizing a loss function.
It means that the classifiers which have better performance
are assigned larger weights by minimizing the loss function.
The final ensemble prediction is obtained by averaging from
the optimal weights of classifiers [84]. In other words, it is
possible to calculate the optimal weights of the network by
using several fully-connected layers and then ensemble them
to achieve an optimal ensemble classifier [51].

C. LASSO
One of the most popular shrinkage methods, introduced by
Tibshirani [85], is LASSO regression. This method creates a
suitable model by selecting effective variables and removing
ineffective ones. In this research, thismethod is used to reduce
the number of parallel DRs (learners) by applying a constraint
on the absolute value of regression coefficients [86]. This
causes the regression coefficients to tend toward zero or
become exactly zero. The applied constraint depends on a
tuning parameter λ whose value is obtained based on cross-
validation. As the value of parameters increases, a large
number of coefficients become zero. In some cases, this
removes the effective variables from the model leading to
overfitting and error increase. Choosing an appropriate λ can
improve the model performance.

Suppose (X,Y ) is a dataset so that X =
(
x1, . . . ,xp

)′ is the
prediction variable and Y is the response variable. To estimate
LASSO, the ℓ1-norm is used based on the penalized least
squares, which is defined as follows:

β̂ lasso =
argmin
βϵRp

{
1
2N

∥Y − Xβ∥
2
2

}
s.t ∥β∥1 ≤ t (3)

where t and β are the tuning parameter and regression coef-
ficient, respectively. This equation can be converted to the
penalized least square function whose Lagrangian form will
be as follows:

L (β, λ) =
argmin
βϵRp

{
1
2N

∥Y − Xβ∥
2
2 + λ ∥β∥1

}
(4)

where ∥β∥1 =
∑p

j=1

∣∣βj∣∣ and
∥∥Y − βTX

∥∥2
2 =∑n

i=1
(
Y − (Xβ)i

)2 are ℓ1-norm under β and loss function,

respectively. λ is the tuning parameter, which controls the
extent to which the coefficients are penalized towards zero
(λ ≥ 0). When λ is zero, the values of estimated coefficients
are identical to the standard regression coefficients. In addi-
tion, λ is obtained based on 10-fold cross validation.

D. ELASTIC NET
Although the LASSO can simultaneously shrink and select
the features, it has some limitations and is not always suit-
able [87]. Therefore, Zou and Hastie [88] developed the EN
EN in 2005, which is an excellent regression method combin-
ing the advantages of LASSO and Ridge. This method can
improve the constraints as a two-step method, so that in the
first step, it performs Ridge-type contraction (ℓ2-norm) and
then LASSO-type thresholding (ℓ1-norm). In principle, it is a
convex linear combination of Ridge and LASSO methods in
a way that if α = 1 and α = 0, it is converted to Ridge and
LASSO regression, respectively. As a result, this method has
both the Ridge and LASSO regression properties.

Suppose (X,Y ) is a dataset so that X =
(
x1, . . . ,xp

)′ is the
prediction variable and Y is the response variable. To estimate
the EN, the combination of ℓ2 and ℓ1-norm are used based on
the penalized least squares to solve the optimization problem,
which is defined as follows:

β̂elastic =
argmin
βϵRp

{
∥Y − Xβ∥

2
}
s.t (1 − α) ∥β∥

2
2

+ α ∥β∥1 ≤ t (5)

where (1 − α) ∥β∥
2
2 + α ∥β∥1 is called EN penalty so that α

is equal to λ2
λ1+λ2

. For all constant and non-negative values of
λ1 and λ2, the Lagrangian form is defined as follows:

L (λ1, λ2, β)

=
argmin
βϵRp

{
1
N

∥Y − Xβ∥
2
+ λ2 ∥β∥

2
2 + λ1 ∥β∥1

}
(6)

where ∥β∥1 =
∑p

j=1

∣∣βj∣∣ and ∥β∥
2
2 =

∑p
j=1 β2

j show the
ℓ1 and ℓ2-norm, respectively. Also, λ1 and λ2 are tuning
parameters.

III. STRUCTURE OF PROPOSED MODEL
A. THE CONSTRUCTION OF ENSEMBLE OF
CONVOLUTIONAL NEURAL NETWORKS
The purpose of ERDeRmodel, which ismade of the combina-
tion of deep regression, ensemble approaches and shrinkage
methods, is to predict and improve the performance of the
designed model. This ensemble model consists of three
phases including base regression, shrinkage, and ensemble.
All DRs receive a dataset as an input and give the correspond-
ing prediction. All DRs have the same structure. They are
made of deep CNN which extract features and predict. Each
network has several convolutional layers made up of different
numbers of filters. The tanh activation function is applied
to the results of convolutional operation. Each convolutional
network has several pooling layers with a fixed pooling
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FIGURE 3. The structure of proposed ERDeR model.

size. After convolving and pooling in each DR, two fully-
connected layers with various numbers of units are used,
each of which is responsible for prediction. By applying the
ReLU activation function on the hidden layer and the Linear
activation function on the output layer, the prediction value
of each network is calculated.

B. THE AGGREGATION STRATEGY
The next step is a strategy to ensemble the results of DRs
and reduce their number, which includes two phases. Three
options are used to ensemble including Multi-Layer Percep-
tron, WA and SA. They will be explained in the next sections
in details. Another option used to reduce the number of
DRs is shrinkage methods such as LASSO and EN. These
methods in combination with each other produce newmodels
that are compared with the non-shrinkage model where the
shrinkage method is not applied on DRs. In addition to the
stated phases, the proposed model also includes a fusion
phase that performs concatenation on DRs. Due to the low
importance of this phase, we leave out its details. The whole
structure of the ERDeR model is shown in Figure 3. The
details of the inner layers will be explained in the next
subsections.

C. MODEL 1: MLP ENSEMBLE
The MLP ensemble model makes up of parallel DRs. These
base regressions are made of convolutional layers with differ-
ent hyperparameters. The details of the parameter setting are
given in Table (2).
As can be seen in Figure 4, in the fusion phase, concatena-

tion is used to merge DRs. In other words, in fusion phase, the
extracted deep features of input data are concatenated. After

TABLE 2. The parameter settings of MLP Ensemble model.

concatenating, several fully-connected layers are employed
to predict the input data, which forms the most important part
of our proposed model. The layers include two hidden layers
with tanh activation function and an output layer with linear
activation function used as an ensemble predictor which are
responsible for ensembling. In principle, the fully-connected
layers form the MLP method that performs non-linear trans-
formations. Finally, at the end of the network, prediction is
done. The shrinkage phase, which is the most important part
of our model, includes two regression methods: LASSO and
EN.

These methods are used to reduce the number of DRs
and select the most suitable DR to improve the model per-
formance. The combination of the mentioned methods is
compared with the non-shrinkage method. Figure 4 shows the
structure of the MLP Ensemble model.
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FIGURE 4. The structure of MLP nsemble model.

TABLE 3. The parameter settings of the weighted average ensemble
model.

D. MODEL 2: WEIGHTED AVERAGE ENSEMBLE
Similar to the MLP ensemble model, described in subsection
C (Model 1), this model also includes three phases: base
regression, shrinkage, and ensemble. The base regression
phase includes several parallel DRs. In the shrinkage phase,
twomethods, i.e. LASSO and EN, are used, which are respon-
sible for selecting DRs. The trained DRs are ensembled by
applying the shrinkage methods and without them. In this
model, the ensemble method is WA, which is generated by
combining the single fully-connected layer and linear acti-
vation function. In other words, the WA ensemble method
performs a linear transformation. Finally, prediction is done
at the end of the network. Figure 5 and Table 3 show the
structure of theWAensemblemodel and its parameter setting,
respectively.

E. MODEL 3: SIMPLE AVERAGE ENSEMBLE
Similar to the two previous models, described in Subsections
C (Model 1) and D (Model 2), the SA ensemble model is
also constructed of similar phases. The difference between

TABLE 4. The parameter settings of the simple average ensemble model.

this model with other models is just the ensemble phase. For
ensembling, the Simple Average method is used instead of
MLP andWA. It should be noted that all models have shrink-
age phases. In this phase, the number of DRs are reduced by
LASSO and EN methods so that the selected effective DRs,
which improve and increase the model accuracy, is remained
in the model. Finally, these made models are compared with
non-shrinkage model.

F. IMPLEMENTATION PLATFORM AND LIBRARIES
This experiment was performed on a system with an Intel1

core2 i7-6700K CPU @ 4.00 GHz accelerated by NVIDIA
GeForce TITANXGraphics and 64 Gbmemory. In the imple-
mentation process, a tremendous amount of parameters is
created for which an ordinary CPU takes considerable exe-
cution time. To overcome this problem, a GPU accelerator
is used to build the model to save a large amount of time.
The in-depth learning approach, represented in our paper,

1Registered trademark.
2Trademarked.
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FIGURE 5. The structure of weighted average ensemble model.

is built using R programming language. The libraries used
in our model are Keras, lattice, caret, and glmnet. The glmnet
package is used for LASSO and EN and Keras package is
used for CNN.

IV. EXPERIMENT RESULTS AND DISCUSSION
In this section, wewill present the performance of the ERDeR
model through a Monte Carlo simulation study and three
real datasets including Boston House Price, Real Estate Val-
uation, and Gold Price Per Ounce. Then, their prediction
performance is will be compared based on the number of
DRs, shrinkage methods, and different ensemble approaches.
The results will be presented in subsections B and C of this
section. The ensemble approaches, which are divided into
three approaches namely MLP, WA, and SA along with the
shrinkage methods such as LASSO and EN, are compared
with them. After combining, they produce new hybrid models
that are compared with non-shrinkage models.

A. SIMULATION STUDY DESIGN
A Monte Carlo simulation study is conducted to assess the
performance of the proposed model in R. This is done by
applying shrinkage and non-shrinkage methods to improve
the performance of ERDeR, which consists of three phases.
The phases include base regression to train DRs as base
learners, shrinkage to select the most suitable DRs and reduce
the number of them, and ensemble methods to aggregate.
Therefore, the proposedmodel is evaluated based on different
criteria of MSE, RMSE, MAE, and R2 as well as the number
of selected DRs, type of shrinkage methods, and ensemble
approaches.

In this study, we assume that the initial dataset is generated
randomly from the standard normal distribution N (0, 1) for
the variables of x1, x2, x3, x4, x5, x6, x7, which includes N =

500 observations with p = 7 predictions in the linear model.
The following linear regression model are used to make the
response variable:

y1 = 3 − 5.5x1 + 7.3x2 + 9x3 + 10.3x4 − 7x5
+ 1.5x6 + 0.9x7

y = y1 + ε (7)

where ε is the normal distribution N (0,σ 2) and σ 2 is equal to
1
3 of the standard deviation of y1.
First, the standardization strategy is used for data prepro-

cessing. The equation is as follows:

xstand =
x − mean (x)

sd (x)
(8)

where x represents the sample and mean(.) and sd(.) indicate
the mean and standard deviation of x, respectively.

The simulation dataset is divided into training and test set.
80% of the data is assigned to the training set and the rest
is dedicated to the test set. To train the network, we use deep
CNN as base learners. The learners include 30, 40, and 50 par-
allel DRs that receive the input and provide the corresponding
prediction. In the shrinkage and ensemble phases, the number
of DRs are reduced and the remaining DRs are aggregated,
respectively.

In the base regression phase, each of the DRs contains two
convolution and max pooling layers. To do the convolution
operation, the dataset is entered to the network of 30, 40,
and 50 parallel DRs. In the convolution layer, 1D-CNN with
two convolutions and max-pooling layers is used. The first
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and second convolution layers are set to 2 and 3 kernel sizes
with 64 filters, 2 pooling sizes, and tanh activation function,
respectively. Finally, two fully-connected layers with 32 units
and ReLU activation function for the hidden layer and one
unit and linear activation function for output layer are used.
These features compute the prediction value of networks.

After training the DRs, in the fusion phase, concatena-
tion is used to merge parallel DRs. In the ensemble phase,
three methods including MLP, WA, and SA are applied to
the ensemble. In the MLP method, three fully-connected
layers are used for prediction and in its structure, two fully-
connected layers with tanh activation function, 32 units in
hidden layer and linear function and one unit are used in
the output layer. Another method is WA in which a fully-
connected layer with unit =1 and linear activation function is
used to performweighted averaging. Finally, the thirdmethod
to the ensemble is SA, which employs simple averaging. The
described methods are combined with shrinkage methods,
which will be explained in continuation, and produce new
models. They are compared with non-shrinkage models in
which no shrinkage method is used. In the last phase of
the proposed model, the LASSO and EN regressions are
applied to shrink the DRs. These methods were described
in Section II. Finally, some DRs are automatically selected
without prior selection. Some others are removed and the
remaining ones are aggregated.

The most important part of this research is the use of
shrinkage methods. Applying these methods cause to reduce
the number of DRs and improve the performance of the
model. A linear regression model is defined on the output of
parallel DRs, which is as follows:

Ȳ = Cβ + ε; ε ∼ N (0, 0.5) (9)

where Ȳ is the average of DRs based on MLP, WA, and SA
ensemble methods. C and β are the output of parallel DRs
and linear regression coefficients, respectively. The β value
for 50 DRs is equal to:

β = (1, 2, 3, 4, 5, 6, 7, . . . , 1, 2, 3, 4, 5, 6, 7︸ ︷︷ ︸
s=21

, 0, . . . , 0︸ ︷︷ ︸
p−s=2

)′

In the last phase of the proposed model, the LASSO and EN
regressions are applied to shrink the DRs. These methods
were described in Section II. Finally, some DRs are auto-
matically selected without prior selection. Some others are
removed and the remaining ones are aggregated.

One of the most important parts of DL algorithms is hyper-
parameters. Among these hyperparameters, it can be referred
to epoch and batch size. Each epoch is defined as the number
of iterations of the learning algorithm. The number of epochs
can have different values. A large number of epochs lead
to the increase in training time. Therefore, 20 epochs are
assumed in the proposed model. Each batch size refers to
the number of training samples utilized in one iteration. The
batch size is 64. Other details of parameter settings about the
proposed models are given in Tables 2, 3, and 4, respectively.

B. SIMULATION RESULTS
To evaluate the performance of MLP-NON, MLP-EN, and
MLP-LASSO, based on the MLP ensemble method, WA-
NON, WA-EN, and WA-LASSO based on the WA ensemble
method, and SA-NON, SA-EN, and SA-LASSO based on
SA ensemble method, we employ the simulation dataset to
show how the proposed models perform and then compare
them. The results of these models are calculated with 100 iter-
ations. The comparison criteria include Mean Square Error
(MSE), Root Mean Squared Error (RMSE), Mean Absolute
Error (MAE), and Coefficient of determination (R2). They are
defined as follows:

R2 = 1 −

∑N
i=1

(
yi − ŷi

)2∑N
i=1 (yi − ȳ)2

(10)

MSE =

∑N
i=1

(
yi − ŷi

)2
N

(11)

RMSE =

√∑N
i=1

(
yi − ŷi

)2
N

(12)

MAE =

∑N
i=1

∣∣yi − ŷi
∣∣

N
(13)

where ŷi, yi, and N are the predicted values, true values of ith
sample, and sample size, respectively.

In this case study, theMLP,WA, and SAmethods in combi-
nation with shrinkage methods and non-shrinkage models are
compared. Additionally, this comparison is done to demon-
strate the appropriate performance of the shrinking methods
and ensemble approaches in combination with deep CNNs
that are used as a DR. As described in Section IV, 30, 40,
and 50 parallel DRs are used to compare the combination of
ensemble and shrinkage methods. The obtained results of the
ERDeR framework based on the simulation dataset are shown
in Tables 5-7. According to Tables 5 and 6, the MLP-EN and
WA-EN achieve the best MSE, RMSE,MAE and R2 values in
all states of DRs. It can be said that increasing the number of
DRs does not change the results but EN in combination with
MLP and WA have better performance in all the three states.
In other words, the obtained results confirm that MLP-EN
and WA-EN gain the highest prediction; while in the MLP-
LASSO and WA-LASSO models, the accuracy is slightly
less than MLP-NON and WA-NON. Based on these results,
if WA is used instead of MLP, WA can slightly achieve better
performance. In other words, using one fully-connected layer
for ensembling can have better performance than several
fully-connected layers.

TheWA ensemble method, which is combined with 50 par-
allel DRs and one fully-connected layer, makes a structure
with less error, higher accuracy, andmore suitable model than
30 and 40 parallel DRs. But the MLP method with 30 DRs
and three fully-connected layers slightly increase the error
of the ERDeR model, so the increase in the number of
DRs increases its error as well. The variety of ensemble
methods lead to various network architecture, as a result of
which the performance of the network is changed. In the
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FIGURE 6. The structure of simple average ensemble model.

FIGURE 7. Bar-plot of comparison between three ensemble approaches and their combination with shrinkage methods on simulation
dataset. Comparison of ERDeR is carried out with applying shrinkage methods and without them. (a) The RMSE value of MLP-EN and
MLP-LASSO on different numbers of DRs. The MLP-EN is the lowest value and has better performance among three models. (b) The RMSE
value of WA-EN and WA-LASSO on different numbers of DRs. The WA-EN is the lowest value and has better performance among three
models. (c) The RMSE value of SA-EN and SA-LASSO on different numbers of DRs. The SA-NON is the lowest value and has better
performance among three models.

architecture with one fully-connected layer that leads to mak-
ing theWA ensemble model, the error rate is slightly less than

three fully-connected layers that generat the MLP ensemble
model.
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TABLE 5. A comparison of ERDeR model results based on combining shrinkage methods and MLP Ensemble approach on simulation dataset.

TABLE 6. A comparison of ERDeR model results based on combining shrinkage methods and weighted average ensemble approach on simulation dataset.

TABLE 7. A comparison of ERDeR model results based on combining shrinkage methods and simple average ensemble approach on simulation dataset.

Table 7 shows the obtained results based on combining
shrinkage methods and SA ensemble approach. In this model,
the SA-NON model outperforms the other two models, i.e.
SA-LASSO and SA-EN. The main reason for this issue is the
use of fully-connected layers in MLP and WA models where
weights are applied to the generated outputs by the CNN.
These weights construct non-linear combinations of features
and consequently generate non-linear probabilities of predic-
tions. As can be seen in Table 7, the MSE of 50 parallel DRs

in SA-NON, SA-LASSO, and SA-EN models are 0.04035,
0.04120, and 0.04106, respectively. In 30 and 40 parallel
DRs, this order is also established which shows that the error
of SA-NON is less than the two other combined methods
in all cases and it has better performance. This means that
increasing the number of DRs does not make change in the
performance of SA-NON model.

The bar plots of the obtained results for different models
in terms of RMSE criterion are given in Figure 7. As can be
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TABLE 8. A comparison of ERDeR model results based on combining shrinkage methods and MLP ensemble approach on boston house price dataset.

seen, applying shrinkage methods onMLP andWA ensemble
methods outperform the SA; while among the used shrinkage
methods, the EN performs better than LASSO. Further details
in Figure 7b indicate that the RMSE of 30 parallel DRs is
0.20232 in the WA-EN model and 0.2027 in the WA-LASSO
model. Moreover, in 40 and 50 parallel DRs, the RMSE is
equal to 0.20231 and 0.2021 in the WA-EN and 0.20274 and
0.20271 in the WA-LASSO. Therefore, it can be concluded
that the WA-EN model has less error and better performance.
In the SA, the RMSE of 30 parallel DRs is equal to 0.2005 in
the SA-NONmodel and 0.2028 and 0.2027 in the SA-LASSO
and SA-EN, respectively.

In addition, the RMSE of 40 and 50 parallel DRs is
equal to 0.2008 and 0.2004 in SA-NON model, is equal
to 0.20226 and 0.2025 in SA-LASSO, and 0.2019 and
0.20225 in SA-EN model, respectively. Consequently, it can
be inferred that the SA-NON model has better performance.
This shows that the ERDeR prediction model partly depends
on the type of ensemble methods. Besides, the performance
of shrinking methods depends on the type of methods, i.e.
LASSO and EN. Overall, the MLP and WA approaches in
combination with shrinkage methods and comparison with
non-shrinkage models show that automatically removing the
number of DRs increases the ERDeR accuracy.

C. REAL DATA ANALYSIS
In this section, the performance of the ERDeR model
by combining different shrinkage methods, and ensemble
approaches are described on three real datasets. The obtained
results will be given in three parts.

1) CASE STUDY 1: EXPERIMENT RESULTS ON BOSTON
HOUSE PRICE DATASET
The Boston House Price dataset is used to study the per-
formance of the proposed models. This dataset contains
506 observations and 13 variables whose response vari-
able is the median of the owner-occupied house price. The
data were first published by Harrison and Rubinfeld [89],
which is publicly available through the MASS package in R

(https://cran.r-project.org/package=MASS). Like simulation
section, first, the data are standardized using Equation (8).
Then, they are divided into training and test sets. 80% and
20% of the intended dataset are considered as training and
test sets, respectively. The training and test sets are selected
randomly by the network. The training set is used as a subset
of the initial observations to train the prediction models,
while the test set is used to validate and evaluate the model
accuracy.

Tables 8 and 9 indicate the great performance of com-
bining shrinking methods with MLP and WA ensemble
methods. 1D-CNN is used as a deep regression. To reduce
the number of DRs, the LASSO and EN are applied. These
methods eliminate ineffective DRs of the model by apply-
ing a penalty on the sum of squared errors and create the
most suitable model by reducing their number. This new
created model will be accompanied by increasing accuracy
and improvement. Therefore, combining these methods with
ensemble approaches, i.e. MLP and WA, can increase accu-
racy and improve the performance of the proposed new
model. Based on the presented results in Tables 8 and 9, it can
be seen that the best prediction is related to the MLP-EN and
WA-EN models with the least error in terms of MSE, RMSE,
MAE, and R2. The MLP method with three fully-connected
layers in combination with EN has the highest R2 and the
lowest MSE, RMSE, and MAE values than MLP-NON and
MLP-LASSO, respectively.

Moreover, it selects 28, 23, and 21 parallel DRs from 30,
40, and 50 parallel DRs, respectively. The MSE of MLP-
EN is equal to 0.1923, 0.1478, and 0.1505 in 30, 40, and
50 parallel DRs, respectively. Changing the ensemble method
and using WA can have better performance than MLP, which
can be seen in its result in Table 9. In this method, theWA-EN
model with one fully-connected layer by selecting 22, 20, and
36 parallel DRs from 30, 40, and 50 parallel DRs have better
performance, respectively. By contrast, using SA changes the
performance of the model. Unlike the two other ensemble
approaches, this one does not provide excellent performance
in combination with shrinkage methods, which can be due to
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TABLE 9. A comparison of ERDeR results based on combining shrinkage methods and weighted average ensemble approach on boston house price
dataset.

TABLE 10. A comparison of ERDeR model results based on combining shrinkage methods and simple average ensemble approach on boston house price
dataset.

the fully-connected layers and the non-linear possibilities in
the MLP.

According to the obtained results from this method, which
can be seen in Table 10, the MSE of SA-NON is equal
to 0.1944, 0.1933, and 0.1205 for 30, 40, and 50 parallel
DRs, respectively. Therefore, it has better performance than
SA-LASSO and SA-EN. Figure 8 illustrates the bar-plot of
applied different methods on the Boston house price dataset.
These diagrams represent the performance of the ERDeR
model based on the number of DRs, shrinkage methods and
ensemble approaches. As can be seen in Figures 8a and 8b,
combining shrinkage methods with MLP and WA ensemble
approaches significantly outperform significantly the SA.
Based on these plots, it can be stated that if the WA and MLP
are exploited as ensemble methods, the shrinkage methods
such as WA-LASSO, WA-EN, MLP-EN, and MLP-LASSO
will have better performance thanWA-NON andMLP-NON.
Figure 8c demonstrates the SA results indicating the better
performance of SA-NON. Further details of the SA indicate
that the RMSE of 30 parallel DRs is equal to 0.4365 in the
SA-NON and is 0.4476 in the SA-LASSOmodel. In addition,
the RMSE of 40 and 50 parallel DRs which is 0.4362 and

0.3472 in SA-NON has the best performance. Also, the
RMSE of 40 and 50 parallel DRs which is equal 0.4529 and
0.3957 in the SA-LASSO has the worst performance. There-
fore, it can be concluded that the SA-NON model has less
error and outperforms SA-LASSO and SA-EN.

2) CASE STUDY 2: EXPERIMENT RESULTS ON REAL ESTATE
VALUATION DATASET
To study the performance of the ERDeR model, the Real
Estate Valuation dataset is used. This dataset is from the UCI
machine learning repository and the original owner of this
dataset is Yeh and Hsu [32]. It consists of seven features from
which five features are selected including house age, distance
to the nearest MRT station, number of convenience stores in
the living circle on foot, latitude, longitude, the transaction
date, and house price of the select unit area as the independent
variable and house price of the unit area as the dependent
variable. Similar to the Boston House Price dataset, the data
are standardized using Equation (8). Then, it is separated into
training and test set. The sample size in the training set and
test sets is 332 (80%) and 82 (20%), respectively.

33374 VOLUME 12, 2024



Z. Farhadi et al.: ERDeR: The Combination of Statistical Shrinkage Methods and Ensemble Approaches

FIGURE 8. Bar-plot of comparison between three ensemble approaches and their combination with shrinkage methods on Boston House
Price dataset. Comparison of ERDeR is carried out with applying shrinkage methods and without them. (a) The RMSE value of MLP-EN and
MLP-LASSO on different numbers of DRs. The MLP-EN is the lowest value and has better performance among three models. (b) The RMSE
value of WA-EN and WA-LASSO on different numbers of DRs. The WA-EN is the lowest value and has better performance among three
models. (c) The RMSE value of SA-EN and SA-LASSO on different numbers of DRs. The SA-NON is the lowest value and has better
performance among three models.

TABLE 11. A comparison of ERDeR model results based on combining shrinkage methods and MLP ensemble approach on real estate valuation dataset.

Experiments indicate that the type of shrinkage meth-
ods and ensemble approaches has a significant impact on
model performance. Tables 11-13 show the obtained results
from the Real Estate Valuation dataset by different ensem-
ble approaches. Tables 11 and 12 show the performance of
the model in combination with ensemble approaches, i.e.

MLP, WA, and shrinkage methods, i.e. LASSO and EN.
To reduce the number of parallel DRs and improve the model
performance, the shrinkage methods are applied on base
learners. Additionally, as one of the ensemble methods, the
WA method has the best performance. Table 13 illustrates
the performance of the proposed model based on the SA
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TABLE 12. A comparison of ERDeR model results based on combining shrinkage methods and weighted average ensemble approach on real estate
valuation dataset.

TABLE 13. A comparison of ERDeR model results based on combining shrinkage methods and simple average ensemble approach on real estate
valuation dataset.

ensemble method. The performance of this model does not
improve by applying the shrinkage methods while the non-
shrinkage method shows better performance. As mentioned
in the previous sections, selecting the suitable ensemble
method can be an important factor in improving the model.

Various ensemble methods such as MLP, WA, and SA are
used to optimize and improve the model. Their performance
is displayed in Figures 9a, 9b, and 9c. Like the previous
dataset, LASSO and EN shrinkage methods in combination
with WA and MLP ensemble methods show the best perfor-
mance due to reducing and selecting appropriate the number
of DRs; while the SA method has an unsuitable performance.
As seen in Figure 9c, despite the use of shrinkage methods,
the SA cannot improve the model by reducing the number of
DRs. However, other ensemble methods have better perfor-
mance. After applying shrinkage methods, the WA approach
makes a better model than MLP. It means that MLP-EN and
WA-EN models have the best performance in comparison
with SA-EN.

3) CASE STUDY 3: EXPERIMENT RESULTS ON GOLD PRICE
PER OUNCE DATASET
In the third experiment, the Gold Price Per Ounce
dataset is used to describe the performance of the

proposed models. This data is publicly available on GitHub
(https://github.com/cominsys/Data_GPPO_01), which con-
sists of four features including high price, low price, open
price, close price, and 717 observations. The dataset is time
series data to convert it into a supervised learning problem,
the sliding window [90] method is used. This technique takes
as the following steps:

1) Determine the window size by length k.
2) Slid the window and shift forward one unit.
3) Continue the sliding until all windows are calculated.

In this research, we set the window size of length 10.
Eventually, 40 independent variables and 707 observations
were produced. Similar to the two previous datasets, the
preprocessing was accomplished to standardize data. Then,
it is separated into training and test set. The sample size in
the training set and test set is 567 (80%) and 140 (20%),
respectively.

In this proposed model, the effectiveness of shrinkage
methods such as LASSO and EN in combination with ensem-
ble approaches such as MLP, WA, and SA is considered.
The least value is related to WA-EN and MLP-EN models,
while MLP-NON and WA-NON are the highest error values.
By contrast, the least error value belongs to SA-NON in
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FIGURE 9. Bar-plot of comparison between three ensemble approaches and their combination with shrinkage methods on Real
Estate Valuation dataset. Comparison of ERDeR is carried out with applying shrinkage methods and without them. (a) The RMSE value of
MLP-EN and MLP-LASSO on different numbers of DRs. The MLP-EN is the lowest value and has better performance among three models.
(b) The RMSE value of WA-EN and WA-LASSO on different numbers of DRs. The WA-EN is the lowest value and has better performance
among three models. (c) The RMSE value of SA-EN and SA-LASSO on different numbers of DRs. The SA-NON is the lowest value and has
better performance among three models.

the SA. As a result, the effectiveness of shrinkage methods
in combination with MLP and WA models is higher than
other models. Additionally, we compare different shrink-
age methods including LASSO, EN, and compare them
with the non-shrinkage models based on different DRs.
The results show that amongst the shrinkage methods, the
EN has the best performance. More details are given in
Tables 14-16.

The accuracy of MLP and WA approaches in combination
with shrinkage methods and without them are illustrated in
Figures 10a and 10b.

The results of the MLP method show that the RMSE
after applying shrinkage methods on 30, 40, and 50 parallel
DRs reach from 0.013, 0.012, and 0.0082 in MLP-NON
to 0.00818, 0.00815, and 0.0078 in MLP-EN, respectively.
In the WA method, this reduction is maintained. In the SA,
applying the shrinkage methods not only do not improve the
model, but also increase the RMSE from 0.0078, 0.0077,
and 0.0072 in SA-NON to 0.0082, 0.0093, and 0.0098 in
SA-LASSO.

D. COMPARISON WITH PAST STUDIES
In ensemble models, the performance of the model mainly
depends on learners. Learners can be various algorithms, for
example, in RF, Bagging, Boosting, and XGboost, the Deci-
sion Tree is used as learner [87]. In this paper, we proposed a
new deep neural network that is used CNN algorithm as learn-
ers to increase the prediction accuracy by extracting more
relationships of features. Currently, DL methods, particularly
CNNarchitectures, have shown remarkable success in predic-
tion. One of the notable advantages of CNNs is their ability
to provide greater precision and improve system performance
due to unique features, such as local connectivity and shared
weights. Therefore, we decided to use CNN as a learner
in our proposed model. Another factor that can address the
model’s complexity and computational load problem is using
shrinkagemethods to reduce the number of learners in ensem-
ble models. These methods solve the overfitting problem by
removing ineffective learners from the model. The number
of learners and their type can affect prediction. Therefore,
we attempted to improve prediction by replacing CNN in
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FIGURE 10. Bar-plot of comparison between three ensemble approaches and their combination with shrinkage methods on Gold Price per
Ounce dataset. Comparison of ERDeR is carried out with applying shrinkage methods and without them. (a) The RMSE value of MLP-EN and
MLP-LASSO in different numbers of DRs. The MLP-EN is the lowest value and has better performance among three models. (b) The RMSE
value of WA-EN and WA-LASSO on different numbers of DRs. The WA-EN is the lowest value and has better performance among three
models. (c) The RMSE value of SA-EN and SA-LASSO on different numbers of DRs. The SA-NON is the lowest value and has better
performance among three models.

TABLE 14. A comparison of ERDeR model results based on combining shrinkage methods and MLP ensemble approach on gold price per ounce dataset.

the designed ERDeR model with DT in RF. This results in
a model with higher precision compared to previous models.

Tables 17 and 18 explore a comparative study between
the present study and other past proposed models. As can
be seen, our proposed model (ERDeR) works well compared

to the previous works in this field. In original RF algorithm,
as can be seen in Tables 17 and 18, the MSE value of RF
is larger than the other combined proposed models. One of
the reasons for this issue might be the type of learners. The
other reason can be the numbers of learners. To reduce the
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TABLE 15. A comparison of ERDeR model results based on combining shrinkage methods and weighted average ensemble approach on gold price per
once dataset.

TABLE 16. A comparison of ERDeR model results based on combining shrinkage methods and simple average ensemble approach on gold price per once
dataset.

error, Wang and Wang [64] used a LASSO regression for
tree selection of RF to automatically reduce the number of
trees and control overfitting. Boston Housing Price dataset
and Real Estate Valuation were used for training and testing,
achieving RMSE of 3.13296 in Boston Housing Price dataset
and 10.2755 in Real Estate Valuation.

The authors of [4] introduced a novel hybrid model called
RARTEN that combined EN and RF. The results revealed
a prediction with MSE of 9.7350 and MAE of 2.0906 on
Boston Housing Price dataset. Experimental results and other
penalized methods such as LASSO, Group Lasso, Adap-
tive Lasso demonstrated that RARTEN exhibits acceptable
performance.

The results of a work called ECAPRAF [5] based on
the combination of K-means clustering, RF, and penal-
ized methods on Boston Housing Price dataset and Real
Estate Valuation has 3.2218 and 5.5078 error value, respec-
tively. The use of K-means to identify homogeneous subset
of data resulted in a substantial improvement in the obtained
results.

In this study, by changing learners from decision tree
to deep regressions and replacing 1D-CNN instead of RF,

TABLE 17. Comparison of existing works with our proposed model on
boston housing price dataset.

a novel deep network was proposed. Additionally, different
structures of ensemble leaning methods like MLP and WA
were used instead of SA. By analyzing various metrics, it was
concluded that the proposed work shows better results than
other works in the literature. We used the same data for train-
ing and testing and achieved MSE, RMSE and MAE values
of 0.1505, 0.3879, 0.2750 for ERDeR-MLP-EN, respec-
tively. Comparing ERDeR-MLP-EN, ERDeR-WA-EN, and
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TABLE 18. Comparison of existing works with our proposed model on
real estate valuation.

ERDeR-SA-EN show that ERDeR-SA-EN with SA outper-
forms other two ensemble methods.

V. CONCLUSION AND FUTURE WORKS
In this study, a new hybrid model called ERDeR was
presented, which contains three phases including base regres-
sion, shrinkage, and ensemble phases. In the base regression
phase, the DRs were used as learners. In principle, in this
paper, the learners were made of deep CNN whose number
was equal to 30,40, and 50 parallel DRs. The next phase
of the proposed model was shrinkage phase. In this phase,
LASSO and EN methods were used to reduce the number of
DRs and eliminate ineffective ones. It can be said that these
methods operated as a pruner. Regarding the performance
of two shrinkage methods in combination with ensemble
methods, we can refer to the better performance of EN than
LASSO. In addition, three non-shrinkage models were com-
pared with new hybrid methods. The final phase of the model
was the ensemble phase in which DRs were concatenated in
the fusion phase and then aggregated using ensemble meth-
ods such as MLP, WA, and SA. Each method had different
structures for the ensemble. In MLP, three fully-connected
layers and the tanh activation functionwere used to non-linear
transformation of the output. In the WA, one fully-connected
layer and linear activation function were used for the linear
transformation of the output. And in the SAmethod, no fully-
connected layer was used and only SA was performed.

The obtained results showed that not only the type of
shrinkage and ensemble methods were effective in decreasing
the computational load in the test phase but also they achieved
great performance. Among the shrinkage methods, EN pro-
vided better performance than LASSO. Concerning ensemble
approaches, it can be referred to the better performance of
MLP and WA. The WA approach due to having one fully-
connected layer and performing a linear transformation on
output, can be a more suitable method than other ensemble
methods. In combining ensemble and shrinkage phases, WA-
EN and MLP-EN models had better performance and high
accuracy; while non-shrinkage methods did not have great
performance. In the SAmethod, the performance of SA-NON
was better than SA-EN and SA-LASSO. Therefore, SAwhich
had a different structure cannot be a suitable method to
improve the performance of the ERDeR model. The reason

for this could be the structural weakness of SA in which
simple averaging is used for the ensemble. Considering the
measure of changes in different methods on simulation data,
the reduction value of MLP and WAmethods in combination
with LASSO and EN, i.e. MLP-EN, MLP-LASSO, WA-
EN, and WA-LASSO, was approximately equal to 18% and
14%, respectively. While the SA method was accompanied
by almost 2% increase. This means that applying shrinkage
methods and reducing DRs in MLP and WA approaches
caused a decrease; while SA caused an increase. Regarding
the obtained results from the three real datasets, like the
simulation data, the WA and MLP approach in combination
with the LASSO and EN methods provided better results
than non-shrinkage models. By contrast, SA did not have
a suitable performance. Overall, it can be concluded that
the performance of shrinkage methods in combination with
different ensemble approaches and different learners is better
than non-shrinkage models.

As a future work, we will use deep forest algorithm instead
of 1D-CNNs as a learner instead of DRs in this study and
RF in [4] and [5]. In addition, different structure of ensemble
methods might be used instead of MLP, WA, and SA.
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