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ABSTRACT Wearing safety helmets can effectively reduce the risk of head injuries for construction workers
in high-altitude falls. In order to address the low detection accuracy of existing safety helmet detection
algorithms for small targets and complex environments in various scenes, this study proposes an improved
safety helmet detection algorithm based on YOLOv8, named YOLOv8n-SLIM-CA. For data augmentation,
the mosaic data augmentation method is employed, which generates many tiny targets. In the backbone
network, a coordinate attention (CA) mechanism is added to enhance the focus on safety helmet regions
in complex backgrounds, suppress irrelevant feature interference, and improve detection accuracy. In the
neck network, a slim-neck structure fuses features of different sizes extracted by the backbone network,
reducing model complexity while maintaining accuracy. In the detection layer, a small target detection layer
is added to enhance the algorithm’s learning ability for crowded small targets. Experimental results indicate
that, through these algorithm improvements, the detection performance of the algorithm has been enhanced
not only in general scenarios of real-world applicability but also in complex backgrounds and for small
targets at long distances. Compared to the YOLOvVS8n algorithm, YOLOv8n-SLIM-CA shows improvements
of 1.462%, 2.969%, 2.151%, and 3.549% in precision, recall, mAP50, and mAP50-95 metrics, respectively.
Additionally, YOLOv8n-SLIM-CA reduces the model parameters by 6.98% and the computational load
by 9.76%. It is capable of real-time and accurate detection of safety helmet wear. Comparison with other
mainstream object detection algorithms validates the effectiveness and superiority of this method.

INDEX TERMS Safety helmet detection, YOLOV8 algorithm, YOLOv8n-SLIM-CA, coordinate attention
mechanism, slim-neck.

I. INTRODUCTION

In work environments such as construction sites, tunnels, and
coal mines, wearing a safety helmet is one of the fundamental
requirements to ensure personnel safety. It effectively reduces
the risk of head injuries when construction workers fall from
heights, providing crucial protection [1], [2], [3]. Monitoring
whether individuals are wearing safety helmets as per regula-
tions relies on video data collected by cameras and assessed
through manual supervision. However, traditional monitor-
ing methods face increased labor costs, surveillance fatigue,
and subjective judgments. Therefore, the development of
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high-performance safety helmet detection algorithms holds
significant importance.

Safety helmet detection methods have been enhanced with
the continuous advancement of algorithms in computer vision
and improvements in computational capabilities. As a highly
regarded technology, deep learning has found widespread
application in safety helmet recognition. Compared to tra-
ditional methods, deep learning algorithms, especially the
YOLO series, have achieved a remarkable balance between
accuracy and speed [4]. However, Yolo-based safety helmet
detection methods still encounter challenges in achieving
high accuracy for small targets in complex backgrounds.
Complex environments may feature numerous interfering
objects, such as buildings and trees, making it difficult for
the algorithm to locate and identify safety helmets accurately.
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Additionally, safety helmets’ small and monochromatic fea-
tures make them susceptible to interference from other
objects in complex backgrounds, leading to misjudgments.
Complex backgrounds may also involve occlusion phe-
nomena, such as overlapping crowds and passing vehicles,
causing the safety helmet’s shape to be incomplete or partially
obscured, making it challenging for the algorithm to identify.

Since the introduction of the YOLO single-stage object
detection algorithm, it has garnered widespread attention
from industry scholars. In recent years, the YOLO algorithm
has undergone continuous optimization. In 2023, the Ultr-
alytics team proposed the YOLOVS version, which, while
meeting real-time requirements, exhibits high detection accu-
racy and a lightweight network structure suitable for object
detection.

The progress in object detection has inspired the develop-
ment of safety helmet detection methods using deep learning.
Numerous researchers assert that deep learning technology
represents a crucial avenue for tackling construction security
management challenges. YOLOvVS employs deep learning
technology, enabling it to learn and comprehend complex
visual features. This capability ensures robust execution
of helmet detection tasks under varying lighting, angles,
and background conditions. However, the current usage of
YOLOVS in safety helmet detection is limited, and its effec-
tiveness in detecting small targets in complex backgrounds
could be better. Therefore, based on the YOLOVS8 algorithm,
we optimized the model to enhance its accuracy, introduc-
ing the novel YOLOvV8n-SLIM-CA safety helmet detection
algorithm. The main contributions of this paper are as
follows:

(1) To enhance the small-scale safety helmet dataset and
substantially boost the algorithm’s detection accuracy, this
approach utilizes the mosaic data augmentation method.
By employing random augmentation and diverse scaling
techniques on the dataset, numerous small targets are gener-
ated. This deliberate augmentation and unpredictable scaling
contribute to strengthening the network’s overall robustness.

(2) This paper introduces the YOLOv8n-SLIM-CA model.
The model incorporates three key enhancements: the integra-
tion of a Coordinate Attention (CA) mechanism, the adoption
of a Slim-Neck structure, and the addition of a small target
detection layer. These improvements collectively strengthen
the model’s detection capabilities for complex background
objects and small targets.

(3) The model proposed in this paper is tested on the
SHWD dataset in comparison with various algorithms. The
results indicate that the algorithm surpasses other algorithms
in terms of detection performance. The algorithm exhibits
higher robustness in real-world scenarios and across different
working environments.

The remainder of the paper is organized as follows:
Section II describes the literature review. In Section III,
we discuss the model’s architecture. Section IV presents
the experimental analysis results and discussion. Finally,
we summarize and conclude our work in Section V.
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II. LITERATURE REVIEW

A. RELATED RESEARCH INTO THE SAFETY HELMETS
DETECTION

Traditional methods heavily rely on manually extract-
ing image features for detection algorithms. For instance,
Dahiya et al. [5] utilized local binary patterns, gradient his-
togram features, and scale-invariant feature transforms to
extract safety helmet features. They classified the wearing
status using a support vector machine (SVM). However,
the reliance on gradient histogram operators, primarily
intended for describing edge features, leads to relatively
high error detection rates when similar objects to hel-
met edge features appear in images. To address this issue,
Rubaiyat et al. [6] combined color features with CHT (Circu-
lar Hough Transform) features, achieving an 81% detection
accuracy. Park et al. [7] employed HOG (Histogram of
Oriented Gradients) features and then utilized SVM for
safety helmet detection. Mneymneh et al. [8] determined
helmet-wearing status through spatial information matching.
Nonetheless, these traditional methods exhibit poor robust-
ness and low real-time capabilities, limiting their use to
specific scenarios and failing to meet the dynamic demands
for real-time and versatile safety helmet detection.

B. DEEP LEARNING-BASED OBJECT DETECTION

In recent years, deep learning has emerged as a prominent
technology in machine learning, finding extensive applica-
tions in object detection. Compared to traditional methods,
deep learning holds significant advantages for safety hel-
met recognition. It leverages convolutional neural networks
(CNNis) to extract higher-level features, improving the accu-
racy and speed of safety helmet recognition.

Deep learning-based safety helmet detection techniques
fall into two primary categories: two-stage detection algo-
rithms based on candidate regions and one-stage detection
algorithms based on regression.

Two-stage detection algorithms generate a series of can-
didate boxes, extract features from each, and subsequently
use a region classifier for prediction. Girshick et al.’s region-
based convolutional neural network (R-CNN) [9] is used
for extracting image information. However, R-CNN needs
help generating candidate boxes with complex backgrounds,
potentially resulting in the loss of image information during
the feature extraction process. To address this, Girshick and
Ross [10] proposed Fast R-CNN, which replaced SPP-Net’s
spatial pooling layer, simplifying the network model and
saving computational resources. Nonetheless, region prun-
ing relies on selective search methods to generate interested
areas. In the same vein, Ren et al. [11] introduced Faster
R-CNN, employing a Region Proposal Network (RPN)
instead of traditional region prediction algorithms and
enhancing image robustness using fully connected layers.
However, faster R-CNN cannot share parameters among
multiple related regions in the second stage, adding computa-
tional burden. Furthermore, fully connected layers might lead
to information loss [12]. Due to their generation of numerous
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candidate boxes, two-stage detection algorithms have slower
detection speeds, failing to meet the real-time demands of
safety helmet detection on construction sites.

On the other hand, one-stage algorithms accomplish object
classification and position prediction in a single feature
extraction. The progress in one-stage detection has motivated
the development of a safety helmet detection technique. The
YOLO (You Only Look Once) algorithm, a popular one-stage
algorithm, has undergone improvements by various schol-
ars for safety helmet wear detection [13]. Modifications to
YOLOV3 involved enhancing the feature fusion steps, using
upsampling to blend high-level features with low-level ones.
Cheng et al. [14] replaced the original convolutional lay-
ers in YOLOv3-tiny with depthwise separable convolutions
and residual blocks, reducing parameter and computational
load while enhancing spatial pyramid pooling modules for
more feature extraction. Improvements in YOLOv4 [15]
employed a lightweight network to increase detection speed,
using the PP-LCNet lightweight network as the backbone
and employing depthwise separable convolutions to reduce
model parameters. Li et al. [16] reevaluated sample selection
methods in the YOLO series and introduced a Hierarchical
Positive Sample Selection (HPSS) mechanism during train-
ing, improving YOLOVS5’s fitting ability.

Additionally, inspired by target detection in continuous
frame videos, a post-processing algorithm based on box den-
sity effectively suppressed false detections. YOLO-M [17]
was introduced to tackle issues in helmet wearing detec-
tion algorithms, such as excessive parameters, high detection
interference, and low accuracy. It utilized MobileNetv3 for
feature extraction in YOLOvVS5s, reducing model parameters
and size. Bao et al. [18] integrated the C2F (a faster version
of the CSP Bottleneck with two convolutions) module and the
FE (FasterNet with EMA) module into the YOLOV8 network
architecture, creating a new attention mechanism module
named C2F-FE. This module enhances the model’s percep-
tion of safety helmet targets by fusing features from different
levels and incorporating attention mechanisms, simultane-
ously reducing computational expenses.

The YOLOv8 algorithm introduces new improvements
over YOLOVS, exhibiting outstanding performance in object
detection and achieving an unprecedented balance in accu-
racy and speed [19], [20]. Despite numerous scholars
enhancing YOLO algorithms for safety helmet detection, the
accuracy of single-stage algorithms could be higher when
detecting small objects or encountering complex background
interference. Therefore, urgent improvements are needed in
algorithms to achieve better performance for small objects in
complex environments.

However, in some current helmet detection algorithms,
two-stage algorithms have a large number of parameters
and slower detection speed, making it challenging to meet
real-time demands. Although one-stage algorithms are faster,
their accuracy is lower compared to two-stage algorithms,
especially in identifying small and dense targets. To address
these issues and achieve high accuracy and fast detection
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speed, this paper selects YOLOvS [18] as the base net-
work. The improved YOLOVS algorithm discards the original
feature fusion Neck structure and adopts the lightweight
Slim-Neck [30] as the feature fusion network, which is sig-
nificantly superior to other lightweight networks such as
Xception [28] and ShuffleNet [29] in terms of inference
latency and accuracy balance. Through these lightweight
improvements, the parameter count of YOLOVS is signifi-
cantly reduced. However, the enhancement from lightweight
improvements may lead to a decrease in accuracy and poor
performance in detecting small targets. Therefore, to mitigate
the impact of lightweight improvements without increas-
ing the parameter count, this paper adopts three methods.
First, the coordinate attention mechanism (CA) [27] is intro-
duced and added to the outputs of the backbone network,
allowing the network to acquire inter-channel information
and direction-related location information, aiding in better
target localization. Second, to address YOLOvV8’s subopti-
mal detection of small and dense targets, the detection head
is increased from three to four [31] to enhance the detec-
tion capabilities for these targets. Finally, Mosaic [21] is
employed to increase the number of small targets during the
training process.

Ill. YOLOv8n-SLIM-CA MODEL

The architecture of YOLOVS is illustrated in Figure 1.
YOLOVS replaces the C3 structure of YOLOVS with the more
gradient rich C2f structure. Different channel numbers are
adjusted for models of different scales, showcasing meticu-
lous fine-tuning of the model structure. No longer a set of
parameters applied universally to all models, this alteration
significantly enhances model performance. The employed
anchor-free detection method directly predicts the target’s
center point and aspect ratio, as opposed to predicting the
position and size of anchor boxes. This approach reduces
the number of anchor boxes, enhancing detection speed and
accuracy.

While YOLOVS is a versatile object detection algorithm,
it exhibits shortcomings in detecting small targets in complex
backgrounds. To address this issue, we propose an improved
algorithm based on YOLOvVS, named YOLOv8n-SLIM-CA.
YOLOV8n-SLIM-CA makes the following improvements:
the adoption of Mosaic data augmentation, incorporation of
an attention mechanism in the backbone network, utilization
of Slim-Neck in the neck network, and the addition of a small
target detection layer.

A. MOSAIC DATA AUGMENTATION

Mosaic data augmentation constitutes a pivotal technique
within the YOLOvVSs algorithm [21]. This approach randomly
selects four images, sequentially crops, concatenates them
clockwise, and ultimately scales them to the designated input
dimensions, generating novel sample input data. This strategy
enriches the target background, augments the quantity of
small targets, and balances the distribution among targets
of varying scales. Given the limited categories in the dataset
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FIGURE 2. Mosaic data augmentation. (a) Mosaic data augmentation was
applied to four images; (b) Mosaic data augmentation was applied to
nine images.

of this study and a training dataset comprising approximately
5000 images, the relatively modest dataset size necessitates
data augmentation to enhance the algorithm’s generalization
capability. As depicted in Figure 2, the mosaic data aug-
mentation approach has been expanded in this study from
concatenating four images to nine. This augmentation method
yields a considerable number of small targets, enriches the
dataset of safety helmet samples, and significantly enhances
the algorithm’s performance in detecting small scale safety
helmets [22], [23].

B. COORDINATE ATTENTION MODULE

This study introduces an attention mechanism to enhance the
accuracy of safety helmet detection in complex background
environments. Inspired by the human visual perception sys-
tem, the attention mechanism allows neural networks to
selectively focus on relevant parts of input data, thereby
improving the model’s performance in recognizing crucial
features [24].
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FIGURE 3. CA module.

In object detection tasks, attention mechanisms have
proven to enhance model performance by directing the
model’s focus towards important features and diminishing the
weight of irrelevant information, thereby improving recog-
nition accuracy. In this field, attention modules such as the
channel attention module (SENet) proposed by Hu et al. [25]
and the convolutional attention module (CBAM) introduced
by Woo et al. [26] have been widely applied. However, to cap-
ture long distance dependencies more effectively and retain
precise positional information, this paper introduces the CA
module [27]. The CA module divides the attention mech-
anism into two parallel one dimensional feature encoding
processes (in the x and y directions), effectively consol-
idating spatial coordinate information into the generated
attention map, thereby enhancing the model’s performance.
The schematic diagram of the CA attention module is illus-
trated in Figure 3. Co-ordinated attention encodes channel
relationships and long-term dependencies through precise
positional information, involving two steps: coordinate infor-
mation embedding and coordinate attention generation.

1) EMBEDDING OF COORDINATE INFORMATION
Global pooling methods are commonly employed to channel
attention to encode global spatial information. However, this
approach compresses global spatial information into chan-
nel descriptors, making it challenging to preserve positional
information. In order to facilitate the attention module in
capturing distant spatial interactions with precise positional
information, the CA module decomposes global pooling into
a pair of one-dimensional feature encoding operations.
Specifically, for a given input feature map X with dimen-
sions CxHxW, we utilize pooling kernels of sizes (H,1) and
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(1, W), coding along the x and y directions of each channel
in the input feature map to acquire positional information
in the horizontal and vertical directions. The computation is
expressed as formulas 1-2:

zf(h)=% Z X (h, 1) (1)
0<i<W

2 (w) =% Z Xe (G, w) 2)
0<j<H

In the equations, zf} (h) represents the horizontal projection
of the (c)-th channel in the matrix. It involves summing the
elements of each row in the (c)-th channel and dividing by
the width (W) of the matrix to obtain the average. Similarly,
Z¥ (w) signifies the vertical projection of the (c)-th channel in
the matrix. This entails summing the elements of each column
in the (c)-th channel and dividing by the height (H) of the
matrix to obtain the average.

These two transformations enable the attention module to
capture long-term dependencies along one spatial direction
while preserving precise positional information along another
spatial direction. This capability aids the network in more
accurately locating the regions of interest within the target,
enhancing its overall performance.

2) THE GENERATION OF COORDINATE ATTENTION

After embedding transformation of the information, the
concatenated results of formulas (1) and (2) undergo convo-
lutional transformation to derive the attention map, computed
as depicted in formula (3):

[ =38F (12", 2]) 3)

In this expression, f signifies the feature map of spa-
tial information across horizontal and vertical dimensions. &
represents a non-linear activation function. | denotes the
concatenation of pooled results. The CA attention mecha-
nism significantly enhances the neural network’s precision
with minimal additional computational overhead. To bolster
the extraction capability of safety helmet features, we inte-
grated the CA attention mechanism just before the SPPF
layer in the backbone network of YOLOVS. The structural
modifications, pre- and post-improvement, are illustrated in
Figure 4.

As shown in Table 1, we integrated the SE, CBAM, and
CA modules into the YOLOv8n algorithm, comparing their
respective accuracies. We observed a significant improve-
ment in detection accuracy with the CA module. It achieved
the highest mAP@0.5 of 93.143% and concurrently the high-
est mAP@0.5:0.95 of 59.625% (mAP calculation detailed
in formula 8). Figure 5 illustrates the results of different
attention mechanisms’ heatmaps. The outcomes indicate that
the heatmap with the CA module exhibits broader coverage,
a stronger focus on targets, and mitigates interference from
complex backgrounds.
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FIGURE 4. Addition of the CA attention mechanism to the backbone
network.

TABLE 1. Comparison of YOLOv8n with three different attention
mechanisms.

Algorithm P(%) R(%) mAP mAP
@0.5(%)  @0.5:0.95(%)
YOLOvV8n 0.92411 0.8587 0.9221 0.58215
YOLOv8n+SE 0.91023  0.84991 0.91372 0.56497
YOLOv8n+CBAM  0.9227  0.86261 0.92526 0.58444
YOLOv8n+CA 0.92902  0.86654  0.93143 0.59625

C. SLIM-NECK STRUCTURE

In the YOLOvV8n algorithm, many standard convolutions and
C2f modules are utilized to enhance accuracy. However, this
comes at the cost of reduced speed and increased model
parameters. The Slim-Neck structure is employed to fuse
features extracted from different-sized feature maps in the
backbone network to mitigate model complexity while main-
taining accuracy.

To lightweight the network, depthwise separable convo-
lutions (e.g., Xception [28] and ShuffleNet [29]) have been
proposed to address the computational cost of standard con-
volutions effectively. However, these lightweight methods
often sacrifice detection accuracy. GSConv [30] combines
spatial convolutions (SC), depthwise separable convolutions
(DSC), and Shuffle operations, achieving a computational
cost of only 60% to 70% compared to standard convolutions
while maintaining competitive performance. To enhance the
model, this paper opts to replace the standard convolutions in
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FIGURE 5. Compared the heatmaps after incorporating three different
attention mechanisms. (a) Original image; (b) YOLOv8n + SE heatmap;
(c) YOLOv8n + CBAM heatmap; (d) YOLOv8n + CA heatmap.
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FIGURE 6. GSConv convolution operation.
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FIGURE 7. VoV-GSCSP structure.

the neck layer with GSConv and introduces the VoV-GSCSP
module [30] based on GSConv. The detailed structures of
GSConv and the VoV-GSCSP module are depicted in Figure 6
and Figure 7.

The Slim-Neck structure replaces traditional convolutional
networks with the lightweight GSConv. While GSConv’s
computational cost is approximately 60% to 70% of standard
convolutions, its contribution to the model’s learning capac-
ity is comparable. A one-shot aggregation method is also
introduced to design the cross-level part network (GSCSP)
module, VoV-GSCSP. The VoV-GSCSP module effectively
reduces computational and structural complexity while main-
taining adequate accuracy.

As shown in Figure 8, in the neck design, VoV-GSCSP
is employed instead of the traditional CSP, embedding the
Slim-Neck module into the YOLOvS8 Neck network. The
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TABLE 2. YOLOv8n performance comparison with the slim-neck structure.

Algorithm FLOPs (GB)  Parameters (MB)  Speed (ms)
YOLOv8n 8.2 3.01 2.1
YOLOv8n+Slim-
7.4 2.80 1.9
Neck

Slim-Neck module is explicitly constructed for object detec-
tion tasks, serving as a feature fusion module. Its design aims
to enhance model speed and efficiency by reducing network
parameters and computational load. The module operates
by adding low dimensional feature maps to input feature
maps, followed by convolutional operations to extract richer
semantic information, effectively boosting model speed and
efficiency. Table 2 illustrates that the YOLOv8n algorithm
with Slim-Neck reduces FLOPs by 9.76%, parameters by
6.98%, and increases speed by 9.52% compared to the origi-
nal YOLOvS8n algorithm.

D. ADDING A SMALL TARGET DETECTION LAYER

In practical construction scenarios, personnel are distributed
across various locations on the worksite. The safety hel-
mets in an image may exhibit various scales, particularly
in images containing densely packed targets, encompassing
large, medium, and small scales [31]. To address the detec-
tion of small objects in complex scenes, we augmented the
original YOLOv8n algorithm by introducing a small object
detection layer, thereby increasing the number of detection
layers to four. Adding these layers facilitates the extraction of
more scale specific feature information [32], enhancing the
model’s ability for multiscale learning in intricate environ-
ments. This, in turn, enables improved learning of multilevel
feature information, ultimately enhancing the model’s detec-
tion performance.

The original YOLOVS detection layer outputs feature maps
of three sizes: 20 x 20, 40 x 40, and 80 x 80. However,
effective detection becomes challenging when the targets
wearing safety helmets are too small. Therefore, based on
the original YOLOv8n model in this study, we introduced
a small object detection layer with a size of 160 x 160 to
enhance sensitivity to small objects. As illustrated in Figure 8,
we extracted features from the output of the leading network’s
P2, P3, P4, and P5 layers in the YOLOv8n-SLIM-CA model
and achieved feature fusion through the Slim-Neck network
at the neck level. Finally, we added the small object detection
layer at the output layer [32]. Despite a slight increase in
computational load due to this enhancement, it significantly
elevated the YOLOv8n-SLIM-CA model’s performance in
small target detection, effectively reducing false positives and
negatives across different scales.

E. THE ARCHITECTURE OF YOLOV8N-SLIM-CA

The overall structure of our improved model is depicted in
Figure 10. We introduced a CA attention mechanism and
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Slim-Neck

FIGURE 8. Slim-neck embedded in YOLOv8n structure.
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FIGURE 9. Adding a small target detection layer (indicated by a red
background box).

a small object detection layer into YOLOv8n to enhance
the interaction and expressive capability of different level
features. Employing GSConv convolution and Slim-Neck
paradigm design allowed us to reduce the model’s compu-
tational and parameter load, thereby enhancing the model’s
operational efficiency.

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION

A. DATASET

In deep learning research, the caliber of the dataset pro-
foundly influences the quality of the network model.
This study employs the Safety Helmet Wearing Dataset
(SHWD) [33], [34], [35], comprising 7,581 images
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FIGURE 10. YOLOv8n-SLIM-CA network structure.

sourced from diverse application scenarios, accessible
online at https://github.com/njvisionpower/Safety-Helmet-
Wearing-Dataset.

The dataset is randomly partitioned into training, valida-
tion, and test sets in a 7:2:1 ratio to assess the model. During
training, all images undergo mosaic data augmentation. The
dataset encompasses targets of various scales within safety
helmet images, including large, medium, and small-scale
objectives across diverse scenarios. The data is formatted into
YOLO standards and categorized into two classes (head with-
out safety helmet and helmet with safety helmet), providing
bounding box coordinates for target positions. As depicted in
Figure 11, dataset analysis and visualizations reveal a slight
imbalance in inter-category sample distribution, addressed
during the mosaic data augmentation phase. In Figure 11 (c),
where x and y represent the center coordinates of the tar-
get box, darker colors indicate denser distributions of target
box centers. Figure 11(d) illustrates the width and height,
denoting the dimensions of the targets in the images. The
dataset exhibits a relatively uniform object distribution, with
a significant proportion of medium to small-sized objects
and instances of object occlusion, aligning with real world
scenarios.

B. EXPERIMENTAL SETUP AND EVALUATION METRICS

For experimentation, the PyTorch 2.10 deep learning frame-
work was employed. The experimental environment featured
an Intel Core i5@2.90 GHz processor, 32 GB of memory,
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and the Ubuntu 18.04 operating system. Training accelera-
tion utilized an NVIDIA GeForce RTX 3080 Ti. The Adam
optimizer was employed with an initial learning rate of 0.01,
a momentum parameter of 0.937, a weight decay of 0.0005,
and a warmup learning rate for the first three epochs to mit-
igate early-stage overfitting. Following the warm-up phase,
a cosine annealing schedule was applied to update the learn-
ing rate. Training occurred over 100 epochs, with image pixel
dimensions set at 640 x 640 for training and testing.

Model performance evaluation utilized precision (P), recall
(R), and mean average precision (mAP) as critical met-
rics. Precision gauges the accuracy of model detections (i.e.,
positive predictive value), while recall assesses the com-
prehensiveness of model detections (i.e., sensitivity). Single
class precision is calculated using integral methods, consid-
ering precision-recall curves and the area enclosed by the
axes. The mAP value, obtained by summing individual class
precision and dividing by the number of classes, is generally
computed at an intersection over union (IOU) of 0.5, denoted
as mAP@0.5 [36]. The formulas for parameter metrics are
presented in Equations 4-8:

Lo ANB @
IoU = AUB
. TP
Precision = ——— @)
TP 4 FP
TP
Recall = —— 6)
TP 4+ FN
1
AP=/ P(r)dr @)
0
N
N Ap
mAP = —zlj] b ®)

In the given expressions, A and B denote the sets of
predicted and actual bounding boxes in the given expres-
sion, respectively. TP (true positive), FP (false positive),
and FN (false negative) represent the quantities of correctly
predicted, incorrectly predicted, and missed safety helmet
targets, respectively. P(r) signifies the smoothed precision-
recall curve, and integrating it yields the area under the
smoothed curve. N denotes the number of detection classes,
set to 2 in this context, corresponding to the classes of
detected and undetected safety helmets. Ap ; denotes the pre-
cision of the i-th class, where i is the index. The proximity of
predicted and actual bounding boxes is determined by 10U,
with IOU set to 0.5. Average precision (AP) is computed for
each class at IOU 0.5, and the mean AP (mAP) is obtained
by averaging across all classes. Detection results with an /OU
greater than 0.5 are correct, and the corresponding mAP value
is labeled mAP@0.5. mAP@0.5:0.95 represents the average
mAP across different /OU thresholds (from 0.5 to 0.95, with
a step size 0.05).

Additionally, model complexity is measured through
parameters and floating-point operations (FLOPs), while
speed detection time is used to compare and assess the
model’s detection speed.
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C. MODEL TRAINING

To validate the improvement of the proposed algorithm,
YOLOV8n-SLIM-CA, we conducted model training using
the same training set and hyperparameters as the original
YOLOVS8n algorithm. Figure 14 illustrates the final mAP @50
curve and loss curve for comparison. Figure 12(a) shows that
the mAP@0.5 of the YOLOv8n algorithm stabilizes around
0.89 after approximately 30 iterations and reaches 0.922 after
100 iterations. In contrast, the proposed improved algorithm,
YOLOvV8n-SLIM-CA, achieves a mAP of 0.91 or higher after
around 18 iterations and ultimately reaches 0.944.

Figure 12(b) shows the overall loss comparison, with the
YOLOv8n model dropping to 3.31 after about 40 iterations
and converging to 2.97. The improved algorithm reduces the
loss to 3.12 after approximately 30 iterations and converges
to 2.78.

Compared to YOLOv8n, the improved algorithm
YOLOV8n-SLIM-CA not only performs better in terms of
accuracy but also exhibits superior convergence speed.

D. ABLATION EXPERIMENT

As shown in Table 3, eight data sets were trained and com-
pared. The original YOLOvVS8n algorithm is the baseline,
and “+” indicates mixed module improvements. The results
indicate that the original YOLOv8n algorithm achieves pre-
cision, recall, mAP50, and mAP50-95 of 92.411%, 85.87%,
92.21%, and 58.215%, respectively. With each improvement,
there is a noticeable enhancement in metrics. The simultane-
ous application of all four improvement modules yields the
best results. Compared to the baseline algorithm, precision,
recall, mAP50, and mAP50-95 increase by 1.462%, 2.969%,
2.151%, and 3.549%, respectively, further validating the
feasibility of the improved algorithm. Ablation experiment
results demonstrate that the combined use of improvement
modules can enhance precision, recall, and mAP values, fur-
ther optimizing algorithm performance.

E. COMPARISON OF DETECTION ALGORITHMS

In order to comprehensively evaluate the performance
of the enhanced algorithm in the task of safety hel-
met detection, we employed a consistent experimental
platform on the same dataset. The proposed YOLOvS8n-
SLIM-CA model was trained alongside existing object
detection algorithms, including SSD (VGG), YOLOvV5n,
YOLOVSs, YOLOv5m, YOLOv5m, YOLOv8m, YOLOVSs,
YOLOv8m, YOLOvVSI, YOLO-M [17], PG-YOLO [37]
and YOLOvVS5s-Improved [38]. The corresponding perfor-
mance statistics are presented in Table 4. The correspond-
ing performance statistics are presented in Table 4. The
YOLOvV8n-SLIM-CA algorithm performs better than the
original YOLOvS8n algorithm in terms of both param-
eters and mAP when inference speed is comparable.
The improved YOLOv8n-SLIM-CA has 2.12% and 4.32%
increases in the mAP@(.5 and mAP@0.5:0.95, respec-
tively, compared to YOLOvS5s-Improved [38]. It also has
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FIGURE 11. Visualization results of the training data. (a) Histogram illustrating the number of
instances for each category; (b) Distribution of bounding boxes for all data; (c) Histogram of x
and y variables, displaying the spatial distribution of the dataset; (d) Histogram of width and
height variables illustrating the dataset’s distribution.
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FIGURE 12. Comparison of mAP and loss between YOLOv8n and YOLOv8n-SLIM-CA. (a) mAP(%). (b) loss.

a 2.32M and 4.7ms decrease in the model parameters evident that the YOLOv8n-SLIM-CA model, an improve-
and inference speed, respectively. Upon comparison, it is ment upon YOLOvS8n, exhibits an inevitable increase in
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TABLE 3. Comparative analysis of ablation experiments.

Algorithm P(%) R(%) mAP MAP
@0.5(%) @0.5:0.95(%)
YOLOv8n 0.92411 0.8587 0.9221 0.58215
YOLOvS8n + Mosaic 0.92715 0.85862 0.92372 0.59011
YOLOVS8n + Adding small target layer 0.92907 0.86574 0.93265 0.60054
YOLOv8n + CA 0.92902 0.86654 0.93143 0.59625
YOLOvS8n + Slim-Neck 0.92153 0.85819 0.92227 0.58685
YOLOv8n + Mosaic +CA 0.93451 0.87081 0.93631 0.6096
YOLOvVS8n + Mosaic + Adding small target layer + Slim-Neck 093113 0.88367 0.93974 0.61215
YOLOvV8n + Mosaic + Adding small target layer + Slim-Neck + CA (YOLOv8n-SLIM-CA) 0.93873 0.88839 0.94361 0.61764
TABLE 4. Performance comparison of improved algorithms and existing object detection algorithms.
Algorithm FLOPs (GB) Parameters (MB) mAP @0.5(%) mAP @0.5:0.95(%) Speed (ms)
SSD(VGG) 28.7 12.3 0.90186 0.55685 2.9
YOLOvVSn 4.1 1.9 0.91674 0.58047 1.9
YOLOVS5s 15.9 7.1 0.92015 0.58088 2.5
YOLOv5m 48.1 21.0 0.93098 0.5948 42
YOLOvSI 107.9 46.0 0.93947 0.6158 7.4
YOLOv8n 8.2 3.01 0.9221 0.58215 2.1
YOLOVS8s 28.3 11.1 0.93165 0.5976 2.9
YOLOv8m 78.5 25.7 0.93723 0.60955 4.5
YOLOvSI 165.1 432 0.94118 0.61407 53
YOLO-M [17] - 5.5 0.9387 - -
PG-YOLO [37] - 0.63 0.933 - 329
YOLOvS5s-Improved [38] - 5.06 0.924 0.592 7.0
YOLOv8n-SLIM-CA 11.3 2.74 0.94361 0.61764 2.3

FIGURE 13. Comparison of the detection performance for small objects in various complex scenarios between YOLOv8n and YOLOv8n-SLIM-CA (the first
row represents the detection results of YOLOvS, and the second row represents the detection results of YOLOv8n-SLIM-CA). (a) Small targets with
complex backgrounds; (b) Densely packed small targets; (c) Small targets at the edge; (d) Distant and small targets.

FLOPs computational complexity. However, there is a comparable performance in terms of mAP @0.5 and mAP
notable decrease in the parameter count. When com- @0.5:0.95 while showcasing a significant reduction in both
pared to YOLOvVS], YOLOv8n-SLIM-CA demonstrates FLOPs computational complexity and parameter count. This
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FIGURE 14. Comparison of the detection performance in various real-world application scenarios between YOLOv8n and YOLOv8n-SLIM-CA (the first
row represents the detection results of YOLOv8, and the second row represents the detection results of YOLOv8n-SLIM-CA). (a) Open outdoor spaces;
(b) Construction sites; (c) The power industry; (d) Mines; (e) Engineering operations; (f) Traffic safety.

translates to a noticeable improvement in computational
speed. These findings indicate that the YOLOv8n-SLIM-
CA algorithm has achieved a commendable balance between
model light weighting and algorithmic performance, surpass-
ing some standard algorithms.

F. CASE ANALYSIS

Figure 13 visually compares the algorithm’s detection results
more intuitively. The first row of images represents the
detection results of the original YOLOv8n algorithm, while
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the second row depicts the results of the YOLOv8n-SLIM-
CA algorithm. As illustrated in Figure 13(a), in complex
backgrounds, the YOLOv8n-SLIM-CA algorithm accurately
identifies all objects, whereas YOLOvV8n exhibits three
missed detections, high-lighted by yellow boxes. The original
algorithm suffers from significant missed detections in com-
plex backgrounds, yet YOLOv8n-SLIM-CA demonstrates
precise identification of small targets in such scenarios,
accompanied by an enhancement in confidence scores.
In Figure 13(b), for densely packed and overlapping small
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targets, the YOLOv8n-SLIM-CA algorithm correctly identi-
fies them, while YOLOv8n shows suboptimal performance,
failing to detect a person with a partially obscured safety
helmet. Figure 13(c) showcases the YOLOv8n-SLIM-CA
algorithm’s ability to identify small targets with partial
occlusion, rectifying the missed detections of the origi-
nal YOLOVS8n algorithm on the left side without safety
helmets. Moreover, it assigns higher confidence scores to
each target category. In Figure 13(d), for distant small
targets, the YOLOv8n-SLIM-CA algorithm successfully
identifies all, while YOLOvS8n erroneously identifies the
black camera on the right as an uncovered safety helmet
(head).

The shortcomings of the YOLOv8n algorithm in the
detection results of Figure 13 can be attributed to vari-
ous factors. In Figure 13(a), the missed detections of the
two individuals are due to their posture changes, crouching,
and bending, leading to significant morphological varia-
tions. The missed detection on the right is mainly caused
by partial occlusion from the person in front, a complex
background, and a small target size. In Figure 13(b), the
missed detections are primarily a result of severe target
occlusion. Figure 13(c) features targets at the left edge of
the image, resulting in missed detections due to incomplete
target visibility. The error in Figure 13(d) misclassifying the
camera as a target is mainly due to the camera’s morphol-
ogy sharing some resemblance with the target. Especially
in scenarios involving small targets, the likelihood of mis-
judgment in-creases. From the results, it is evident that
YOLOvS8n lacks robustness in complex backgrounds and
with small targets. The YOLOv8n-SLIM-CA model exhibits
enhanced generalization capabilities in complex backgrounds
and scenarios involving small targets, effectively reducing
missed and false detections in dense and occluded small
targets.

As illustrated in Figure 14, we substantiated the detection
efficacy of the proposed algorithm in diverse environments
and workplaces, including open outdoor areas, construction
sites, the power industry, mines, engineering operations and
traffic safety. In Figure 14 (a) and Figure 14 (b), instances
of missed or erroneous detections were observed in both
YOLOVS8n algorithms. In Figure 14 (c) to Figure 14 (f), both
YOLOVS8n and the proposed YOLOv8n-SLIM-CA algorithm
accurately identified the targets. Notably, the proposed
algorithm consistently demonstrated higher confidence in its
detections compared to YOLOv8n.

In summary, compared to YOLOv8n, the proposed
algorithm’s detection performance has significantly improved
through strategic enhancements. Notably, it now excels
not only in common real-world scenarios but also demon-
strates heightened effectiveness in complex backgrounds
and for detecting small targets at extended distances. These
refinements represent a substantial leap in the algorithm’s
capabilities, ensuring superior performance across diverse
settings and addressing challenges posed by intricate envi-
ronments and remote targets.
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V. CONCLUSION

With the continuous advancement of deep learning tech-
nology, its positive impact on helmet wearing detection for
enhanced workplace safety is evident. However, existing hel-
met detection models face challenges in recognizing small
targets and complex backgrounds. This study proposes and
implements an improved algorithm named YOLOv8n-SLIM-
CA to address these issues. Through a series of comparative
and ablation experiments, the following conclusions are
drawn:

Adopting the Slim-Neck structure for feature fusion in
the backbone network significantly reduces the model’s size
and computational load. Specifically, FLOPs decreased by
9.76%, parameters decreased by 6.98%, and speed improved
by 9.52%, with minimal compromise on accuracy. Hence,
the Slim-Neck structure proves to be an excellent lightweight
module.

Secondly, introducing Mosaic data augmentation, a small
target detection layer, and the CA module effectively
improves accuracy. Mosaic data augmentation enriches the
dataset with small scale helmet samples; the small target
detection layer aids the model in focusing on multiscale fea-
tures, especially for small sized targets, thereby enhancing the
accuracy of small target helmet detection. The CA attention
module outperforms SE and CBAM attention mechanisms,
allowing more focused attention on crucial regions and reduc-
ing interference from complex backgrounds.

In summary, the proposed YOLOv8n-SLIM-CA algorithm,
compared to the YOLOvS8n algorithm, achieves a 2.151%
improvement in mAP@0.5, reaching 94.361%. Its detection
performance surpasses other algorithms in scenarios involv-
ing small targets, dense targets, and complex environments.
This algorithm meets real-time and accuracy requirements for
helmet detection and has low computational demands, with
11.3GB FLOPs, 2.74MB parameters, and 2.3 ms inference
speed. It is suitable for deployment on mobile and edge
devices, making it applicable for monitoring construction site
videos and having broad applications in the industrial sector.
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