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ABSTRACT This study presents a comparative analysis of multiple nature-inspired algorithms for solving
the non-polynomial Optimal Power Flow (OPF) problem. Through numerical evaluations, we assess their
performance across diverse objective functions, addressing complexities such as multi-fuel sources, valve
point effects, and prohibited zones. The study involves the implementation of different nature-inspired
heuristics and variants of the differential evolution algorithm to analyze their efficacy in solving the OPF
problem within the context of large networks, specifically IEEE-30 and IEEE-57. The objectives of this
research are threefold: (i) to determine the most effective nature-inspired algorithms for each case under
consistent constraints, initial conditions, and using optimized parameters, (ii) to assess the success rate of
penalty-vanishing terms concerning the penalized function versus the actual objective function, and (iii) to
explore the impact of minor variations within a network on the behaviors, results, and profiles of penalty-
vanishing terms. Utilizing a low-high sorting ranking method, considering mean, maximum, and minimum
values for result computation and sorting, we identify the optimal algorithm among all those assessed for
various objective functions, alongside assessing the success rate of penalty-vanishing terms. Our findings
reveal that the differential evolution algorithm best version (DEAB) emerges as the most valuable solution.

INDEX TERMS Nature-inspired algorithms, optimal power flow, optimization, penalty-vanishing terms,
success rate.

I. INTRODUCTION
The Optimal Power Flow (OPF) problem is the most used
to analyze an electric network to obtain efficient operation
conditions with the lowest cost [1] or the minimum power
loss [2] with classical optimization approaches [3]. Since
the 90s, this problem has been analyzed with nature-inspired
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approving it for publication was Ali Raza .

algorithms [4], and since then, the trend has been strength-
ened to obtain different ways of improving the performance
of electric networks. Most of the work in the literature is
mainly focused on reducing the monetary costs (in $/h), the
power losses (in MW), the pollutant emissions (in ton/h), the
voltage instability (in p.u.), combinations of these factors,
among other applications [5].

In this study, we explore several established nature-inspired
algorithms applied to address the Optimal Power Flow (OPF)
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problem, aiming to conduct a comparative analysis. Our
research contributes to the field in the following ways:
firstly, by identifying which of the tested nature-inspired
algorithms perform best for each case under consistent
constraints and initial conditions; secondly, by assessing
the success rate of the penalty-vanishing process within the
penalized function concerning the actual objective function;
and lastly, by delving into how even slight variations within
a given network can result in divergent penalty-vanishing
behaviors, outcomes, and profiles. Our evaluation includes
four variants of the Differential Evolution (DE) algorithm,
alongside other well-established nature-inspired algorithms:
Particle Swarm Optimization (PSO) [6], Teaching Learning
Optimization (TL) [7], Bio-geographical Based Optimization
(BBO) [8], and Artificial Bee Colony Optimization (ABC)
[9]. The comparative evaluation of these algorithms via
numerical experiments using optimized parameters is, to the
best of the authors knowledge, entirely novel, challenging to
execute, and significantly useful. Each algorithm is tailored to
address standard objective functions and optimal parameters
as documented in existing literature for OPF problem solving.
Employing the methodology outlined by Castañón et al. [10],
we rank the tested nature-inspired algorithms through a
low-high sorting ranking. Additionally, we calculate a suc-
cess rate ranking to identify the best-performing algorithm.
This provides a baseline to determine the behaviors of the
analyzed meta-heuristics before using them in more elabo-
rated scenarios where valve-point loading effects, prohibited
operating zones, and similar conditions are considered.
Each meta-heuristic is evaluated on the success rate of
penalty-vanishing functions and by the mean, minimum,
and maximum values obtained. It is well-known that the
classic/analytical optimization methods (Lagrange, Linear
Programming, etc.) are not able to hold problems with non-
convex/non-smooth nature or they have non-differentiable
points, especially where multi-fuel sources, prohibited
operating zones, and valve point effects are included [11].
This work is organized as follows: Section II presents the

state of the art related to OPF. Section III shows a description
and the mathematical statement of the OPF. Section IV
presents a detailed description of the objective functions
to be used and their versions with penalization factors.
Section V describes the DE algorithm and its variants tested
throughout this manuscript. Section IX describes the electric
networks tested as given scenarios. Section VI describes the
methodology to apply the used nature-inspired algorithms to
the scenarios described in Section IX. Section VII describes
the results obtained with the nature-inspired algorithms to
determine the ranking. Section VIII presents a discussion
of the results, and finally, Section IX summarizes the
conclusions and open problems.

II. STATE OF THE ART
This section reviews some of the different applications and
research in OPF andmeta-heuristics. The nomenclature of the

TABLE 1. Nomenclature of the objective functions.

objective functions and definitions mentioned in this paper
are shown in Table 1. Please refer to Table 2 at the end of this
section for a summary of the review presented next.

In prior work, Osman et al. [12] used a classical genetic
algorithm (GA) on a 6-bus example [13] to determine the
MC of the network. Pérez-Guerrero et al. [14] introduced
a multi-objective version of DE that considers costs, V/P
effects and the PE, within the IEEE-30 network, employing
DE/best/2/bin as the variant. Yang et al. [15] explored
different DE versions for optimizing a combination of PL
and VSLI objective functions and introduced a DE variant
with fitness sharing, validated against Schwefel’s Function.
All these DE variants were tested on the IEEE-57 network.

Noman and Iba [16] conducted a comprehensive study to
analyze the impact of various parameters on standard DE
versions when applied to objective functions involving MC,
PWQC, and V/P. Notably, they introduced non-conventional
electric networks (SYS-1 to SYS-5) for their analysis,
encompassing small, medium, and large electric networks,
distinguishing their work from prior studies.

Abou et al. [17] used a classical DE approach, similar
to Abido [18]; to tackle a range of objective functions,
including MC, MC with VP, MC with VSLI, and PWQC.
Their testing was performed on the IEEE-30 network,
varying populations (e.g., 10, 50, and 100) and introducing
compensatory shunt elements at specific positions. They
also conducted a complementary study [19] focused on PL,
VP, and VSLI problems, evaluating each objective function
independently. Additionally, Bhattacharya et al. applied BBO
to the IEEE-30 network, addressing six objective functions,
such as MC, VP, VSLI, PWQC, MC with VP, and MC with
VSLI.

Amjady and Sharifzadeh [20] introduced a multi-objective
robust DE variant to address POZ in the presence of
V/P effects and multi-fuel options. They enhanced DE
by incorporating auxiliary adjusters, optimizing the muta-
tion/recombination process for rapid global convergence.
These adjusters utilized roulette wheel selection and alter-
native subtraction operations in place of classical DE
recombination. Their primary objective function integrated
V/P effects with POZ considerations, further modified by a
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VSLI functionV/P|POZ(1+VSLI). They tested this approach
on diverse electric networks, including a 26-bus network (26-
B), IEEE-30, New England network with 39 buses (NE-39),
and IEEE-118.

Sivasubramani and Swarup [21] modified DE, incorpo-
rating sequential quadratic programming (SQP) to mitigate
issues related to premature convergence and global popula-
tion addressing. Their objective functions focused on solving
PL, V/P effects, and MC for electric networks, including
IEEE-30 and IEEE-118 (large size). Niknam et al. [22]
combined PL,VSLI,MC, and PE into a singlemulti-objective
function, solved using a modified PSO, with Pareto Front
charts to determine the optimal solution within the IEEE-
30 network. In another work, Niknam et al. [11] proposed a
combination of the Shuffle Frog Leaping Algorithm (SFLA)
and Simulated Annealing (SA) to address four objective
functions, including MC, V/P, POZ, and V/P|POZ, for the
IEEE-30 electric network.

Adaryani and Karami [23] applied ABC to solve individual
objective functions, including PL and PE, along with
combinations like VP plus PWQC and PWQC plus VSLI.
Their tests encompassed electric networks following the
IEEE architecture, ranging from IEEE-9 (small size), IEEE-
30 (medium size), to IEEE-57 (large size), demonstrating
scalability. Vo et al. [24] enhanced the PSO method to
independently evaluate MC, V/P, and PWQC across the
IEEE electric network family. They showed the scalability of
their solution on networks of varying sizes, such as IEEE-
14, IEEE-30, IEEE-57, and IEEE-118. In another approach,
Bouchekara et al. [25] utilized TL optimization techniques to
address MC, PWQC, and V/P on the IEEE-30 and IEEE-118
networks. They also tackled the combined objectives of MC
plusVP andMCplusVSLI, following the approach presented
by Abou et al. [17].
Ghasemi et al. [26] combined Master-Teacher (MT) and

DE bio-inspired methods to assess power loss (PL) in three
electric networks: IEEE-14, IEEE-30 (medium size), and
IEEE-118 (large size). In another study, Ghasemi et al. [27]
improved various bio-inspired methods, creating new hybrid
methods applied to diverse objective functions after rigorous
feasibility testing. The most effective combination, known as
the hybridized sum-local search optimizer, was a blend of
DE and PSO. They evaluated these methods across scenarios:
2 areas and 4 generators (2A4G), 4 areas and 16 generators
(4A16G), and 2 areas and 40 generators (2A40G), using a
mixed objective function comprising V/P, PWQC, and tied
factors (Tie).

Shaheen et al. [29] conducted a comprehensive study
of large electric networks, focusing on DE, both single
and multi-objective approaches, applied to IEEE-30 and
IEEE-57 networks. Their analysis covered MC, VP, VSLI,
and PL individually, followed by multi-objective testing for
combinations like MC plus VP, MC plus VSLI, and MC plus
PL. Similarly, Abaci and Yamacli [31] followed a similar
approach as Shaheen et al. [29] utilizing a Differential Search
Algorithm. They applied their analysis to IEEE-9, IEEE-30,

and IEEE-57 networks, evaluating single objective functions
for MC, PL, and PE, along with multi-objective objectives
MC plus VSLI and MC plus VP. In a different context,
Singh and Srivastava [30] used DE to address a combination
of PL plus VP in the 75-bus Indian electric network (75-B
Indian/net) and the IEEE-30 network.

Basu introduced an extended 3D version of multi-objective
DE [32], where DE was initially applied individually to
each objective function (PL, VP, VSLI). Subsequently,
these functions were combined to determine the optimal
outcomes across electric networks, including IEEE-30, IEEE-
57 (medium size), and IEEE-118 (large size). Additionally,
Warid et al. employed the JAYA (Sanskrit in origin, it means
“victory”) method to address MC, PL, and VSLI objectives
separately in electric networks such as IEEE-30 (medium
size) and IEEE-118 (large size), with the novelty lying in the
application method.

In [34], an enhanced adaptive DE algorithm (JADE) with a
self-adaptive penalty constraint handling technique (EJADE-
SP) is introduced. The IEEE 30-bus test system is used
to minimize various objectives, such as generation MC,
real PL, VP, PE, and MC+PE. Naderi et al. [35] propose
a fuzzy adaptive hybrid configuration (FAHSPSO-DE) to
optimize power systems, combining Self-Adaptive PSO and
DE algorithms. They apply a multi-objective approach to
IEEE 30-, 57-, and 118-bus test systems, aiming to minimize
total fuel MC while considering V/P, PL, and PE. In [36],
a combination of the superiority of feasible solutions (SF) for
constraint handling, the fast and elitist multi-objective genetic
algorithm (NSGA-II), and adaptive crossover non-dominated
sorting differential evolution (ACNSDE) are employed in a
multi-objective context. Testing is done on the IEEE-30 and
IEEE-57 bus systems, optimizing objectives likeMC, PL, and
PE.

Kahraman et al. [37] introduced the Improved Multi-
Objective Manta-Ray Foraging Optimization (IMOMRFO)
algorithm, tailored for solving multi-objective optimization
problems. They applied this method to the IEEE 30-bus and
57-bus test systems, optimizing various objectives, including
MC, PE, VP, and PL. In [38], a hybridization of the Whale
Optimization Algorithm (WOA) and a modified Moth-Flame
Optimization algorithm (MFO), known as WMFO, was
utilized for both single and multi-objective OPF problems.
Testing covered various systems, such as IEEE 14-bus, IEEE
30-bus, IEEE 39-bus, IEEE 57-bus, and IEEE 118-bus,
targeting objectives like total fuel MC and VP. Furthermore,
[39], introduced the Modified Moth-Flame Optimization and
Gradient-Based Optimizer (GBO-MFO) as a multi-objective
optimization algorithm. Their approach, applied to the IEEE
30-bus system, focused on minimizing thermal unit fuel
costs and wind energy cost estimation while simultaneously
reducing MC and PL.

Remarkably, all these existing solutions available in the
open literature use the penalty-factor approach to help
solve the respective optimization problem by minimizing
the complexity of operations. This indicates that it is
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TABLE 2. Summary of the cited cases in this manuscript.

easier to include the constraints like penalty factors as a
complementary issue to the original objective function rather
than checking each constraint every time a new candidate
solution is evaluated. Further insights on the use of penalty
factors are provided in this paper.

Table 2 summarizes the references cited to show the var-
ious applications, nature-inspired methods, and approaches
used in OPF-like problems. The taxonomy is as follows:

• The first column shows the reference number of the
work cited.

• The second column refers to the nature-inspired algo-
rithm used by the authors (definition of the abbreviations
are given before in this section).

• The third column presents the approach taken in terms of
the number of objective functions and their combination:

– Single (SI). One function is solved, generating one
output and the respective solution vector.

– Multi-Objective (MO). More than one function is
solved simultaneously, generating the respective
output for each function and the respective solution
vector. In Table 2, such a combination is represented
as A + B. For instance, MC + VSLI means
to optimize monetary fuel costs and the voltage
stability function at the same time.

• The fourth column presents the network considered.
• The last column refers to the objective function consid-
ered in the OPF problem

III. DESCRIPTION OF THE OPF
In this section, we provide the general mathematical for-
mulation of the OPF problem. Subsequent sections specify
additional considerations and constraints related to the
algorithms for solving it. To enhance clarity, we present the
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general formulation here and discuss each modified case in
its respective section. The OPF is defined as follows:

Minimize : f (x,u) (1)

s.t. :

g(x,u) = 0 (2)

h(x,u) ≤ 0 (3)

x = [pG1 VL QG Sl] (4)

u = [PG VG QC TN ] (5)

where h(x,u) are the operational constraints of the network,
g(x,u) is the function related to the equilibrium state of the
network (i.e. the Kirchhoff’s Laws, described below), x is the
vector of values to be computed i.e. dependant variables, u is
the vector of values to be assigned/modified by a heuristic
algorithm i.e. independent variables, G is the label of a
generator, C is the label of a capacitor, N is the label of the
tap, L is the label of a load bus and l is the label of a load
line [17], [18], [19].

The elements of x and u are [17], [18], and [19]:
• PG is a vector: Real power injected to the network, being
P = [pG2, . . . , pGNG].

• pG1 is the power obtained in the node identified as the
slack bus.

• VG is a vector: Voltage magnitude to the network, being
VG = [vG1, . . . , vGNG].

• QC is a vector: Reactive power injected with a shunt
device, being QC = [qC1, . . . , qCNC ].

• QG is a vector: Reactive power injected to the network,
being QG = [qG1, . . . , qGNG].

• TN is a vector: Tap of the transformer, being TN =

[t1, . . . , tNT ].
• VL is a vector: Voltage magnitude of the load buses,
being VL = [vL1, . . . , vLNL].

• Sl is a vector: Total power that a load line can hold, being
Sl = [sl1, . . . , slnl].

Each vector component constraint is treated as follows:
• Generator constraints (NG being the number of voltage
generators).

vminGm ≤ vGm ≤ vmaxGm (6)

pminGm ≤ pGm ≤ pmaxGm (7)

qminGm ≤ qGm ≤ qmaxGm (8)

wherem ∈ {1, ..,NG},min,max are the lower and upper
values for the corresponding variables, respectively.

• Transformer constraints (NT is the number of taps).

tminm ≤ tm ≤ tmaxm (9)

where m ∈ {1, ..,NT }.
• Shunt constraints (NC the number of shunts).

qminCm ≤ qCm ≤ qmaxCm (10)

where m ∈ {1, ..,NC}.

• Security constraints.

vminLm ≤ vLm ≤ vmaxLm (11)

sln ≤ smaxln (12)

where m ∈ {1, ..,NL}, NL is the of load buses in the
network, n ∈ {1, .., nl}, nl is the number of branches
of the electric network, sln = |pln + jqln|. That means sln
must be lower than the power allowed on each network
branch.

Given the aforementioned conditions, the most important
issue is that the network must be in equilibrium, according to
Kirchhoff’s Laws, this means:

• For PG

0 = pGm − pDm − vm
NB∑
n=1

vn[gm,ncos(θm − θn)

+ bm,nsin(θm − θn)] (13)

• For QG

0 = qGm + qCm − qDm − vm
NB∑
n=1

vn[gm,nsin(θm − θn)

− bm,ncos(θm − θn)] (14)

Note that the summation of the energy consumed by
the network must be zero. Here, NB is the number of
buses, pGm, qGm are the injected powers (real and reactive),
pDm, qDm are the load powers (real and reactive), gm,n, bm,n
are the conductance and susceptance of the load presented
between the nodes m, n. In practice, we should consider that
few branches are connected to the nodem. For this case, these
functions are considered as g(x,u).

The dimension D depends on the scenario to be analyzed
and is related to the size of the independent vector u.
The value of D can be found in Methodology Section VI,
item 2. Also, the constraints can be found in detail in the
Methodology Section.

IV. DESCRIPTION OF THE OBJECTIVE FUNCTION
The objective function is defined by:

f (x, u) = fs(u), (15)

and each fs(u) may be equal to the following functions
found in the literature

• Minimize the MC, represented as: [17], [18], [19].

f1(u) =

NG∑
i=1

ai + bipGi + ci(pGi)2($/h) (16)

• Minimize the total MC+VP, represented as: [17], [18],
[19].

f2(u) =

NG∑
i=1

(ai + bipGi + ci(pGi)2)

+ f̂2(x)($/h) (17)
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where

f̂2(x) = w
NL∑
i=1

|Vi − 1.0|($/h) (18)

and Vi is the voltage magnitude. The difference with Eq.
16 is the inclusion of Eq. 18.

• Minimize the total cost function with V/P|POZ [11]:

f3(u) =

NG∑
i=1

ai + bipGi + ci(pGi)2

+ . . . |di × sin
[
ei × (pmini − pGi)

]
|($/h) (19)

• Minimize the total MC of a PWQC with multi-fuel
sources, represented as: [17], [18], [19].

fq(u) =

NG∑
i=1

aik + bikpGi + cik (pGi)2($/h) (20)

where k indicates how the power cost is divided into
pieces and Pik ≤ Pi ≤ Pmaxi .

A. PENALTY FACTORS
Using the penalty factors eases the implementation of each
nature-inspired optimization algorithm for this problem [18].
Without penalty factors in the fitness function, the validation
becomes an unmanageable task, and more inner cycles are
needed to solve the problem and satisfy the constraints.
Mathematically, penalty factors are added and expressed in
Eq. 21 as:

f ps (x, u) = fs(u) + λP(pG1 − plimG1)
2

+ . . . λV

NL∑
j=1

(vLj − vlimLj )
2

+ . . . λQ

NG∑
j=1

(qGj − qlimGj )
2

+ . . . λS

nl∑
j=1

(|slj| − smaxlj )2 (21)

where fs(u) is the function to be evaluated and

x limj =


xmaxj , xj > xmaxj

xminj , xj < xminj

xj, otherwise.

(22)

It is necessary to clarify that the penalty summations
should not contain elements inside the limits, only those
outside (greater than or lower than). That means NL, NG, and
nl are displayed to show where those elements are taken to
compute the summations. Thus, the value of x lim should equal
x to obtain a zero contribution to the summation. In practice,
the corresponding additions do not consider these elements
inside the limits. On the other hand, the elements to be

penalized are those outside the algorithm’s control. For the
term shown in Eq. 23 ( [11], [24])

λS

nl∑
j=1

(|slj| − smaxlj )2 (23)

where sl,maxj is determined as the maximum supported power
in the given branch and |slj | is the maximum absolute power
obtained in the line j when computing the flow in both
directions for that line, where the maximum computed value
is taken.

B. ADDITIONAL CONSIDERATIONS
This problem should be considered continuous because the
evaluated functions are of this nature. Thus, the MC, VP,
and V/P effects and the PWQC formulation are computed as
continuous quantities.

V. DIFFERENTIAL EVOLUTION ALGORITHM
The DE algorithm was proposed by Storn and Price [40]. Its
typical core is based on a weighted equation of differences
expressed in Eq. 24 as:

mi = ur1 +M (ur2 − ur3) (24)

To form mi, three different individuals are selected from
the population: ur1, ur2, ur3, where they also are different
to the individual reference Popi. The expression shown
in Eq. 24 is known as DE/Rand/1. DE is performed in
5 steps: initialization, mutation, recombination, validation,
and selection.

The initialization step creates a matrix denoted as popu-
lation Pop, where vectors called individuals are stored. Each
individual is of lengthD. Each individual is by itself a starting
solution candidate for the treated problem. Np denotes the
number of complete individuals/solutions.

The mutation operation helps control the solution can-
didates nearest to the global optimum by controlling the
difference among the individuals. The mutation process is
controlled by Eq. 24, where ur1, ur2, ur3 ∈ {1, . . . ,Np}. That
means ur1, ur2 and ur3 are three different random individuals
from the population and not related to the current target vector
ui. Additionally, M ∈ (0, 1) is the mutation constant and
is treated as the scaling element of the equation. Thus, the
mutant individualmi is obtained. The recommended value for
M is 0.8, which is used in this manuscript [41].

In the recombination step, the mutant individualmi and the
current target vector ui create a new candidate vector t i. The
way to do this is by generating two random numbers, rand ∈

[0, 1] and Rnd ∈ {1, ..,D}. Then, rand is compared to the
recombination constant Cr ∈ (0, 1) and Rnd is compared
against the current component j to determine if the mutant
element mi,j is stored in t i,j:

t i,j =


mi,j if rand ≤ Cr or Rnd = j

∀j ∈ {1, . . . ,D}

ui,j otherwise .

(25)
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The recommended value for Cr is 0.9, which is used in this
manuscript [41].

The validation process is done for t i, where each com-
ponent t i,j is validated against the established constraints of
the problem to be solved. If t i,j is outside its corresponding
boundaries, t i,j is substituted by a new t i,j generated randomly
but inside the respective boundaries.

Finally, the selection operator compares the fitness of the
trial vector t i and the fitness of the target vector ui. At the end
of the operation, a new individual is created, thus improving
the computation of the fitness for the next generations. Eq. 26
summarizes this operation as

Popi =

{
t i if f ps (x, t

i) < f ps (x, u
i)

ui otherwise ,
(26)

where popi is the new individual which results from the
selection operation, taking the best individual between t i

and ui according to their corresponding fitness output. That
means if the new t i cannot improve the objective function,
it is rejected; otherwise, it is accepted and becomes the new
individual of the population.

To obtain better individuals, the operations of recombi-
nation and selection are used. To remain near the global
optimum, mutation and validation operations are applied
to generate new individuals who preserve features of their
corresponding ancestors. Depending on the conditions and
parameters, DE can create new, better individuals in the
population each time it iterates. This is done until a feasible
solution is obtained. The final population is expected to stay
near the global optimal solution to the problem. The more
iterations, the more accurate the solution. These iterations are
denoted as generations (Ĝ) because a new population Pop is
produced from the previous one.

Different ways of performing the recombination operation
for DE are available. For instance, in Eq. 27, the variant
DE/Best/1 is shown, where r1 is substituted with the best
element among Pop:

mi = ubest +M (ur1 − ur2) (27)

Lezama et al. [42] suggest using a random factor randb ∈

[0, 1] to enhance the convergence of DE to reduce the
stagnation and speed up the convergence. Then, Eq. 24
becomes Eq. 28 as:

mi = ur1 + (randb)M (ur2 − ur3). (28)

and the rand variant for DE/Best/1 is expressed in Eq. 29 as:

mi = ubest + (randb)M (ur2 − ur3). (29)

The pseudo-code of DE applied to OPF is shown in
Algorithm 1, where Fitness stores the function evaluations
with the penalty factors and Outputs stores the function
evaluation without these penalty factors.

Algorithm 1 DE Applied to OPF
Input the control parameters for DE
Build initial population Pop
Evaluate fitness for each individual in Pop
Begin generations counter s = 1
for s = 1 to Ĝ do

for i = 1 to Np do
Generate random individuals.
Do mutation mi according to Eq. 24 (or another variant);
Recombination to obtain t i. Eq. 25;
Validate t i.
Update t i if needed;
Solve t i with Newton-Raphson (MATPOWER [43], [44]);
Apply selection operator Eq. 26;

end for
end for
Popbest obtained with the lowest fitness.
return Popbest , Fitness, Outputs

VI. METHODOLOGY
Supplementary information of the IEEE-30 and IEEE-57
networks is in the Appendix section.

The steps for analyzing the problem are: 1. Verify that
each variable does not violate the upper and lower limits in
a significant way; 2. Verify that Kirchhoff’s Law tends to
zero by solving the system with Newton-Raphson’s Method.
In summary, the general constraints and initial conditions for
all the tested nature-inspired algorithms are listed as follows:

1) The population size is Np = 100.
2) The dimension D for the electric network IEEE-30 is

D = 24, for the electric network IEEE-57 is D = 33
(the size of the vector u).

3) Let λP = 100, λV = 100000, λQ = 100, λS = 100
[29]. For the IEEE-30, Ĝ = 500; meanwhile for IEEE-
57, Ĝ = 2500. For f p2 (x, u),w = 100 [19].

4) For f p2 (x, u) and the electric network IEEE-57 (f57(u)),
each lambda is multiplied by a factor of 1, 000, 000.
For f1(u), fq(u) and f3(u), each lambda is left as-is.

5) Each individual of the population begins as
Popi = ui, ui = [Pi,G Vi,G Qi,C Ti],
xi = [pi,G1 Vi,L Qi,G Si,l] and Popinitial = Pop1.

6) The validation process is done for each component
of ui, not for xi that depends on the Newton-
Raphson method. The components in xi obtained
with Newton-Raphson are left ‘‘as is’’, even if the
constraints are surpassed because it is expected that the
penalty factors can reduce these surpassed quantities
when they are substituted in Eq. 21 until they vanish.

7) The penalty factors should help the fitness function to
converge by including the appropriate constraints in
Eq. 21. At the same time, these summations will vanish
if the constraints are fulfilled when executing each
generation. It is expected that the more generations, the
more summations will vanish.

8) All the tests presented in this manuscript were launched
100 times to obtain each scenario’s corresponding
means, maximum and minimum values.
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9) A successful trial is considered if and only if
f ps (x, u) − fs(u) = 0. Otherwise, the solution is
not feasible because the penalty factors are not being
mitigated/vanished.

In summary, the feasible solution is stored in ui and the
elements to be reduced in Eq. 21 are stored in xi. When xi

is evaluated, it is expected that such evaluation fits with the
condition f ps (x, u) − fs(u) = 0, where such a result means
that all the elements stored in xi fulfill the given constraints.
Each best feasible solution ui for each bio-inspired method is
presented in Tables 5 and 7.

VII. RESULTS
A. SPECIFICATION OF THE CASES CONSIDERED
Using the notation in Table 2 and the equations described in
Section IV, the cases to be considered are the following:

• Case 1. Cost optimization or MC (Eq. 16) [17], [18],
[19].

• Case 2. Cost with voltage profile or MC+VP (Eq. 17)
[17], [18], [19].

• Case 3. Cost with the inclusion of prohibited zones and
valve point effects or V/P|POZ (Eq. 19) [11].

• Case 4. With multi-fuel sources and piecewise quadratic
costs or PWQC (Eq. 20) [17], [18], [19].

All of the above cases are considered for the net-
work IEEE-30, while for the IEEE-57 only the first
case is considered. For the aforementioned scenarios and
using DE, the four mutation operators were applied,
where

DE ↣ means to use Eq. 24.
DEAR ↣ means to use Eq. 27.
DEAB ↣ means to use Eq. 28.
DEABR ↣ means to use Eq. 29.

For each tested algorithm, the best case is labeled by
superscript z in the way f zs (u). Also, the best results are
highlighted with bold fonts for each algorithm. Moreover,
four additional nature-inspired algorithms are also tested:
PSO [6], TL [7], BBO [8], ABC [9]. We developed our
own implementations for DE and TL. The rest of the
nature-inspired algorithms are adaptations of the templates
downloaded from www.yarpiz.com [45].

B. RESULTS OBTAINED FOR IEEE-30 NETWORK
For IEEE-30 [19], [31], two scenarios are considered. They
are as follows:

• Scenario 1. Capacitors with value equal to zero (C10 =

0; C24 = 0). There are not coupling line capacitors.
In practice, these values are modified in MATPOWER
by rewriting them. These cases are denoted as fs(u).

• Scenario 2. Capacitors with their nominal value (found
in MATPOWER as C10 = 19.0; C24 = 4.3, but
converted to p.u as C10 = 0.190; C24 = 0.043,
respectively). In practice, these values are left as is in
MATPOWER. These cases are fs,c(u).

FIGURE 1. Set of curves for (a) DE and (b) DEAR applied to f p
1 (x, u).

1) DE OPTIMIZATION
Fig. 1 shows the family of curves obtained for DE and DEAR
and their correspondingmeans andminima values. 95 outputs
were considered for DE, whereas the full set of outputs was
included to compute the mean and the minimum for DEAR.
This is done to discard those curves that do not converge, i.e.,
if they do not meet the condition f p1 (x, u) − f1(u) = 0. Only
the last 200 generations are displayed for the sake of easy
comparison, a practice extended to other analyzed nature-
inspired techniques. Initially, it’s evident that DE exhibits
slower convergence and higher curve values compared to
DEAR. In contrast, DEAR shows more focused curves as its
set approaches the likely optimal solution. The mean for the
set of 95 DE curves is µ̂ = 799.4484. Meanwhile, the mean
for 100 DEAR curves is µ̂ = 799.1038. The minima values
are obtained for f p,521 (x, u) for DE and f p,691 (x, u) for DEAR.
The corresponding minima values are m̂ = 799.3539 and
m̂ = 799.1036.
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FIGURE 2. Set of curves for (a) DEAB and (b) DEABR applied to f p
1 (x, u).

On the other hand, Fig. 2 shows the behavior of DEAB
and DEABR. For these cases, the full set of tests (100) is
considered to compute their respective means and minimum
values. Compared to the cases presented in Fig. 1, DEAR and
DEAB exhibit similar ranges and speeds in reaching the likely
optimal solution. DEABR stands out as the fastest among
all DE variants, quickly approaching the most likely optimal
solution. The minima values are obtained for f p,221 (x, u)
for DEAB and f p,861 (x, u) for DEABR. The corresponding
minima values are m̂ = 799.1040 and m̂ = 799.1035.
The mean for the set of DEAB curves is µ̂ = 799.1049,

and the mean for the set of DEABR curves is µ̂ = 799.1035,
being the last one the best mean value among all the DE
variants presented. Despite its fast behavior to reach the most
likely optimal solution for f p1 (x, u).

2) ABC OPTIMIZATION
The ABC optimization algorithm was created by
Karaboga et al. [9] and one of its applications for the OPF

FIGURE 3. Set of curves for ABC applied to f p
1 (x, u).

FIGURE 4. Set of curves for BBO applied to f p
1 (x, u).

problem is provided by Adaryani et al. [23]. By using the
Yarpiz Team platform [45], the main constant parameters
to be configured for the BBO were: a = 1 (acceleration
coefficient), the number of onlooker bees which is equivalent
to the population, and L = round(0.6∗D∗Np) (abandonment
limit parameter). Fig. 3 shows the set of curves obtained with
ABC, with the corresponding mean and minimum curves.
The curve with the minimum value is obtained in the trial
f p,121 (x, u) with m̂ = 799.1128. The mean of the ABC curve
set is µ̂ = 799.1167 and is greater than DEABR with a
difference of 0.0132.

3) BBO
Simon proposed the BBO nature-inspired optimization [8]
and one of its applications to OPF is provided by
Bhattacharya et al. [28]. By using the Yarpiz Team
platform [45], the main constant parameters to be con-
figured for the BBO were: KeepRate=0.2, alpha=0.9,
pMutation=0.1, sigma=0.2(varmax-varmin), where varmax
and varmin depend on the given constraints. The parameters
mu (emigration rate) and lambda (immigration rate) are
determined by the population size (see Section VI for more
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FIGURE 5. Set of curves for TL applied to f p
1 (x, u).

FIGURE 6. Set of curves for PSO applied to f p
1 (x, u).

details). Fig. 4 shows the set of curves obtained with BBO,
with the correspondingmean andminimum curves. The curve
with the minimum value is obtained in the trial f p,661 (x, u)
with m̂ = 799.1035424118620. The mean of the curve set
of BBO is of µ̂ = 799.1035789326458 and it is greater than
the mean of DEABR µ̂ = 799.1035332271490, where the
difference is of 4.5705496746 × 10−5

4) TL OPTIMIZATION
Rao proposed the TL optimization in [7], which is based
on how an agent labeled as Teacher leads to improve the
performance of those labeled students. The best performance
is achieved by polishing the skills and ways of learning for
each student. In any nature-inspired algorithm, the main idea
is to improve the average that characterizes the performance
of the students and then lead them to achieve an elitist
performance. Thus, each student has the potential to reach
the optimal solution when the number of lessons are taken.
To do so, the best students are considered as leaders to
help the other students improve their notes. For this case,
the elitist number is left as E = 10. An example of this
nature-inspired algorithm applied to theOPF is shown in [25].

FIGURE 7. (a) Mean and (b) minimum values for the nature-inspired
techniques tested in this manuscript for the function f p

1 (x, u) on the
IEEE-30 electric network.

Fig. 5 shows the set of curves obtained with PSO, with the
corresponding mean and minimum curves. The curve with
the minimum value is obtained in the trial f p,1001 (x, u) with
m̂ = 799.1035332271402. For this case, extra digits are
considered to compare and determine the best case between
TL and DEABR. Being µ̂ = 799.1035332285726 the mean
for TL, it is seen that TL is worse than DEABR. Nevertheless,
the difference is quite small, being only 1.423587 × 10−9.

5) PSO
The PSO algorithm was developed by Shi et al. [6]. Its
application to OPF has existed since its appearance, for
instance, the work developed by Abido et al. [18]. It has
continued through time, as shown by the application of this
algorithm by Vo et al. [24]. By using the Yarpiz Team plat-
form [45], the parameters to be configured for the PSO were:
w=1 (inertia weight), wdamp=0.99 (inertia weight damping
ratio), c1=1.5 (personal learning coefficient), c2=2.0 (global
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TABLE 3. Running time data in seconds for f p
1 (x, u) objective function.

TABLE 4. Mean (µ̂), minimum (m̂) and maximum (M̂) of the nature-inspired algorithms for the IEEE-30 electric network.

FIGURE 8. Voltage profile for f 58
1 (x) obtained with PSO.

learning coefficient), velmax=0.1*(varmax-varmin) (maxi-
mum velocity) and velmin=−velmax (minimum velocity),
where varmax and varmin depend on the given constraints.

Fig. 6 shows the set of curves obtained with PSO, with the
correspondingmean andminimum curves. The curvewith the
minimum value is obtained in the trial f p,581 (x, u) with m̂ =

799.1035332271034. Being µ̂ = 799.1035332271067 for
PSO when compared to the mean of DEAB, PSO seems the
best option among all the nature-inspired techniques here
studied for f p1 (x, u), where the difference is of 4.2292×10−11

in favor of PSO.

6) FIRST APPROACH OF THE TESTED TECHNIQUES
Fig. 7 shows a summary of the curves representing the
mean and the minimum for each nature-inspired technique
tested in this manuscript for the IEEE-30 electric network.
These curves were extracted from the previous figures to
compare them straightforwardly. It is seen that DE and ABC
present the greatest values among the tested nature-inspired
techniques. On the other hand, the rest of the nature-inspired
techniques present a similar behavior regarding how each
method reaches the likely optimal solution. It is to be noticed
that all the curves were computed with f p1 (x, u) and the
computed mean for each one is considered for the cases
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FIGURE 9. (a) Fitness curve and (b) voltage profile for f 49
57,1(x) obtained

with DEAB.

that fulfill f p1 (x, u) − f1(u) = 0. The best nature-inspired
technique is chosen in the next subsection based on the lowest
available mean for each analyzed case. As a first approach,
the minimum curve from the set of curves showing the lowest
available mean is considered the best solution.

We also conducted a thorough statistical analysis of the
running times for each algorithm and objective function, and
our findings revealed no significant evidence of sample biases
or measurement errors. All simulations were executed on a
dedicated MacBook Pro 2.3Ghz, 8-Core, Intel Core i9, 16GB
of RAM computer, and running times were meticulously
recorded. Due to manuscript length constraints, we are
unable to provide detailed tables for each objective function.
However, we have presented running time data obtained
for objective function f p1 (x, u) as an illustrative example.
In Table 3, you can find the specifics for the 100 running time
data points obtained, with time recorded in seconds. The table
indicates that the number of outliers is not substantial, and

the maximummean difference between data with and without
outliers is 0.48 seconds. Subsequently, we provide descriptive
statistics for each algorithm applied to the f p1 (x, u) objective
function, highlighting that the maximum standard error for
the mean is at most 0.462 seconds.

C. EXTENDED RESULTS FOR THE TREATED SCENARIOS
Table 4 shows the mean (µ), the maximum (M̂ ) and the
minimum (m̂) values for DE and its variants. The lowest
mean is considered the main parameter for choosing the best
algorithm. At first sight, DEABR is not feasible for f1,c(u)
because the function with penalty factors does not converge
to the tested function, i.e., f p1,c(x, u) − f1,c(u) = 0 is not
fulfilled. This condition is critical to determine whether a
nature-inspired technique is reliable for obtaining feasible
sub-optimal solutions. Table 4 also shows the rest of the
nature-inspired functions by evaluating their respective µ̂,
M̂ and m̂. TL is also unfeasible for f1,c(u), contrasting to
the feasibility of TL when applied to f1(u). For f1,c(u) and
f1(u), PSO has the best mean. For f2(u), f2,c(u), fq(u) and
fq,c(u), the best mean results were obtained with DEAB,
meanwhile, the best mean for f3(u) is obtained with TL.
Finally, by considering the mean, DEABR is the best option
for solving f3,c(u).

By considering the results shown in Table 4 in terms of
µ̂, Table 5 shows the best cases for each tested function,
i.e., these cases with the minimum fitness taken from the
algorithm that has the best mean. Then, PSO has the best
performance for f 581 (u) and f 621,c(u), while TL is the best for
f 353 (u). DEAB generates the best results for f 902 (u), f 74q (u),
f 832,c(u) and f 39q,c(u). DEABR is the best for f 83,c(u). At the
same time, the values for each case in terms of f̂2(u) are also
included for all the presented cases. When f2(u) is computed,
it is seen that the voltage profile f̂2(u) is reduced when
compared to f1(u) and f2(u).
Fig. 8 shows the voltage profile for the evaluation of f 581 (u)

with PSO, which is the best case in this scenario (test 58 of
100 tests). The constraints are fulfilled because the minima
values are above 0.95 and the maxima values are below or
equal to 1.1. For these voltages that are firstly optimized, their
corresponding results are shown in Table 5, second column.
It is seen that all the voltage values are larger than 1.05,
which means a large voltage profile, i.e., a big value for
f̂ 582 (u) = 1.8348.When f p1 (u) becomes f p2 (u), f̂2(u) is reduced
by having a value of f̂2(u) = 0.0974 (see the second column
of Table 5). On the other hand, the corresponding cost curve
is also shown. It is highlighted that there are two curves,
f p1 (x, u) (fitness curve) and f1(u) (cost curve), where both are
equivalent if f p1 (x, u)− f1(u) = 0. For this case, the cost curve
(f1(u), from 1 to 500) is displayed in the corresponding chart.

D. IEEE-57 RESULTS
Information of IEEE-57 network is in the Appendix section.
For this network, the shunt capacitances are placed in buses
18, 25, and 53, with the values 10, 5.9, 6.3, respectively.
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TABLE 5. Best solution cases, IEEE-30 electric network. Scenarios 1 and 2.

TABLE 6. Mean (µ̂), minimum (m̂) and maximum (M̂) of the
nature-inspired algorithms for the IEEE-57 electric network, f57,1(u).

TABLE 7. Best solution case for the IEEE-57 electric network.

These shunt capacitances were left unmodified to obtain the
results presented. Table 5 shows the summary of the tested

TABLE 8. Success rate of each nature-inspired algorithm with 100 tests.

nature-inspired techniques for the electric network IEEE-
57, where the evaluation of the cost is denoted as f57,1(u).
By considering the mean, the best technique is DEAB, with
µ̂ = 41621.1158, M̂ = 41621.5057 and m̂ = 41620.9833.
Table 6 shows the corresponding values for the best

case, obtained with DEAB for f 4957,1(u). It is highlighted that

f p,4957,1 (x, u) − f 4957,1(u) = 0 i.e. the penalized function is equal
to the evaluated objective function. The cost is f 491 (u) =

41620.9833. With the voltages computed for this network,
the voltage profile f̂2(u) is computed as 3.6586.
Fig. 9 shows the output for the evaluation of f 4957,1(u)

with DEAB (test 49 of 100 tests). It is verified that the
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TABLE 9. Score ranking for (µ̂), minimum (m̂) and maximum (M̂) for all the tested objective functions and nature-inspired algorithms.

corresponding voltage profile is inside the given constraints
and is consistent with those shown in Table 7. It is expected
that the voltage profile can have a big value (f̂2(u) = 3.6586).
Additionally, the corresponding cost curve f 4957,1(u) is also
shown. Compared to the curve shown for the electric network
IEEE-30, there is a jump behavior for the initial generations,
which means that f p,4957,1 (x, u) − f 4957,1(u) ̸= 0 for those

generations. At the end of execution of DEAB, f p,4957,1 (x, u)
(fitness curve) and f 4957,1(u) (cost curve) are equivalent

(f p,4957,1 (x, u) − f 4957,1(u) = 0). The curve (from 1 to 2500) is
displayed in the corresponding chart for this case. The reason
to execute each nature-inspired algorithm 2500 generations
for this network is to discard the jumping behavior. As the
number of conditions to fulfill increases, so does the number
of generations needed to obtain an accurate behavior to check
if the algorithm to be evaluated is reaching the likely optimal
solution.

VIII. DISCUSSION AND COMPARISONS
Reproducing all the aforementioned algorithms is done to
determine their advantages and disadvantages. Also, to study
how small differences lead to very different outputs and
behaviors in the results. Table 8 shows the success rate of each
nature-inspired algorithm on each scenario, where 100 tests
were performed to determine if each nature-inspired method
can obtain f ps (x, u) − fs(u) = 0 i.e. if the penalty factors
vanish. If so, the instance is considered valid; Otherwise,
it is discarded. As established throughout this manuscript, the
initial conditions are the same for all tested nature-inspired
algorithms, where only proper specific initial configurations

(recombination and network parameters) were configured
differently.

For f1(u), DE had 5 failed tests, and the rest of the
nature-inspired algorithms have a fully successful perfor-
mance. Nevertheless, when the capacitors C10 and C24
(f1,c(u)) are left in their nominal values, there are significant
degradation performances for DEAR, DEAB, DEABR, TL,
PSO and BBO, where the rate of success is below 70%.
DEABR and TL have the worst performances, with zero
successful tests when considered all together. PSO also has
a very low success rate (2 among 100).

For f2(u), all nature-inspired algorithms have a success
rate higher than 90%, meanwhile when the capacitors C10
and C24 (f2,c(u)) are left in their nominal values, DEABR
and PSO present no full successful performance (95% and
96%, respectively). For the scenario with the use of the
multi-fuel sources (quadratic case, fq(u)), DEA has the lowest
success rate; meanwhile, DEAB, DEABR, PSO and BBO
have full success rates. In contrast, by leaving the capacitors
without modification i.e. with original values (fq,c(u)),
DEABR and PSO have highly degraded performances with
1 and 5 successful tests, respectively. Meanwhile, the best
algorithm for this case is DEAR, with 98 of 100 successful
trials. Finally, for the largest case, f57,1(u) DEABR and PSO
have theworst performanceswith 59% and 63%, respectively.
The full success rate is obtained with DEA and ABC.

The results presented in Table 8 indicate that a small
change inside the same network (for this case, IEEE-30
when comparing Scenario 1 and Scenario 2, both described
in Subsection VII-B) will lead to contrasting performances.
For instance, the algorithms TL, PSO, and DEABR have a
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good performance for Scenario 1, where they have 100/100
successful tests each one; meanwhile, for Scenario 2, their
performance was degraded (2 of 100 for all of them).
The aforementioned approaches were made because, in the
literature, similar networks with small differences are often
compared, or solutions considered feasible are established as
the best ones without completely fulfilling all the constraints
at all (i.e., an inaccurate penalty factor computing). In [33],
the authors cite several unfeasible solutions reported as
feasible. For these reasons, we do not present a comparison
of our results to those of other works.

On the other hand, Table 9 shows how to rank each
nature-inspired algorithm by applying the methodology
followed by Castañón et al. [10]. The lowest rank (1) is
assigned to that nature-inspired algorithm with the lowest
fitness in terms of the mean (µ̂), the maximum (M̂ ) and
the minimum (m̂), and so on (from 1 to 8) to the rest of
the nature-inspired algorithms. The final score is obtained in
the last row by doing a summation of the obtained scores
for each algorithm applied on each objective function for
each feature (µ̂,M̂ and m̂), where it is seen that DEAB
has the lowest score (74). Nonetheless, by considering the
success rate shown in Table 8, DEAB does not have good
behavior when it is applied to f1,c(u), but still acceptable
(46 of 100 trials). DE and ABC have the largest scores to
be considered successful algorithms. Thus, DEAB has an
acceptable compromise between a good success rate and
good lower fitness values. A clarification note must be made,
for f1(x, u), the largest value 8 was assigned to DEABR and
TL because the penalty terms do not vanish i.e. their solutions
are unfeasible as shown in Table 4.

IX. CONCLUSION AND FUTURE IMPROVEMENTS
In this work, we applied well-known nature-inspired algo-
rithms to solve the OPF, i.e., DE and some of its variants,
TL, PSO, ABC, and BBO, where the electric networks IEEE-
30 and IEEE-57 were analyzed with their corresponding
constraints and initial conditions. Only the initial config-
urations were different on each nature-inspired algorithm
where appropriate. This way, we obtain several solutions
regarding cost, voltage deviation, and valve point effect with
prohibited zones and multi-fuel sources (quadratic case).
Having these results available, an analysis of the success rate
of penalty-vanishing terms and a ranking process was done to
determine the best nature-inspired algorithm.

A small change in the network for those constant initial
conditions for the electric network IEEE-30 will lead
to contrasting behavior of each nature-inspired algorithm,
as discussed in the previous section, where the match
between the real fitness function and its penalized version is
entirely affected, and reflected in the success rate of penalty-
vanishing terms. On the other hand, it was necessary to
establish a ranking process to determine which of the tested
nature-inspired algorithms presents the best compromise
in terms of its mean, maximum, and minimum fitness
values with different objective functions. Combining the

aforementioned criteria (ranking process and success rate of
convergence), DEAB has the most acceptable compromise
between the lowest successful behavior (74) and good lower
fitness values among all the tested nature-inspired algorithms
for all the tested objective functions.

As the next goal, different variants of the network IEEE-
30 will be tested with other nature-inspired algorithms,
including emissions and other features combined with power
sources coming from renewable energies (wind, etc.). New
hybrid metaheuristic algorithms named cross entropy (CE),
covariance matrix adaption evolutionary strategy (CMAES)
[46] and DE variants such as success history based adap-
tive differential evolution (SHADE) [47], JADE [34], and
Hybrid-adaptive DE (HyDE) [48], [49] can be tested for
this problem. The approach presented will be extended to
include issues related to placement of controllers in a network
as shown in [50], [51], [52], and [53], intelligent control
of network variables as shown in [54], [55], and [56],
minimization losses/costs with graph-oriented analysis [57],
[58], classification of network variables depending on
security behavior [59] and novel techniques to solve PF
efficiently rather than the classical techniques [60], [61], [62].

APPENDIX
This Appendix provides information of networks IEEE-
30 and IEEE-57 used in this analysis. It is important to
mention that the parameters of both electric networks were
loaded and configured with MATPOWER 6.0 according
to [43] and [44].1

A. IEEE-30
This network is formed by NB = 30 buses and nl = 41 lines.
There is one slack bus, five PV buses (with power injection),
and the rest are PQ buses (load buses). This work implements
the version analyzed by Abou et al. [17]. The schematic is
shown in Fig. 10. The parameters are as follows:

• The impedance and the bus admittance can be found
in [17], where these parameters are configured in
MATPOWER [43], [44]. The power limits on each line
are divided as shown in Table 10 and are taken from [24].
The operation limits of transformers (TN ) are 0.9 ≤

tm ≤ 1.1, being the initial conditions on the given buses
as taken from [17]: line 11, 1.078,0; line 12, 1.069,0;
line 15, 1.032,0 and line 36, 1.068,0. The corresponding
angles are in degrees, and such angles remain with zero
value throughout the bio-inspired algorithms.

• The coefficient costs are shown in Table 11.
The reader should be aware that the last three columns
in Table 11 are related to Eq. 19, where the last column
shows the range of prohibited zones, i.e., those values
that the power of the respective source must not have.
For the multi-fuel case, sources G1 and G2 with the
values given in Table 12, where the first two lines are
for G1 and the last two lines are for G2.

1Available for download in http://www.pserc.cornell.edu/matpower/
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TABLE 10. Power limit parameters for IEEE-30 network, taken from Vo et al. [24].

TABLE 11. Coefficient costs for IEEE-30 network, taken from
Abou et al. [17] and Niknam et al. [11].

FIGURE 10. IEEE-30 network found in [17].

TABLE 12. Coefficient costs and power parameters for IEEE-30 network
applied to the quadratic case, taken from Abou et al. [17].

• The initial voltages are 1.05, 1.04, 1.01, 1.01, 1.05,
1.05 for the buses 1, 2, 5, 8, 11, 13, being the first one
the slack bus. The voltage limits for the generators (VG)
are 0.95 ≤ vm ≤ 1.10. The values for the voltage limits
on each load line are the same.
Additionally, the real power limit values PG for the
buses 1, 2, 5, 8, 11, 13 are 50, 20, 15, 10, 10, 12 as the
minimum and 200, 80, 50, 35, 30, 40 as the maximum,
respectively. Meanwhile, the reactive power limit values

TABLE 13. Power parameter limits and initial voltages for IEEE-30
network, taken from Abou et al. [17].

TABLE 14. Load power parameters for IEEE-30 network, taken from
Abou et al. [17].

QG for the buses 1, 2, 5, 8, 11, 13 are -20, -20, -15, -15,
-10, -15 as the minimum and 200, 100, 80, 60, 50, 60 as
the maximum, respectively. These values are included in
Table 13. The rest of power loads on each bus are given
in Table 14.

• The reactive powers stored in Qc for the shunts are
delimited by 0.0 ≤ qm ≤ 5.0 (not in p.u.). These shunts
are set for places 10, 12, 15, 17, 20, 21, 23, 24, 29.

B. IEEE-57
This network is formed by NB = 57 buses and nl =

80 lines. There is one slack bus, six PV buses, and the
rest are PQ buses. In this work, the version analyzed is
implemented in [24] and based on the configuration found
in MATPOWER [43], [44]. For the sake of simplicity,
the schematic of this network is omitted. Nevertheless, the
parameters of this electric network are provided as follows:

• The impedance and the bus admittance can be obtained
from MATPOWER [43], [44]. The operation limits of
transformers (TN ) are 0.9 ≤ tm ≤ 1.1. The power limit
on each linewas retrieved from [24] as shown in Table 15

• The coefficient costs are shown in Table 16.
• The initial voltages are 1.04, 1.01, 0.985, 0.980, 1.005,
0.980, and 1.015 for the buses 1, 2, 3, 6, 8, 9, 12, being
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TABLE 15. Power limits for IEEE-57 network, taken from Vo et al. [24].

TABLE 16. Coefficient costs for IEEE-57 network, taken from Vo et al. [24].

TABLE 17. Power limit parameters and initial voltages for IEEE-57
network, taken from Vo et al. [24].

TABLE 18. Load power parameters for IEEE-57 network, taken from
Vo et al. [24].

the first one the slack bus. The voltage limits for the
generators (VG) are 0.90 ≤ vm ≤ 1.10. The values for
the voltage limits on each load line are the same.
Additionally, the real power limit values PG for the
buses 1, 2, 3, 6, 8, 9, and 12 are 575.88, 100, 140,

100, 550, 100, and 410 as the maximum and 0 as the
minimum for all the places, respectively.Meanwhile, the
reactive power limit values QG for the same places are
-140, -17, -10, -8, -140, -3 and -150 as the minimum
and 200, 50, 60, 25, 200, 9 and 155 as the maximum,
respectively. These values are shown in Table 17. The
power loads on each bus are given in Table 18.

• The reactive powers stored inQc are delimited by 0.0 ≤

qm ≤ 5.0 (not in p.u.). These shunts are set for buses 18,
25, and 53.
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