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ABSTRACT Expert profiling aims to discover the expertise of an author. This task is useful for identifying
the research groups existing within an organization as well as measuring the similarities between authors’
expertise. Thus, identifying areas of expertise becomes a critical part of this task, especially in cases
where the publications are unannotated. Commonly used topic modeling methods such as Latent Dirichlet
Allocation still fall short in determining the number of topics automatically and discovering the hierarchical
relationships between topics. To solve these issues, we adopted a graph-based approach which constructs
a graph from publication features such as authors and keywords (Silva et al., 2018). We applied the
Louvain algorithm repeatedly to discover the topicswith hierarchical order automatically.We utilize keyword
extraction methods to generate keywords for each respective publication to handle the missing values.
We perform experiments to determine the optimum HPMI value. Results showed that graphs constructed
from default and SIFRank keywords with transformation weights of α = 0.5 and β = 1.0 produce topics
with the best HPMI score. We evaluate the profiles from this method (CDT) with ATM as the baseline. It is
shown that CDT produces better MAP, MRR, and nDCG scores than ATM. The work in this manuscript
shows how community detection and keyword extraction could be utilized in expert profiling tasks. Our
observation shows that the Louvain algorithm used only cluster publications into one topic, and thus still has
limitations in classifying multidisciplinary publications. Further development could be done to handle such
publications and increase the quality of keywords.

INDEX TERMS Expert profiling, keyword extraction, community detection.

I. INTRODUCTION
Scientific works are being published at an increasing rate [2]
along with the growth of knowledge and technology improve-
ments. To better understand the myriad collection of publica-
tions, Academic Social Networks (ASN) are used to represent
the entities involved within a publication like authors, key-
words, venues, etc. This representation is useful for scholarly
mining tasks such as research interest discovery, expert rec-
ommender systems, and community detection [3].

Expert profiling is a part of an expert retrieval task that
associates individual authors with their relevant domain
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topics [4]. Within an organization’s scope, this task helps
future collaborators in finding a candidate author’s research
topics. Moreover, expert profiling helps identify areas of
expertise available within an organization. These areas of
expertise can be predetermined by previous expert annotators
or automatically discovered through the topic identification
process. The latter approach is commonly adapted if the
areas of expertise have not previously been known from
the collection of publications. LDA-based topic modeling
approaches [5], [6] are commonly used to identify topic
groups in an unsupervised way.

LDA is a generative model for discovering topics in a text
corpus. This model represents the topic as a distribution of
words. A text document in LDA is considered as a mixture of
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different topics; thus, the words determine the proportion of
topics in that document [5]. LDA uses an iterative process
to learn the distribution of topics and the words in those
topics. LDA is frequently used to discover general insights
from a large collection of texts [7], [8]. However, topic words
generated with LDA are still considered ambiguous and too
common [1]. Moreover, the number of topics needs to be
determined beforehand as a parameter of the model.

As an alternative to these issues, a graph-based approach
is introduced that discovers topic groups from a heteroge-
neous graph. The constructed graph represents the entities
related to publications [1], such as authors and keywords.
Louvain algorithm is then applied in this approach to discover
publication groups. This community detection algorithm
automatically determines the number of communities i.e.,
topics [1], [9]. The detection process is done repeatedly
for each group to identify hierarchical relations within each
topic [10]. This approach offers different granularities of
topics to describe an author’s expertise.

Constructing a heterogeneous graph requires features such
as authors and keywords from a publication [1], [10] as
shown in Figure 1. The constructed graph consists of three
kinds of vertices: authors, publications, and keywords. This
heterogeneous graph follows a star-schema structure, with
the publication node acting as the star node, and the author
and keyword nodes acting as attribute nodes [1]. In this case
study, we found that a significant portion of publications in
our dataset have missing keywords, even though this feature
is integral in describing each topic group and measuring
the similarity between publications. Thus, handling these
missing values is a vital part of completing this pipeline.
To complete this feature, we put the title and abstracts into
use, since both features combined sufficiently represent the
overall content of a publication [11]. We apply keyword
extraction methods to discover keywords from the title and
abstract of a publication.

FIGURE 1. Heterogeneous graph construction process.

Keyword extraction methods have also been performed
on another expert profiling approach [9], albeit to con-
struct a homogeneous word co-occurrence graph. However,
the keyword extraction methods used in this approach still
lack document context understanding [12]. More recent
keyword extraction methods utilize language models as

external knowledge in providing the text’s semantic
context [12], [13].

This paper introduces a pipeline for discovering individual
expertise profiles from an author’s scientific publications.
The method presented in this paper utilizes a heterogeneous
graph [1] along with keyword extraction methods to generate
relevant keywords from the title and abstract of a publica-
tion [9]. Keyword disambiguation is also performed to reduce
any ambiguous keywords present in the constructed graph.

The contributions of this paper are as follows. First,
we employed an unsupervised keyword detection algorithm
in the graph-based expert profiling model. Second, we uti-
lized string similarity measures using the Longest Common
Subsequence (LCS) based method to disambiguate similar
keywords. Lastly, wemeasure the quality of profiles from this
method with retrieval metrics [14]. These evaluation metrics
have not been used for profiles generated from the graph-
based approach.

The remaining section of this manuscript consists of sec-
tions as follows. In section II, we briefly discussed the studies
performed to gain a better understanding of the task at hand.
Afterward, we introduce our pipeline and experiment design
for research interest discovery in section III. Section IV
shows the experiment results along with the analysis. Lastly,
we present our conclusion in section V.

II. RELATED WORKS
Expert profiling is useful to automatically describe the exper-
tise of an individual, based on information such as their works
and previous collaboration. This makes it practical for future
collaborators to search for people whose expertise matches
their needs. This task complements the expert search task
whose aim is to search a list of people whose expertise
matches an expertise query [4]. The expert profiling task
provides the details of a person that is discovered from an
expert search system.

In this section, we briefly present the methods used
for automated expert profile discovery from scientific pub-
lication dataset. These include concise explanations of
graph-based approaches for expert profiling and the Louvain
method for community detection.

A. GRAPH-BASED EXPERT PROFILING
Graph structures intuitively represent the relationship of
entities related to scientific publications such as authors,
keywords, or publication venues. These entities could be
represented as vertices to a homogeneous graph, such as
a co-authorship or word co-occurrence network, or a het-
erogeneous network known as an academic social network
(ASN) [3].
In expert profiling tasks, both homogeneous and het-

erogeneous graph structures could be used to represent a
relationship between documents with their authors and key-
words [1], [9], [10]. These approaches utilize a collection of
document keywords to illustrate the contents of a publication.
The resulting groups were then used as topic descriptions
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according to their relevance. In this paper, two approaches
are going to be discussed, both of which use community
detection methods to discover topic groups towards different
graph representations.

1) KEYWORD CO-OCCURRENCE NETWORK
Co-occurrence networks are commonly used in natural
language processing tasks to represent co-occurrence rela-
tionships between terms in a document. In this approach,
automated keyword extraction (AKE) methods are employed
to generate vertices to a co-occurrence graph. As the
frequently used keyword extraction methods, graph-based
methods such as TextRank [15], RAKE [16], and Multipar-
titeRank [17] are adapted to extract in the experiments.
The use of co-occurrence relationships still has not taken

the semantics of the word into account. This additional
information would potentially increase the quality of topics
generated. Thus, a semantic similarity network is included
to consider the semantics of keywords in the topic discovery
process [9]. To achieve this, the first article on Wikipedia
search results for each keyword is used to determine the
semantic similarity. The semantic similarity between two
words is defined as the number of overlapping keywords
between the two corresponding articles. A hybrid network is
then constructed by combining the co-occurrence and seman-
tic similarity network.

Observation results showed that topics discovered from
the hybrid network have lower quality than those from the
co-occurrence network. This was due to the use of a seman-
tic network removing the community structure within the
network overall, which could be seen from the decrease
in modularity score. It was also shown that the use of
author-generated keywords resulted in topics with better
quality, in contrast to the extracted keywords with lower
thematic values [9].

To discover groups within the documents, the Louvain
community detection is applied to the keyword network. This
method automatically detects the number of topics, eliminat-
ing the need to determine the number of topics beforehand.
The algorithm is applied recursively to create a topic hierar-
chy until the intended granularity.

The profile of an author a is determined by observing each
publication p associated with the author a to each topic t . The
score of a publication p to topic t is calculated by the ratio of
overlapping keywords from publication p to keywords from
t. An author’s profile is then described as the average score
of publications p their corresponding topic t.

2) AUTHOR-PUBLICATION-KEYWORD NETWORK
A hierarchical topic structure could also be created by apply-
ing a community detection algorithm to a heterogeneous
graph [1]. In this approach, a HIN is constructed from features
such as publication, author, keyword, and ISI field. In this
network, the last three entities act as attribute nodes to the
former entity. Thus, the constructed HIN could be seen as

having a star schema topology with publications that act as
star nodes.

Before applying the Louvain algorithm, we transform
the author-publication-keyword graph into a homogeneous
similarity graph. This homogeneous graph represents the
similarity between publications based on their keywords and
patterns of collaboration. In this graph, the edge weight of
a pair of publications is the sum of the edge weights of
adjacent nodes (author, keyword, ISI field) between the two
publications. The Louvain algorithm is applied recursively
to discover hierarchical relationships within the topics. This
approach also relies on the nature of the Louvain algorithm to
automatically determine the number of topics. After the par-
titioning process, the ranks of entities (authors, keywords, ISI
fields) within each group are ranked by using the PageRank
centrality measure.

To measure the quality of topics, evaluation is performed
using the HPMI (Heterogeneous Pointwise Mutual Infor-
mation) metric. This metric is a modification of the PMI
metric [18] with additional handling for heterogeneous vertex
types, as seen in (1).
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The variables x and y in this case indicate the vertex type
being compared (author, keyword, or ISI field). As proven
in (1), HPMI handles the case of measuring the quality of
two different vertex types (x ̸= y). The calculation is done
for k number of samples of the most relevant vertex in each
topic group.

The publications are automatically associated with a topic
group from community detection. Thus, the profile of an
author could be defined as the average of topics associated
with every of that author’s publications. The weight of each
topic indicates the relevance of those topics to the author.

B. AUTOMATIC KEYWORD EXTRACTION (AKE)
AKEs are useful for discovering phrases that perfectly repre-
sent the content of a document [19]. Generally, the keyword
extraction task is considered an unsupervised problem since
it determines whether a portion of text gives significant rel-
evance to the entire content [20]. In information retrieval
systems, keyword extraction is useful to construct indexes
that assist document searches, as well as to classify individual
documents.

Keyword extraction tasks are commonly viewed as an
unsupervised task that selects a subset of terms from a longer
text, although some supervised methods are also explored
to complete such tasks [20]. Several keyword extraction
methods commonly utilize a co-occurrence network to find
candidate keyphrases and rank them as vertices in the graph.
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These methods include TextRank [15], RAKE [16], andMul-
tipartiteRank [17]. Other methods involve a statistical-based
approach, such as YAKE [21] which utilizes terms statistical
metrics to capture the context of terms within a document.
Lastly, embedding-based methods are being developed to
provide semantic context information in keyword extraction
processes. The development of these methods is supported
by the relevance that language models such as BERT [22]
and GPT [23] are gaining. These pre-trained models are
getting more involved in natural language tasks like text
classification [24], text summarization [25], [26], and text
retrieval [27]. Embedding-based approaches in extracting
keywords could be seen in methods such as SIFRank [12],
KBIR, and KeyBART [13] which involve embeddings
from pre-trained language models, such as ELMo [28],
RoBERTa [29], and BART [30] respectively, in determining
the keywords of a document.

C. LOUVAIN COMMUNITY DETECTION
The Louvain algorithm [31] is a frequently used method
to discover community structures within a network. This
method utilizes a Greedy approach in grouping vertices by
optimizing the averagemodularity score [32]. Themodularity
metric measures the quality of a partition by its connectivity
within and outside of the community as notated by (2).

Q =
1
2m

∑
ij

(
Aij − γ

kikj
2m

)
− δ(ci, cj) (2)

Generally, each iteration of Louvain’s algorithm consists
of two phases. In the first phase, each vertex i in the graph is
considered as its community. For each vertex i, each adjacent
vertex j is examined with vertex i to observe the difference in
modularity value if both vertices are in the same community.
Vertex i is then assigned to the community that yields the
highest positive modularity gain.

In the second phase, a weighted network is constructed
with the vertices being the communities identified from the
first phase and the edge weights are the sum of the weights
between communities. The resulting graph will be utilized
for the next iterations until the modularity value no longer
increases.

D. PROFILE EVALUATION
Retrieval tasks aim to provide users with the most relevant
documents for the given query. Added to that, this task also
aims to rank documents in order of their relevance [33]. Thus,
a few retrieval metrics are proposed to measure the quality of
a retrieval system. Each of these metrics considered various
aspects of retrieval results, such as ranking order or relevance
scores.

As part of the expert retrieval task, expert profiling assess-
ment methods measure the relevance of generated terms as
well as the order of the terms [14]. Expert profiling tasks
could be seen as a retrieval task with an author’s name as its
query and the results consist of term-score pairs. Retrieval
metrics frequently used for expert profiles include mean

reciprocal rank (MRR), mean average precision (MAP), and
normalized discounted cumulative gain (nDCG) [34]. In this
manuscript, these metrics measure the precision of generated
topics concerning their order and relevance.
1. Mean reciprocal rank (MRR)

MRR measures the relevance of query results by the
rank of the first relevant result [35]. This value is mea-
sured by the inverse of the rank of a relevant item as
shown in (3).

MRR =
1
n

∑n

i=1

1
rank(i)

(3)

2. Mean Average Precision (MAP)
MAP is the mean of Average Precision (AP) which
assesses the relevance of each element in a sequential
profile. Formally, the AP equation for R relevant ele-
ments can be denoted in (4). Relevance rel(r) is a binary
function with value 1 if element r is relevant, and 0 if
it is considered irrelevant, while precision P(r) is the
precision value up to the r-th element.

AP(n) =

∑n
r=1 P (r) · rel(r)

R
(4)

3. Normalized Discounted Cumulative Gain (nDCG)
The nDCG metric measures the quality of ranking from
query results. The value of this metric is the normal-
ized result of the discounted cumulative gain (DCG)
which utilizes a discount function that increases as the
rank goes lower. The DCG function prioritizes elements
with the highest relevance to be placed in a high rank.
Normalization of DCG is carried out by determining
the ideal DCG value (IDCG), which is the maximum
DCG value that can be obtained. This IDCG value is
calculated by determiningDCGon elements whose rele-
vance is ordered in a non-decreasingmanner. The formal
nDCG notation equation for the first n elements can be
seen in (5) and (6).

nDCG (n) =
DCG (n)
IDCG (n)

(5)

DCG (n) =

∑n

r=1

rel(r)
log2(r + 1)

(6)

III. PROPOSED METHOD
In this paper, we present a pipeline for expert profile discov-
ery through heterogeneous network structure and keyword
extraction methods. This section presents the detailed process
of our proposed method as well as our experiment design.

A. EXPERT PROFILING PIPELINE
The pipeline to generate expertise profiles consists of two
general stages: identifying relevant terms and topics, as well
as mapping individual authors to their respective topics [4].
To identify topic groups within the dataset, a heterogeneous
graph is constructed as seen in Figure 2. This graph illustrates
the relationship between a document with its authors and
keywords.
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FIGURE 2. Heterogeneous graph illustration.

The keyword feature is useful in clustering the publications
as well as in describing the generated topic groups. However,
observations from the dataset exploration process showed that
some publications did not have keywords by default. Thus,
the keyword extractionmethod is then utilized to handle these
missing keywords.

The overall pipeline for expert profiling in this paper
is visualized in Figure 3. We utilized two datasets in this
pipeline: a publication dataset containing the metadata of
publications and a lecturer dataset containing the full names
of lecturers within the faculty. The former dataset provides
information for discovering topics and expert profiles, whilst
the latter is used for author name disambiguation. We extract
and disambiguate these keywords in the heterogeneous graph
construction process.

FIGURE 3. Expert profiling pipeline.

In this approach, several keyword extraction methods are
employed to fill these features on the dataset. The methods
used in this approach are a combination of methods employed
in previous studies as well as a new keyword extraction

method. This research seeks to involve these keyword extrac-
tion methods to build heterogeneous graphs.

The graph construction process follows the flowchart in
Figure 4. We select features from our publication dataset
such as author names, titles, abstracts, and default keywords.
Keyword extraction is applied to the title and abstracts.
The extracted keywords will then be combined with the
default keywords as vertices to the graph. There were two
combinations of keywords examined here: with and with-
out disambiguation. After that, these keywords, along with
a list of authors, are used as vertices to a heterogeneous
graph. Author name disambiguation is also performed in this
pipeline by examining the initials of an author’s name.We use
the lecturer dataset to provide the full name of an author as
reference.

Keyword disambiguation is performed to reduce ambiguity
between the extracted keywords. By measuring the string
similarity of keywords with the longest common subsequence
(LCS)-based metric, we aim to group the similar strings that
refer to the same concept or entity.

FIGURE 4. Graph construction flow.

The utilization of this lexical approach is chosen to keep
the keywords associated with the dataset thematically consis-
tent with the content in the text. Semantic similarity is not
observed to provide more information between keywords in
heterogeneous graphs like the previous work [9]. This is done
to keep the keywords consistent with the contents of its source
publication. As an illustration, the keywords neural network
and computer vision are two terms that are semantically close

27922 VOLUME 12, 2024



W. Fu, S. Akbar: Expert Profile Identification From Community Detection

to each other, as neural network is one of the methods utilized
in computer vision tasks [36]. However, publications that
involve neural networks in their approach do not necessarily
discuss computer vision research and vice versa.

Thus, the keyword disambiguation steps are as follows.
First, a list of unique keywords is formed from the publication
dataset. Then, for each pair of keywords contained in the list,
the similarity value with the LCS metric will be measured.
Then, the keywords will be grouped according to their sim-
ilarity with a predetermined threshold. In this research, the
experiment will utilize a similarity threshold value of 0.85.
Figure 5 displays the string similarity measurement process
in the keyword disambiguation process.

FIGURE 5. Keyword disambiguation process.

We adapt the method proposed in previous work to
transform the heterogeneous network into a homogeneous
similarity graph [1]. By transforming the graph, we could
apply the Louvain method to group the publication vertices
into groups. This method is performed recursively to discover
a hierarchical relationship within the topics. In this approach,
we group the topics into two hierarchy levels. The edge
weights l between two publication vertices p1 and p2 in the
similarity graph are measured according to (7). Variables
α and β are variable weights that determine the proportion
of author-publication edge and keyword-publication edge
weights, respectively. Figure 6 displays an example of graph
transformation between two publication vertices.

lp1,p2 = α(lp1,A + lp2,A) + β(lp1,K + lp2,K ) (7)

FIGURE 6. Graph transformation process.

The ranking step is performed after community detection
is applied. To determine the ranking of authors and keywords
in each community, PageRank centrality analysis [37] ranks

the author and keyword features on the heterogeneous graph.
This centrality measure is chosen as the ranking method
because it could determine the importance of a vertex by its
relations to neighboring vertices. It is also consistent with the
intuition in co-authorship and co-occurrence graphs in which
entities that are heavily involved with other entities generally
have more significant influence.

An author’s expertise profile is defined as the probability
distribution of topic groups. At the end of the topic iden-
tification stage, each document in the dataset is associated
to a topic group. The topic probability distribution is first
determined by mapping the publications of an individual
author with its corresponding topic group. Then, the topic
probability is determined by calculating the frequency of
occurrence of the topic of that author’s publication. The
probability distribution is represented as an n-dimensional
vector. Figure 7 illustrates the discovery of expertise profiles
from community detection results.

FIGURE 7. Individual expertise profile description.

B. EXPERIMENT DESIGN
In this research, experiments are conducted to determine
which combination of observable factors produces the opti-
mum quality topics. The observable variables that were
compared in this experiment are as follows.
1. Keyword extraction method

This experiment compares keyword extraction meth-
ods utilized in previous approaches [9] (TextRank,
RAKE, MultipartiteRank) as well as newly proposed
keyword extraction methods (YAKE, SIFRank, KBIR,
KeyBART). A total of five keywords were extracted
from each publication to represent the keywords in the
graph, which follows the average number of default
keywords within the dataset.

2. Keyword combination
We conduct experiments to compare two keyword vertex
representations in the heterogeneous graph. The first
representation uses the combination of the default key-
word publication with the extracted keywords whilst
the second representation uses only the extracted key-
words. This comparison determines the effectiveness of
keyword extraction methods in discovering topics and
expert profiles.
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3. Keyword disambiguation
In this experiment, we compare the constructed graph
with or without keyword disambiguation. This exper-
iment aims to discover the impact of keyword disam-
biguation on the quality of topics produced.

4. Edge weights transformation
To observe the influence of keyword and author rela-
tionships, variables α and β are used to adjust the
proportion of author edge weights and keyword edges
respectively when transforming the initial heteroge-
neous graph into a homogeneous similarity graph. This
comparison had been observed in previous study [1]
to obtain the optimum topic quality. The variations of
α and β pairs compared in this experiment are α =

1.0, β = 1.0; α = 0.5, β = 1.0; and α = 1.0,
β = 0.5.

IV. EXPERIMENTAL RESULTS
In this section, we present the steps taken to the implementa-
tion phase of the research. This includes graph construction,
topic discovery, as well as individual profile evaluation.

A. DATASET
Our publication dataset contains 12,242 records of infor-
mation which corresponds to scientific papers published by
authors within ITB School of Electrical Engineering and
Informatics (STEI) until July 2023. The records in this
dataset are collected from the faculty publication database
and publicly available scientific publication repositories such
as Google Scholar and IEEE Xplore. Our dataset contains
seven features that describe a publication’s metadata as seen
in Table 1.

TABLE 1. Publication dataset features.

The initial publication dataset contains duplicated records,
documents withmissing abstracts, as well as nonrelevant pub-
lication documents, such as table of contents, author index,
or welcome speech. Thus, we remove any such records in the
dataset. This filtering process results in 7,145 publications to
be represented as a heterogeneous network as a first step to
identifying individual expertise profiles.

The distribution of the contributors group size per publica-
tion can be identified in Figure 8. From this figure, it could
be seen that most publications were authored by two to
four authors, with 30.76 percent of the collected publications

FIGURE 8. Authorship size distribution.

created by two authors (2,196 publications) and 29.06 percent
created by three authors (2,077 publications).

In this paper, we use the title and abstract from each pub-
lication as the source document for keyword extraction. This
is done since both these features combined already represent
the overall content of a scientific publication [11]. Most text
in this dataset consists of 100 to 200 tokens. The distribution
of tokens in this dataset is displayed in Figure 9.

FIGURE 9. Publication token length distribution.

The keywords feature has a considerable number of miss-
ing values in this dataset, with 54.21 percent of the dataset
(3,874 publications) being publications without providing
keywords. To complete the keywords in the dataset, several
keyword extraction methods will be compared at the hetero-
geneous graph construction stage. We can observe this in the
graph in Figure 10.

In addition, we use another dataset that contains lecturer
names and their assigned research groups within the faculty.
This dataset would be used to disambiguate authors’ names
during the graph construction stage. There are nine general
research groups within the faculty. From this dataset, we also
discover the size distribution of each research group available
within the faculty, as shown in Figure 11.

B. GRAPH CONSTRUCTION
Each heterogeneous graph constructed has 7,145 document
vertices, 6,832 author vertices, and 22,527 document-author
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FIGURE 10. Missing keywords size.

FIGURE 11. Research group size distribution.

edges. The number of keyword vertices and keyword-
document edges varies depending on the combination of other
observation factors. In general, graphs that utilize default
keywords have fewer keyword vertices compared to graphs
that contain only extracted keywords alone. This is due to
the default keywords having more occurrences in more than
one publication. The common occurrences of these key-
words could also be observed during the graph transformation
phase into a similarity graph. Graphs that contain the default
keywords have higher density values since they have more
similarity edges.

The heterogeneous graphs with keyword disambiguation
have lower keyword vertex count because the disambiguation
process reduces the variation of keyword string that refers to
the same entity. The vertex count comparison between the
constructed graphs before and after keyword disambiguation
graphs can be observed in Figure 12 for graphs with default
keywords and Figure 13 for graphs without default keywords.

C. EXTRACTED KEYWORDS ANALYSIS
The keyword extraction methods utilized in this research
are part of the extractive approach, which means that each
keyword is a term that appears in the source document. From
the observation of the entries in the dataset, it is known that
the keywords provided by default are abstractive, meaning

FIGURE 12. Keyword vertex size comparison (With default keywords).

FIGURE 13. Keyword vertex size comparison (Without default keywords).

that some of these keywords never appear in the source doc-
ument. Most of the default keywords in this dataset are found
in publications from IEEE Xplore. The keywords in these
publications are derived from expert annotations according
to the entries in INSPEC. This illustration can be seen in
Figure 14.

Through observation of the topic discovery results, most
default keywords found were abstractive keywords. The
abstractive keyword extraction approach has not been utilized
in this research because of the limited number of abstractive
methods available. The abstractive approach could be con-
sidered as a form of multilabel text classification task, so this
approach requires a list of reference keywords as the initial
labels of each text document.

To determine the initial label for all publications in this
dataset, the identification of experts who are skilled and
familiar with the two common fields within the scope of
STEI publications, namely computing and electrical engi-
neering, is required. Thus, an extractive approach was chosen
to identify keywords from the existing text. Moreover, the
extractive approach can be considered as an initial approach
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FIGURE 14. Default and extracted keywords comparison.

to unsupervised keyword identification. The findings in this
experiment are expected to assist further development of
expertise profiling solutions in the future.

D. TOPIC IDENTIFICATION ANALYSIS
This section discusses the topic identification results gener-
ated from the community detection method. In general, the
quality of these topics would be compared by measuring their
HPMI scores. We elaborate further on these results for each
of the observable factors in the experiment.

1) KEYWORD EXTRACTION METHOD
The different keyword extraction methods affect the HPMI
between keywords (KK) values significantly. On the compar-
ison of graphs without keyword disambiguation, the SIFRank
extraction method combined with the default keywords pro-
duces the best average HPMI value. Meanwhile, RAKE,
YAKE, and SIFRank produce the best average HPMI value
in graphs without default keywords for weights α = 1.0,β =

1.0; α = 0.5,β = 1.0; and α = 1.0,β = 0.5 respectively.
On the graph with keyword disambiguation, the SIFRank

keyword extraction method gives the best average HPMI
value at the weight combination α = 1.0,β = 1.0. In contrast,
RAKE gives the best value at the weight combination α =

0.5,β = 1.0 and α = 1.0, β = 0.5 for graphs with default
keywords. For graphs without default keywords, the RAKE
method gives the best value for the weight combinations
α = 1.0,β = 1.0 and α = 0.5,β = 1.0. Finally, the YAKE
extraction method provides the best value for the weight
combination α = 1.0,β = 0.5.

From these observations, we found that RAKE and
SIFRank extractionmethods produce themost optimum qual-
ity of topics for a given combination of observation factors.
This shows that these methods produce keywords that appear

in more than one document, thus increasing the chance of
token occurrence in the HPMI value calculation process.

The diagram in Figure 15 shows a comparison of the
number of keywords that appear in more than five documents
in the dataset with the extraction method used. It is shown
that SIFRank and RAKE methods have the least number of
keywords appearing in more than five documents compared
to other extraction methods. The low occurrence rate would
then increase the probability value of a pair of keywords
appearing on the same topic.

FIGURE 15. Keywords appearing in more than 5 documents.

2) KEYWORD COMBINATION
Topic groups generated from graphs with default keywords
have a larger average HPMI value compared to graphs with-
out default keywords. This is evidenced in Figure 16 which
shows the comparison of average HPMI value with keyword
combinations. The significant difference in average value is
caused by the difference between HPMI for keyword vertices
(KK). The graph that is constructed with the default keywords
has more overlapping keywords that appear in more than one
document. This increases the chance of a pair of keywords
on the same topic appearing in the same document, thus
increasing the HPMI score.

FIGURE 16. HPMI scores comparison for different keyword combinations.

3) KEYWORD DISAMBIGUATION
The utilization of keyword disambiguation provides differ-
ent changes in the average HPMI value for each extraction
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FIGURE 17. HPMI value comparison with disambiguation (graphs with
default keywords).

FIGURE 18. HPMI value comparison with disambiguation (graphs without
default keywords).

method used. As an illustration, Figure 17 and Figure 18
present the graph comparison for the combination of author
weight α = 0.5 and keyword weight β = 1.0.
From the comparison we observed in Figure 17, the use

of disambiguation increases the average value of HPMI
for TextRank and YAKE extraction methods on the graph
with default keywords. Meanwhile, using keyword disam-
biguation decreases the value for YAKE, MultipartiteRank,
SIFRank, and SIFRank+ extraction methods.
The comparison in Figure 18 observes HPMI values

for graphs without default keywords. This observation also
proves the different effects of keyword disambiguation
with the extraction methods. In this case, disambigua-
tion increases the HPMI value for TextRank, RAKE,
MultipartiteRank, SIFRank, and KeyBART extraction
methods.

From our observation, we noticed that there are several
error cases in the disambiguation process. While the string
similaritymeasure could disambiguate keywords such as con-
volution neural network and convolutional neural nets, the
method also produces some errors, with unrelated keywords
such as graph structure and graphene structure being con-
sidered the same concept. These errors impact the quality of
topics being produced depending on the extraction method
being used.

FIGURE 19. HPMI vs edge weights comparison on graphs with keyword
disambiguation.

4) EDGE WEIGHTS TRANSFORMATION
The average value of HPMI scores can be seen in Figure 19
and Figure 20 for graphs without keyword disambiguation
and with disambiguation. In both cases, the combination of
variables α= 0.5 and β= 1.0 gives a better average HPMI
than the other two combinations. This is due to the lower
author weight α increasing the influence of keyword simi-
larity to weight edges in the similarity graph. These weighted
edges are utilized in the topic identification process with the
Louvain method. Thus, documents are clustered on the same
topic because they have the same keywords, more so than
having the same author. This then increases the chance of
keywords in one topic group appearing in the same document.
In general, the observation factors involved in this exper-
iment significantly affect the HPMI value component for
keywords (KK).

FIGURE 20. HPMI vs edge weights comparison on graphs without
keyword disambiguation.

E. TOPIC EVALUATION
We compare HPMI values between each combination of
factors globally to determine expert profiles that will be used
to be evaluated by STEI lecturers. The average HPMI scores
between combinations of observation factors are described in
Table 2. All combinations shown in this table involve graphs
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TABLE 2. Top combinations with best average HPMI.

that use default dataset keywords. Through this observation,
it is concluded that the combination of author weight α =

0.5 and keyword weight β = 1.0 provides the best average
HPMI value.

F. PROFILE GENERATION
The profiles identified from the optimum method are com-
pared with keywords from the ATMmodel as a baseline since
this method is a common approach utilized for topic detec-
tion with mapping to the authors. The optimum number of
ATMmodel topics is determined by comparing the coherence
value of NPMI to the number of topics. From this approach,
we decided to use the ATMmodel with 16 topics as a baseline
to construct the profiles.

The profile evaluation was conducted towards 22 STEI lec-
turer samples; 11 of whom were from the computer science
(CS) branch of the faculty and another 11 from the electrical
engineering (EE) branch of the faculty. This grouping ensures
the sampling process provides as close a representation as
possible to the expertise of the authors within STEI.

We use the mean average precision (MAP) metrics to
measure how many relevant topics are in the resulting profile
from both methods. In this study, the relevance value which
is on a scale of 0-4 will be mapped into a binary label 0/1
with 2 as its threshold, meaning topics that score below 2 will
be labeled as 0. Table 3 displays a comparison of theMAP@5
scores of the profiles produced by the two methods, namely
the method of community detection, which we shortened here
as CDT, and the method of the Author Topic Model (ATM).
The CDT is measured to result in a better MAP score; thus,
it is considered to produce profiles with topics that are more
relevant to STEI authors. The CDT method provides a better
MAP@5 score on both subsets of the samples.

TABLE 3. MAP@5 score comparison.

The MRR score comparison measures the quality of pro-
files by observing only the first occurrence of relevant topics.

TABLE 4. MRR score comparison.

Table 4 shows the comparison of MRR scores for both meth-
ods. In general, the CDT method provides better MRR scores
in the samples of both disciplines. This observation matches
the MAP measure. Both methods produce better MRR scores
for profiles in the electrical engineering branch.

We compare nDCG metrics evaluation to measure the
quality of topic rankings on profiles. Table 5 shows the com-
parisons between the nDCG@5 scores of the CDT method
with the ATMmethod as baseline. In general, the nDCG score
shows that bothmethods provide a good ranking quality to the
actual expertise of the author. This is achieved because, for
most of the profiles, both methods correctly place less rele-
vant topics in a lower order. This evaluation also shows that
the CDTmethod provides a better nDCG@5 score than ATM.

TABLE 5. nDCG@5 score comparison.

Our observation shows that keywordswithin the same topic
have varying scope sizes. As an example, one of the topics
identified includes keywords with a broader scope such as
learning (artificial intelligence) and natural language pro-
cessing, as well as those with a more specific scope such as
support vector machine and sentiment analysis. This makes
keywords with a more general scope promoted more in the
topic identification process, thus obstructing the discovery
of more specific expertise. These more specific keywords
help users determine the uniqueness of authors in the same
scientific category. For example, keywords like sentiment
analysis and text summarization describe a better detail of
an author’s expertise than the general term natural language
processing. Domain-specific ontologies such as the ACM
Computing Classification System (CCS) [38] or Computer
Science Ontology (CSO) [39] could be utilized for further
development in determining the level of granularity of key-
words per topic. However, the graph-based expert profiling
model in this study was still able to produce terms that were
more meaningful than the collection of unigrams from the
LDA-based topic modeling technique.

The MAP score indicates several irrelevant topics in the
generated author’s profile. One of the reasons is the nature of
the Louvain algorithm which produces disjoint communities,
so a publication could only be classified into one topic. This
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grouping has limitations in handling multidisciplinary publi-
cations involvingmore than one scientific topic. For example,
one of the publications on datasets involving hidden Markov
model techniques in software security studies can only be
classified under the topic of learning (artificial intelligence).
This makes the authors who contributed to the publication are
considered to have more significant expertise on the topic of
learning (artificial intelligence) compared to the topic of soft-
ware security. Thus, future developments with overlapping
community detection techniques could be adopted to handle
multidisciplinary publications.

V. CONCLUSION AND FUTURE WORK
In this expertise profiling task, keyword extraction meth-
ods are utilized and compared for constructing author-
publication-keyword heterogeneous graphs. Experiments are
conducted to compare the quality of topics with various key-
word methods. The use of string similarity method is also
added to reduce ambiguity in the generated keyword list.

Experiment shows that extractionmethods affect the HPMI
value between keyword vertices (KK) significantly. This also
applies to other observation factors in the experiments, which
include keyword combination as well as transformation
weights. We find that the topics provided from the graph with
default keywords and extracted keywords by SIFRankwithout
keyword disambiguation and transformed with weights α =

0.5, β = 1.0 provided the optimum quality topics. This com-
bination is utilized for further profile evaluation, comparing
them to our baseline model. Moreover, the profile evaluation
score shows that profiles from this approach are generally
more relevant than ATM as the baseline method.

For future works, an abstractive keyword extraction
method could be utilized with the keyword list being deter-
mined in advance. The keyword groups generated from this
research can be utilized as one of the supplemental sources
in determining the keyword list beforehand as classification
labels. Other similarity measurement methods could be uti-
lized to improve connectivity between keyword features. The
use of other approaches would hopefully be able to improve
the quality of document clustering. Further development of
this approach could utilize other community detection meth-
ods, especially in grouping multidisciplinary publications.
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