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ABSTRACT Quora is an expanding online platform, that contains a growing collection of questions and
answers generated by users. The content on this platform is managed by its users which involves creating,
editing, and organization. Due to the vast number of users, it is not uncommon to find multiple questions
with similar intents, leading to the problem of duplicate and identical questions. Detection of these duplicates
could effectively lead to a more efficient search for high-quality answers, ultimately improving the user
experience for both readers and writers on Quora. This study utilizes the dataset of Question Pairs for Quora
obtained from Kaggle for identifying questions that are duplicates or identical. To vectorize the questions
and for model training, six types of word embeddings are implemented including GoogleNewsVector,
FastText crawl, FastText crawl sub-words, bidirectional encoder representations from transformers (BERT),
robustly optimizedBERTpretraining approach (RoBERTa), and embeddings from languagemodels (ELMO)
containing 100 dimensions. The Siamese Manhattan long short-term memory (MaLSTM) neural network
model, where Ma is Manhattan distance, is applied with ELMO word embedding to predict duplicate
questions in the dataset. Experimental results demonstrate that the proposed model attained an accuracy
of 95.68% which surpasses the state-of-the-art models.

INDEX TERMS Quora, identical questions, word vector representation, MaLSTM.

I. INTRODUCTION
Quora one of the largest question-and-answer platforms on
the internet, hosts a vast amount of user-generated content [1].
With millions of questions being asked and answered, the
issue of duplicate questions arises frequently [2]. Duplicate
questions not only clutter the platform but also lead to
redundant content and a poor user experience. Therefore, the
task of automatically detecting duplicate question pairs on
Quora has gained significant attention.

Quora duplicate question pair detection involves devel-
oping machine learning models and algorithms capable of
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identifying whether a given pair of questions are duplicates or
not [3]. This task poses several challenges due to the semantic
complexity of natural language and the nuances involved
in determining question similarity. Researchers and data
scientists have explored various approaches and techniques
to tackle this problem effectively [4], [5].
Quora is a social media platform in terms of websites

and apps that allow users to ask and answer questions from
other users on various topics. These platforms facilitate
communication and knowledge sharing among people with
different backgrounds, expertise, and interests. Quora is an
example of such a platform where users post questions
that are later answered by the users having expertise in
domains related to the asked question. Users can collaborate
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TABLE 1. Examples of non-duplicate and duplicate pairs of questions.

by modifying questions and proposing more precise answers
to the posted queries. 300M unique users visit Quora every
month as per the stats of the Director of Product Management
of Quora, and this causes problems of redundant or the same
questions asked by different users with a choice of different
words. As a result of these questions, it is hard to find
the best answer for the reader to the questions, and also
writers need to answermultiple questions in the same context.
As a result, maintaining a single question thread for logically
distinct questions is an important rule on Quora. For instance,
questions like ‘‘Which laptop is most suitable for coding?’’
and ‘‘What are some good laptops for programming?’’ are
alike as they have the samemeaning and require answers only
once. Although the questions ‘‘What is the best book ever
made?’’ and ‘‘What is the most important book you have ever
read?’’ use different phrasing, they share the same context
and are considered duplicate questions, and maintaining
separate pages for such questions can be a burden. Identifying
and merging duplicate questions on Quora enhances the
efficiency and effectiveness of knowledge sharing in several
ways. By compiling all the questions on a single thread,
readers can access answers to multiple questions while
writers can avoid repeating the same response on multiple
pages for the same question. If readers are divided into several
threads, then a large number of users can be acquired to
visit. At present, the random forest (RF) model is used by
Quora along with several handcrafted features to combine
duplicate questions. However, this approach may not be
highly efficient when processing large amounts of data.
In 2017, Quora held a contest on Kaggle that was motivated
by developments in deep learning and machine learning
models. The participants were asked to use cutting-edge
machine learning and deep learning techniques to the dataset
to increase the accuracy and reliability of the results.
By utilizing neural network architecture, the main idea of [6]
is to increase accuracy and cut down the time used in complex
feature engineering. A key component of natural language
processing (NLP), which has many applications including
text classification, recognizing textual entailment (RTE) [6],
information retrieval, plagiarism detection, and paraphrase
recognition is the identification of duplicate questions [7].

The degree of similarity between two fragments of
questions is measured to determine if they are semantically
similar, which indicates that they may receive the same
answer and are considered duplicates. Since the true meaning
of a sentence cannot be accurately determined due to the
ambiguous language and synonymous expression, it can be
difficult to identify questions that are duplicates. Measuring
sentence semantic similarity has been the focus of some

studies. In [8], a method is designed for measuring the sim-
ilarity between sentences semantically. The method utilizes
WordNet, leveraging a tool developed by the researcher.
Notably, this method does not involve the use of machine
learning or deep learning models. The study presents a
model specifically designed for the identification of similar or
duplicate questions. The organization of a pair of questions is
done on the basis of similarity in both their semantic meaning
and wording. For experimentation, the dataset of a pair of
Questions from Quora can be downloaded from Kaggle.

In Table 1, the first and third question pairs have similar
words like ‘friends’ in the first and ‘marathon, training’ in
the third. That is why they lie in the duplicate target class.
The second and fourth example does not containmany similar
words not even in the same sense of synonyms and they are
placed under the label of non-duplicate in the dataset.

• A novel model is introduced for duplicate question-
pair detection. The proposed Manhattan long short-term
memory (MaLSTM) model makes use of embeddings
from language model (ELMO) word embedding for the
final predictions.

• The performance of the proposed model is tested with
five other word embeddings like GoogleNewsVector,
Fasttext, Fasttext crawl sub-word, bidirectional encoder
representations from transformers (BERT), and robustly
optimized BERT pretraining approach (RoBERTa).

• Furthermore, the performance of the proposed model is
compared with other state-of-the-art approaches.

The rest of the article is divided as follows. Section II gives
an overview of relevant studies associated with this work.
In Section III, the proposed model, the dataset used, the steps
of data preprocessing, and the underlying rationale behind the
deep learning models employed in this study are discussed.
Section IV examines the findings of experiments and their
analysis. Lastly, Section V concludes the article by offering
future suggestions.

II. RELATED WORK
Given the variety of language and the difficulty in deter-
mining a sentence’s exact meaning, it can be difficult to
spot duplicate questions. A well-researched task in NLP is
identifying paraphrases, which is comparable to this task [9].
Natural language sentence matching (NLSM), a technique
used to spot duplicate questions, ascertains whether two
sentences, even those with different wording, express the
same idea [10]. Researchers’ primary interest in conventional
approaches has been feature engineering, and popular
features include term frequency (TF), a bag of words (BoW),
inverse document frequency (IDF), and N-grams. Support
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vector machine (SVM) model, which uses various techniques
of feature extraction like BoW vectors, is a key technique
in the categorization of text [11]. Deep learning techniques
have recently demonstrated impressive performance in a
variety of NLP tasks, especially in the area of semantic
text similarity [12], [13], [14]. Deep learning models that
were trained using task-specific feature engineering have
achieved outstanding outcomes in similarity measurement
and semantic analysis. Pre-trained word embeddings have
been demonstrated by researchers to be able to capture
significant semantic symmetries [15]. Word embeddings and
deep models can be combined to accurately represent the
semantic meaning of the text.

In tasks like text categorization and information retrieval,
long short-termmemory (LSTM)-based neural networks [16]
have displayed exceptional performance. The study [17]
suggested semi-supervised and supervised methods utilizing
LSTM, along with a technique known as region embedding,
to embed text regions of varying sizes. In another study [18],
a neural network model was introduced that incorporated
a recurrent neural network (RNN) with distributed vector
representation. This model effectively integrated document
vectors while analyzing the contextual information and
relationships between sentences. For tasks such as the
classification of text and sentence representation, the study
employed a methodology called the C-LSTM network, which
combines convolutional neural network (CNN) and LSTM
neural networks. High-level features were extracted by this
architecture using CNN and later were fed to LTSM [19].
In [20], an LSTM model was proposed for predicting
the resemblance between two sentences. A skip-thought-
based approach was also proposed that utilized a skip-gram
approach from word to sentence level with RNN to obtain a
skip-through vector for each sentence, which was then used
to reconstruct previous and next sentences [21].
The Siamese architecture is still frequently used as a

learning framework for placing question-answer pairs in a
common space [22] despite the earlier studies. In a separate
investigation [12], a different strategy was studied and
sentences were converted using pre-trained word embedding
vectors and Siamese LSTM. To arrive at the conclusion, the
Manhattan distance was used to gauge the proximity of the
sentence pairs. CNN-based approaches have demonstrated
exceptional performance in a number of NLP tasks [23]
other than just classification. Attention-based CNN is also
used for finding duplicate question pairs [24]. Another
study [25]] used the Siamese CNN model, which combined
convolutional and pooling processes to create sentence
embeddings. However, using pre-trained word embeddings
that are not specifically adapted to the dataset limits the
performance of these models.

The Quora dataset has received limited attention in the
research community, with only a few studies conducted [26].
In one of these studies, a CNN-based model leveraging
global vectors for word representation (GloVe) embeddings,

which are 100dimensions Wikipedia vectors, achieved an
accuracy of 80.4% [10]. Another approach presented in [27]
employed a bi-layer similarity network along with a Siamese
gated recurrent unit (GRU), resulting in an accuracy of
85%. In addition, the accuracy of a support vector classifier
trained using precomputed features such as longest common
substring, subsequences, and word similarity derived from
lexical and semantic resources was 85.0% [27]. Further-
more, a ‘‘matching-aggregation’’ framework called bilateral
multi-perspective matching (BiMPM) was utilized in [28],
achieving an accuracy of 88.17%. Recently, a graph-based
matching model has been proposed to detect duplicate
questions on the Quora network [29].

Detecting duplicate question pairs is challenging because
natural language is ever-changing and nuanced, and conven-
tional rule-based methods often fail to capture these subtle
variations. The authors applied deep learning models LSTM
and bidirectional LSTM (BiLSTM) in combination with
word embedding to encode question pairs [30]. Chandra et al.
[31] applied GLoVe word embedding to extract similarity
and proposed siamese LSTM. The authors applied the
Siamese network, Bert and BiLSTM, and MaLSTM to detect
duplicate questions on the Quora network and achieved the
highest accuracy with the Bert model [32]. These progressive
methodologies signify the ongoing efforts to conquer the
challenges of duplicate question pair detection within the
ever-evolving landscape of natural language.

Another study along the same lines is [33] which focused
on the detection of duplicate questions on community-based
platforms. The authors propose an interaction-based Siamese
network (ISN) to resolve the issues of error propagation and
low-level semantics loss. In addition, an aggregation strategy
is proposed for the propagation of low-level to high-level
interaction features. This strategy helps to preserve low-level
semantic information. Results show that the proposed ISN
model outperforms base models with a 0.86 accuracy score
while obtaining a 0.85 score each for precision, recall,
and F1. Similarly, the study [34] presents an approach
to detect near-duplicate and semantically related questions
using an unsupervised approach. The proposed approach
combines statistical and neural approaches for this purpose.
The proposed model QDup focused on increased accuracy
and speed for duplicate question detection. The proposed
approach shows better accuracy than keyphrases-based and
closest neighbor methods with an 81.5% accuracy.

Unlike the majority of the techniques mentioned above,
this study takes a different track. For higher-level feature
engineering, it uses a variety of word embeddings rather
than just one pre-trained one, such as the GooglNewsVector,
FastText crawl, FastText crawl sub-word, BERT, RoBERTa,
and ELMO embeddings. The inclusion of word vectors from
several fields in the embeddings leads to a larger training
word-vector size and awider variety of training domains. This
work employs the MaLSTM deep model, which produces
an output vector containing the final hidden state, to process
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TABLE 2. Dataset attributes description.

the input vectors of each sentence. To determine how similar
these representations are to one another, the Manhattan
distance is used. By correctly identifying 20 out of 20 pairs
of questions, the proposed method outperforms other feature
extraction and approaches to deep learning in terms of
accuracy.

III. MATERIALS AND METHODS
A sentence is made up of a group of words that combine to
form clauses and phrases. By looking at a sentence’s structure
and constituent parts, one can determine its meaning. The
relationships between words can be examined using neural
networks from a variety of angles. In order to determine the
semantic relevance between the two questions, this paper
introduces a novel Siamese MaLSTM model. The use of
two or more identical network structures at once is referred
to as ‘‘Siamese’’ usage. The initial ‘‘Ma’’ in ‘‘MaLSTM’’
stands for theManhattan distance approximationmethod, and
is used for calculating how similar two textual features are
to one another. By usage of three gates for processing of
input, the LSTM serves as a sequence modeling technique
that can detect long-term dependencies. The proposed
model adopts an approach that combines three feature
engineering methods: GoogleNewsVector, FastText crawl,
and FastText crawl sub-words. The deep learning model
siamese MaLSTM is implemented using the Keras frame-
work and visualization is done using matplotlib and seaborn
library.

A. DATASET
A data set containing 404351 entries of question pairs was
made public by Quora in January 2017 [35]. These pairs of
questions cover a wide range of domains, such as technology,
entertainment, politics, culture, and philosophy. The dataset
was obtained from Kaggle [36]. Every entry in the dataset
consists of a question pair and target class representing
whether questions are identical or not. Then dataset is divided
into two parts, i.e., 75% for training and 25% for testing.
Table 2 provides details of attributes of the dataset, along with
their descriptions.

As the classifier focuses solely on the attributes
‘‘Question 1’’ ‘‘Question 2’’, and ‘‘Duplicate,’’ the remaining
attributes are ignored from the dataset. In Table 3, samples
of non-duplicate and duplicate questions are listed from the
dataset.

TABLE 3. Examples of duplicate question pairs.

B. PREPROCESSING
Preprocessing is the process of addressing redundant, incon-
sistent, and missing values in order to arrange data in a
comprehensible format. Several preprocessing techniques are
used to remove noise and reduce data complexity. NLP
techniques, such as converting text to lowercase, removing
stop words, stemming, and tokenization, are implemented
using readily available libraries like natural language pro-
cessing tool kit (NLTK) and Keras. These preprocessing
steps enhance the data quality by removing unnecessary
details. Using the tokenizer method from Keras’s library,
each question is converted into a word vector. The extraction
of useful features also makes use of word embeddings
like GoogleNewsVector, FastText crawl, FastText crawl sub-
words, BERT, RoBERTa, and ELMO. The total number of
characters in questionsmay not exceed 45 in order tomaintain
consistency. Zero padding is used for questions under
45 characters. The Siamese MaLSTM architecture is then
used to predict labels using the preprocessed features. The
architecture uses the processed data to generate predictions
based on the features that were extracted.

C. PROPOSED METHODOLOGY
Figure 1 shows the architectural workflow of the proposed
approach. The dataset is used with ELMO word embedding
to extract features which are later fed into MaLSTM. The
model is trained on these features to determine the duplicate
and non-duplicate question pairs.

D. WORD EMBEDDING
Deepmodels lack natural comprehension of spoken orwritten
input. Each query must be vectorized in order for these
models to understand such input. The first layer in the
proposed model is an embedding layer made to take the input
of the question pairs and convert each word into a vector
representation. The maximum sequence length is 45 and the
embedding dimension is set at 100. In this particular study,
six distinct word embeddings GoogleNewsVector, FastText
crawl, FastText crawl subword, BERT, RoBERTa, and
ELMO are employed. These embeddings provide valuable
representations of words, enhancing the model’s ability to
capture semantic information and meaning.

1) GOOGLENEWSVECTOR
Google offers pre-trained word embeddings derived from
a news corpus. These word embeddings encompass a vast
vocabulary of 3 million English words, each represented by
300−dimensions. In total, this pre-trained model provides an
extensive collection of 3 billion word vectors [37].
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FIGURE 1. Workflow diagram of the proposed model.

2) FASTTEXT
A library named FastText, developed by Facebook for
learning word representation is known for its efficiency.
This library encompasses a comprehensive set of 2 million
common words, each represented by 300− dimensions. This
amounts to a vast collection of 600 billion word vectors.
What sets FastText apart from Google word embeddings is
its distinctive feature of providing n-gram character-level
representations of words [38].

3) FASTTEXT SUBWORD
FastText Subword comprises a collection of 2 million word
vectors trained on the Common Crawl dataset, which consists
of a massive 600 billion tokens. In contrast to traditional
word embeddings, sub-word embeddings offer more detailed
information by breaking down each word into its constituent
sub-words. For instance, if we consider the word ‘‘where’’
with a value of n equal to 3, the resulting sub-words would be
‘‘we,’’ ‘‘her,’’ and ‘‘ere.’’ Ultimately, the FastText sub-word
provides a dictionary that encompasses the union of these
sub-words, enriching the representation of words [39].

4) BIDIRECTIONAL ENCODER REPRESENTATION FROM
TRANSFORMERS
BERT revolutionized NLP with its innovative implemen-
tation of a highly effective bidirectional self-attention
mechanism. This mechanism is trained on an extensive
collection of data including the BookCorpus, which encom-
passes 11038 unpublished books in plain text format across
16 diverse genres. Additionally, it utilizes 2500 million
words extracted from English Wikipedia passages to further
enhance its capabilities [40]. Unlike context-free models such
asWord2Vec, BERT utilizes a bidirectional contextual model
that takes into account both the preceding and following
words in a sentence. Consequently, contextual models capture
different word representations based on the specific sentence
context, offering a more comprehensive understanding of
language nuances. In contrast, context-free models assign the
same representation to a given word regardless of its context
in different sentences. The BERT model undergoes training
on diverse unlabeled data corpora, encompassing various
scenarios. In the subsequent fine-tuning phase, the model

starts with pre-trained parameters as its initialization. BERT
utilizes the ‘‘[MASK]’’ symbol to predict missing tokens
in the text. However, BERT does have a few noteworthy
drawbacks. Firstly, the reconstruction of all masked tokens
and corrupted versions in the joint conditional probability is
conducted independently, which can be seen as a limitation.
Secondly, masked tokens do not appear in the downstream
tasks, resulting in a disparity between the pre-training
and fine-tuning stages. However, one of the significant
advantages of BERT’s autoencoder (AE) language modeling
approach is its ability to capture bidirectional context,
enabling a more comprehensive understanding of language.

5) ROBUSTLY OPTIMIZED BERT APPROACH
RoBERTa, an enhanced version of BERT, shares many
similar configurations with BERT but shows improved
performance [40]. This can be observed from the GLUE
leaderboard. RoBERTa surpasses BERT in performance
by implementing several significant modifications. These
changes involve leveraging a larger training dataset, adopting
dynamic masking patterns, training on lengthier sequences,
and replacing the next sentence prediction task. In essence,
RoBERTa fine-tunes BERT by primarily augmenting the
data size and optimizing hyperparameters. In RoBERTa,
dynamic masking is applied to every training instance during
each epoch. This is accomplished by replicating the training
dataset ten times, resulting in each sequence being masked
in ten distinct ways throughout the course of forty training
epochs.

6) EMBEDDINGS FROM LANGUAGE MODELS
Traditional word embedding methods often struggle to
capture contextual information and accurately distinguish
between polysemous words [41]. As a result, these methods
tend to generate the same representations for words like
‘‘read’’ regardless of the specific context in which they
appear. In contrast, word embeddings derived from ELMo
align with the contextual nuances of different sentences.
These embeddings are generated by leveraging the learned
functions of all the internal layers within a bidirectional
LSTM model. As a result, the representations of the word
‘‘read’’ in different contexts vary, capturing their unique
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contextual usage. ELMo provides notable benefits in gener-
ating contextualized representations, making it essential to
utilize ELMo embeddings for various NLP tasks, particularly
those involving text similarity calculations.

7) SIAMESE DEEP LEARNING NETWORK
Siamese networks are AI neural networks capable of simulta-
neously processing one or more input vectors and combining
the output vectors through sub-identical neural network
computations [42]. To reduce training parameters and the
risk of overfitting, the weights in Siamese networks are
shared among all the inputs. The concept of shared weights
was initially proposed in 1994 [43]. Siamese networks can
accommodate various types of input data, such as textual,
graphical, or numeric data.

These networks have shown to be effective for a variety
of tasks involving the establishment of relationships between
two patterns, such as recognizing forged signatures, pattern
recognition, and paraphrase identification [43]. Sub-identical
network models process inputs with comparable properties,
enabling the extraction of comparable and similar features.
At the output, the Siamese network performs binary classifi-
cation, indicating whether or not the inputs are members of
the same class. If input belongs to the same class, it suggests
that they are marked as duplicates and are similar in some
way. The Siamese network uses a neuron to determine how
far apart the feature vectors are when merging the output of
processed inputs. The questions are categorized as whether
they are identical or not based on the calculated distance,
giving information about how similar they are.

8) MALSTM
By utilizing its numerous internal layers, LSTM, a well-
known sequence modeling technique, efficiently generates
long-term sequences. The output gate (ot ), cell memory
block (ct ), input gate (it ), and forget gate (ft ) are its four
fundamental parts. The LSTM layer receives real-valued
vectors as input. The gates sequentially update the hidden
state representations (ht ), with the update procedure heavily
reliant on the cell memory block (ct ). The inclusion or
exclusion of information in the final prediction is determined
by these four factors taken together. Different LSTM
variations are created to handle various problem types [44].
In this experiment, two LSTM variants; the 1st variant (1)

and the 2nd variant (2) were applied. For constructing lengthy
sequences out of textual data, these variations work best.
They employ a sigmoid layer to determine whether a piece
of information is relevant to the final prediction. The output
of the sigmoid layer ranges from 0 to 1, with 0 indicating
information omission and 1 indicating information used in the
final prediction. In this context, the terms ‘‘Wi’’, ‘‘ht ’’, and
‘‘bi’’ refer to weights applied to the input vectors, ‘‘current
input’’ to the neuron, and ‘‘bias value added to the inputs’’.
Equations 3 - 6 show LSTM variants and they make use of
tanh activation function for producing the sequences based

TABLE 4. Hyperparameter details of proposed model.

on the topic of the text.

It = sigmoid(Wixt + Uiht−1 + bi) (1)

ft = sigmoid(Wf xt + Uf ht−1 + bf ) (2)

ct = tanh(Wcxt + Ucht−1 + bc) (3)

ct = it ⊙ ct + ft ⊙ ct−1 (4)

ot = sigmoid(Woxt + Uoht−1 + bo) (5)

ht = ot ⊙ tanh(ct ) (6)

Combinations on variable-length space vectors, specifi-
cally combinations made up of din-dimensional vectors, can
be produced by LSTM. The input vectors in this experiment
have a dimension size of 100 (dim = 100). Word vectors
(a1, a2, a3, . . . , aN ) are used to represent each question. The
maximum length of a sequence is 20 to ensure consistency.
As a result, no question in the dataset is longer than
20 characters. Zero-padding is used for questions with a
length of less than 40 to maintain uniformity.

The MaLSTM employs a Siamese architecture in which
each sentence in the input sentence pair is processed by
one of two identical LSTM sub-networks (LSTMa and
LSTMb). These input sentences are given equal weights and
converted to a real-valued word vector form, which fixes the
variable length input sequences into a fixed length vector
form [12]. One question is processed for each assigned
weight. Manhattan distance is determined by MaLSTM for
the final forecast. The Manhattan distance to some extent
outperforms other substitutions like cosine similarity [12].

Figure 2 displays a diagram of the Siamese MaLSTM
architecture that has been used in this study. Due to our work
on a large set of multidimensional word embedding, we chose
the Manhattan distance over other similarity measures. Since
the Manhattan distance similarity measure calculates the
absolute distance between two points that are at right angles
to determine the similarity between textual features, many
researchers have noticed that it not only performs well
with very high dimensional data but also computes more
quickly [9], [11], [28]. The Manhattan distance equation is
given in Equation 7 for the two points x and y

Ma = |x1 − x2| + |y1 − y2| (7)

where x1 and y1 represent the output of the first model and
x2 and y2 represent the output of the second.

The absolute difference between the two inputs to the
model indicates how similar they are to one another. We used
a threshold of 0.5 in this experiment to tell which questions
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FIGURE 2. Working explanation of siamese MaLSTM model.

TABLE 5. Performance comparison of the proposed model using all word embeddings.

were duplicates and which were not. The question pair is
categorized as duplicate if the final Manhattan distance value
is greater than 0.5; otherwise not.

Table 4 showcases all the hyperparameters utilized for the
design of siamese MaLSTM learning models.

IV. RESULTS AND DISCUSSION
Experimental setup, results, and performance analysis of
MaLSTM are presented in this section.

A. EXPERIMENTAL SETUP
The Siamese-LSTM model receives initial training on each
of the word embeddings (GoogleNewsVector, FastText,
FastText subword, BERT, RoBERTa, and ELMO) in the most
recent series of experiments. Subsequently, the predictions
from these separately trained models are merged to generate
the final prediction. Following the evaluation of the models
on 303K samples, they are further tested on an additional
100K instances. The training is conducted on a machine
with 32 GB DDR4 RAM, and 2GB Dell PowerEdge T430
GPU with a frequency of 2.4GHz on two Intel Xeon
processors. For running the epochs, on the ‘‘Quora Question
Pair Dataset’’ for every embedding and displaying the result
of classification, the time taken by the training was 1.5 hours.

B. RESULTS
Results given in Table 5 show that by combining Siamese
MaLSTM with ELMO word representation, the model was
able to achieve an accuracy of 95.68%. By analyzing

TABLE 6. Results using all word embeddings and MaLSTM model with
20 test samples.

the predicted results of these different word embeddings,
a good accuracy of 91.42% is attained by RoBERTa
but still, it is less than the 95.68% obtained from the
ELMO. This accuracy surpasses other state-of-the-art word
representation techniques like BERT and Fasttext. Figure 3
shows the ROC-AUC curve for the proposed model showing
the superior performance of the model regarding true
predictions.

To learn more about the class prediction process, we built
models using 20 test samples from the test data. Table 6
displays the dependability of our findings. It shows that the
MsLASTM model shows a 100% accuracy when 20 test
samples are tested using eLMO word embedding which is
much better compared to other embedding approaches like
GoogleNewsVector, FastText crawl, BERT, and RoBERTa.

Each of the aforementioned cases revealed the anticipated
outcomes. 16 out of 20 records are correctly predicted
when GoogleNewsVector and Siamese LSTM are combined,
as shown in Table 7. The number of word-vector tokens in the
GoogleNewsvector, which is relatively less than the number

29078 VOLUME 12, 2024



A. Altamimi et al.: Employing Siamese MaLSTM Model and ELMO Word Embedding

FIGURE 3. ROC-AUC curve of the proposed model.

TABLE 7. Results of 20 samples for all embedding approaches.

in the other two embeddings used in this paper, is about
3 billion. Additionally, the word vectors only relate to the
domain of news. The Quora QnA dataset utilized in this
study includes entries from various fields. Because of this,

the model developed using this word embedding is incapable
of recognizing questions from other domains.

As shown in Table 7, when FastText crawls with Siamese
MaLSTM is tested, 18 out of 20 records are correctly
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predicted. More word-vector tokens (600 billion) are avail-
able in the FastText crawl than in the GoogleNewsVector
embedding. Because it uses word vectors from numerous
domains, it was able to predict two more records with greater
accuracy, leading to better results. The final two records that
are incorrectly predicted are the fifth and twelfth question
pairs. After the stop words are removed from the fifth
question, the remaining features are very dissimilar.

Last but not least, Table 7 shows that using Siamese
LSTM with FastText crawl sub-words, 18 out of 20 records
are correctly predicted. Fast Text crawl sub-words have
600 billion word vectors from various domains, similar to
FastText crawl. But it also takes into account the supporting
words that each word has. Additionally, this word embedding
is unable to distinguish between question pairs in the fifth
and fourteenth questions. It is well known that each word
in the FastText subword has an n-gram, which results in
a richer word2vec dictionary. The word root forms can
occasionally change as a result of n-gram breaking, making
it difficult to accurately determine the semantic resemblance
between two sentences. When we combined the MaLSTM
with ELMO word embedding techniques, the accuracy score
is 100%. According to Table 7, it accurately predicts 20 out
of 20 records. The ELMO representation takes good care of
synonyms and root forms to achieve these results. The other
distinguishing feature of ELMO representation is that it takes
good care of polysemy. Let’s consider an example for better
understanding: Consider the following set of sentences:

1. Yesterday, I engaged in reading the book.
2. Are you capable of reading the letter at this moment?
Take a moment to reflect on the distinction between these

two sentences. The verb ‘‘read’’ in the first sentence is
expressed in the past tense, while in the second sentence, it is
presented in the present tense. This exemplifies Polysemy,
where a word possesses various meanings or senses.

C. LIMITATIONS OF PROPOSED FRAMEWORK
ELMoword representation has several limitations that should
be considered:

• Lack of interpretability: ELMo embeddings are derived
from complex language models, making it challenging
to interpret the specific factors that contribute to
the embedding. Understanding the reasoning behind
the representations can be difficult, limiting their
interpretability.

• Computationally expensive: ELMo models are compu-
tationally expensive and require significant resources
for training and inference. This can pose challenges for
applications with limited computational power or real-
time constraints.

• Limited transferability: While ELMo word represen-
tations are pre-trained on large-scale datasets, their
transferability to different tasks or domains may vary.
Fine-tuning or additional adaptation may be necessary
to achieve optimal performance in specific applications.

TABLE 8. Results of comparison with state-of-the-art models.

• Large memory footprint: ELMomodels can have a large
memory footprint, especially when multiple layers or
contextual representations are used. This can limit their
deployment on resource-constrained devices or systems.

Siamese MaLSTM models, similar to other models, have
certain limitations that should be considered as well.

• Training data requirements: Siamese MaLSTM models
require a substantial amount of labeled training data
with pairs of similar and dissimilar examples to
learn effective similarity measures. Obtaining large and
diverse labeled datasets can be challenging in certain
domains or for specific applications.

• Computational complexity: Siamese MaLSTM models
can be computationally expensive, especially during
training and inference. The use of LSTM networks adds
computational overhead, requiring powerful hardware
and longer training times.

• Difficulty in handling long sequences: LSTMs, includ-
ingMaLSTMmodels, can struggle with processing very
long input sequences due to memory limitations and
vanishing gradient issues. In such cases, the model’s
ability to capture long-range dependencies may be
compromised.

• Difficulty in handling imbalanced datasets: Siamese
MaLSTM models may struggle with imbalanced
datasets, where the number of similar and dissimilar
pairs is significantly different. This can affect the
model’s ability to learn accurate similarity measures and
result in biased performance.

D. PERFORMANCE COMPARISON WITH
STATE-OF-THE-ART MODELS
For performance comparison of the proposed framework,
several works are considered that worked on the same task
of finding similarity between pair questions. For a fair
comparison, only those works are selected that utilized the
dataset used in this study. Table 8 shows the performance
comparison results indicating the superior performance of
the proposed framework compared to existing studies on the
same dataset. The notable difference in accuracy, with
the proposed model achieving 95.65%, compared to the
highest accuracy of 93.50% in previous studies by [5]
can be attributed to several key factors. The proposed
framework introduces an architectural design that capitalizes
on the strengths of deep learning techniques by combining
MaLSTM with the ELMO word embedding technique. The
engineered features through word embedding play a pivotal
role in improving the model’s ability to extract relevant
information from question pairs and distinguish between
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similar and dissimilar questions. These factors collectively
contribute to the exceptional accuracy achieved by the
proposed model.

V. CONCLUSION AND FUTURE WORK
This study proposed a model that, when combined with
ELMO word embedding achieves a much higher level
of accuracy in identifying duplicate question pairs. This
study proposes a Siamese MaLSTM model that incorporates
Manhattan distance for measuring the semantic similarity of
questions. The model demonstrates an impressive accuracy
of 100% when tested on 20 test samples of data and 95.68%
when tested on 100,000 samples of test data. This surpasses
the performance of other word embedding approaches
utilized in this research work. A close examination of the
Manhattan values reveals that they classify the pair of
questions more accurately with ELMO word embedding
than other combinations. The values generated by the
non-duplicate pairs are closer to zero whereas values are
close to 1 which are generated for the duplicate question
pair. In the future, we plan to analyze a bigger dataset and
experiment with hybrid neural networks that have attention
layers. We will also explore various techniques for measuring
similarity.
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