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ABSTRACT Real-time genome detection, classification and lineage assignment are critical for efficient
tracking of emerging mutations and variants during viral pandemics such as Covid-19. For genomic
surveillance to work effectively, each new viral genome sequence must be quickly and accurately associated
with an existing viral family (lineage). ViRAL is a hardware-accelerated platform for real-time viral genome
lineage assignment based on minhashing and Vision Transformer. Minhashing is a locality sensitive hashing
based technique for finding regions of similarity within sequenced genomes. Vision Transformer is a model
for image classification that employs a Transformer-like architecture over patches of images. In ViRAL,
such image patches are genome fragments extracted from the regions of high similarity. ViRAL is especially
efficient in lineage assignment of extremely low quality (or highly ambiguous) genomic data, i.e. when a
large fraction of DNA bases are missing in an assembled genome. We implement ViRAL on CPU, GPU and
a custom-designed hardware accelerator denoted ACMI. ViRAL assigns newly sequenced SARS-CoV-2
genomes to existing lineages with the top-1 accuracy of 94.2%. The probability of the correct assignment to
be found among the five most likely placements generated by ViRAL (top-5 accuracy) is 99.8%. Accelerated
ViRAL outperforms the fastest state-of-the-art assignment tools by 69.4×. It also outperforms ViRAL GPU
implementation by 19.5×. ViRAL strongly outperforms the state-of-the-art solutions in assigning highly-
ambiguous genomes: while state-of-the-art tools fail to assign lineage to genomes with 50% ambiguity,
ViRAL achieves 77.6% assignment accuracy. We make ViRAL available to the research community through
GitHub.

INDEX TERMS Vision transformer, transformers, viral pathogens, SARS-CoV-2, genome, accelerator.

I. INTRODUCTION
One of the lessons of COVID-19 pandemic is that our
computational infrastructure and bioinformatics tools are
inefficient in tracking quickly mutating viral pathogens,
spread across the entire world [1], [2], [3]. Without a timely
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and accurate understanding of the transmission dynamics
of the pathogen, an efficient control of the pandemic is
impossible. The foremost tasks of such pathogen tracking are
pathogen detection in metagenomic samples (i.e., samples
containing DNA of multiple organisms, such as wastewater
samples), classification into one of the many existing variants
(lineage assignment), and discovery of emerging mutations.
Lineage assignment is different from genome classification,

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/ 28353

https://orcid.org/0000-0003-4333-1718
https://orcid.org/0000-0002-5862-2246
https://orcid.org/0000-0001-5248-3997
https://orcid.org/0000-0002-1913-4928


Z. Jahshan et al.: ViRAL: ViT Based Accelerator for ReAL Time Lineage Assignment of Viral Pathogens

where an organism is classified into one of very few very
distinct classes of species (such as human vs. virus [4]). Viral
lineage assignment targets hundreds, potentially thousands of
very closely related families, which makes the classification
task much more complex.

Existing diagnostic tools, such as Polymerase Chain
Reaction (PCR) tests, can neither detect new variants
of a quickly mutating virus nor efficiently classify viral
samples [5]. This is because PCR tests require custom (i.e.,
per-variant) ‘‘primers’’ that attach to and amplify specific
regions of DNA/RNA in the target virus’s genome. Each
of such primers must be specifically designed for each new
variant. Therefore, identifying a new viral sample with one
out of hundreds of existing variants using PCR is infeasible.
A practical solution requires DNA sequencing and digital
genome analysis.

Unfortunately, an accurate lineage assignment of a quickly
mutating viral pathogen such as SARS-CoV-2 may have to
deal with hundreds or thousands, and potentially millions of
previously sequenced viral genomes. Existing bioinformatics
tools are either prohibitively slow [6], [7], [8] or use
heuristics to trade accuracy for speed [9]. The underly-
ing computing infrastructure is inefficient in dealing with
problems of such complexity and scale. A new paradigm,
combining new bioinformatics methods that can deal with the
speed of pathogen evolution and abundance of variants, and
new computing platforms to efficiently implement such new
methods, is required to efficiently face the next pandemic.

Deep learning networks emerged as a very powerful
infrastructure for genome and metagenomic classification
tasks. State of the art DNN based solutions use Convolu-
tional Neural Networks (CNN) [10], [11], [12], Recurrent
Neural Networks (RNN) [13], a combination of CNNs
and RNNs [4], [14], [15], a combination of CNN and
LSTM [16], Multilayer Perceptron (MLP) [12], and Trans-
former networks [17] to identify and classify genomic
samples of a wide spectrum, from humans to viruses.

Beyond metagenomic classification, DeepTE [18] classi-
fies transposable elements which constitute a large portion of
many known eukaryotic genomes using CNN. Basset [19]
tool applies CNNs to learn the functional activity of DNA
sequences from genomics data. BERTax [20] is a tool that
uses a transformer network to perform taxonomy classifica-
tion of DNA sequences. fDNN [21] integrates DNN with a
supervised forest feature detector to extract feature represen-
tation for gene expression data classification.

However, unlike metagenomic classification, where
species exhibit significant differences, lineage assignment
of quickly mutating viral pathogens such as SARS-CoV-2
deals with very similar genomes, where the difference is often
limited to several bases [22].

In this work, we make a case for an alternative deep
learning approach to lineage assignment. We introduce
ViRAL (Figure 1), a novel algorithm and accelerated system
for quick and accurate identification, classification, and
lineage assignment of viral genomes. ViRAL is based

on a combination of Vision Transformer (ViT) [23] and
MinHash [24], [25]-like locality sensitive hashing (LSH)
technique. ViT is a deep neural network (DNN) for image
classification, which we modify and amend to enable
extremely fast and accurate lineage assignment of viral
genomes. MinHash identifies the regions of high similarity
in genomes. During the network training, these similarity
regions are learned and embedded by the ViT. During
inference, extracting regions of similarity from a genome
assists the network in identifying such a genome with the
correct lineage with high probability.

Specifically, ViRAL receives a newly sequenced SARS-
CoV-2 genome and outputs a list of the most probable
lineages it might belong to, ordered by their likelihood. One
of the two most probable lineages identified by ViRAL is
the correct one with a probability of 97.9%. Such probability
grows to 99.8% for the five most probable lineages (i.e., the
probability of the correct result being among these five most
probable lineages is 99.8%).

Digital analysis of the sequenced SARS-CoV-2 material
relies on high quality and high coverage1 genome sequenc-
ing [26]. However, low-quality sequencing is ubiquitous in
low-cost field settings, especially in low- and middle-income
countries. As a result, a considerable amount of low-quality
sequence data is found in SARS-CoV-2 databases [27].
Consequently, such low-quality data fragments are typically
ignored or removed during analysis [28]. Such an inability
to use low-quality sequenced data adversely affects the
evolutionary tracking and transmission dynamics of the virus.

ViRAL maintains 94.2% and 77.6% lineage assignment
accuracy when analyzing high quality and low quality (50%
ambiguity2) genomic data, respectively. In that, it strongly
outperforms state-of-the-art tools, which typically require
high-quality ambiguity-free data to perform.

In addition to accurately assigning a lineage to a newly
sequenced SARS-CoV-2 that belongs to one of the existing
lineages, ViRAL can potentially detect a novel SARS-CoV-2
variant or lineage, and provide some initial evolutionary
tracking hints, which may simplify the phylogenetic analysis
of such a new variant or lineage.

A worldwide viral pandemic is not the only looming health
disaster. Antimicrobial resistance is an escalating global
crisis, where the spread of drug resistance is outpacing the
development of new antimicrobials. It already causes at
least 700,000 deaths a year and is expected to cause over
10 million deaths annually by 2050 [29]. To act against
this global threat, fast and accurate tools for antimicrobial
resistance diagnostics are required. DNA sequencing and
computational analysis of bacteria are sufficiently scalable
and enable the discovery of new genes and variants, but
technical and computational difficulties complicate the use of

1Sequencing coverage refers to the average number of times each base in
the genome is read during the sequencing process.

2Ambiguity is the percentage of genome sites not covered by any DNA
read; we further define base ambiguity in Section VI-A1.
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FIGURE 1. ViRAL: From low-quality DNA sample to high-quality lineage assignment, in real-time. .

genome sequencing and analysis-based approaches in clinical
settings.

ViRAL aspires to enable a rapid and accurate interpretation
of transmission and evolutionary dynamics of pathogens,
presently limited by the inefficiencies and bottlenecks of
von Neumann model [30]. The most efficient solution to
the performance limitations of general-purpose computers is
hardware acceleration [31]. ViRAL is designed to accelerate
pathogen (virus or bacteria) classification and lineage assign-
ment, such that a newly sequenced viral or bacterial genome
can be accurately and rapidly identified and contextualized
within its entire evolutionary history.

We develop three ViRAL solutions: The first is a
baseline software-only CPU implementation. The second
is a GPU-accelerated solution. It achieves 3.53× speedup
over UShER [9], arguably the best performance state-of-the-
art assignment tool, when executed on NVIDIA’s GeForce
RTX 2080 Ti GPU-powered computer. The third solution
is a hardware-accelerated ViRAL implementation that uses
a dedicated ASIC design and achieves 69.4× speedup over
UShER.

We make ViRAL available to the research community
through GitHub [32], as well as at Pango cov-lineages
portal.3

This work makes the following contributions:
1) We propose ViRAL, a new DNN-based pathogen

classification and lineage assignment tool. This is
the first time a Vision Transformer has been applied
to genome identification, specifically to classification
of genomes of the same species, into hundreds of
closely related lineages. It is sufficiently sensitive and
accurate to differentiate between genomes with very
little variations among them.

2) We combine ViT with MinHash, whose role is the
identification of the regions of high similarity within
individual genomes. Those regions are used for training
the network as well as during inference.

3https://cov-lineages.org/resources.html

3) ViRAL achieves high accuracy (above 77%) when
classifying low-quality and ambiguous genomic data
(ambiguity of 50%).

4) We develop a hardware accelerator that enables very
significant speedup over state-of-the-art assignment
tools, and benefits a wide range of bioinformatics
applications, ranging from genome classification to
genome assembly.

II. BACKGROUND AND RELATED WORK
A. DNA SEQUENCING AND GENOME ANALYSIS
DNA is composed of four nucleotides: Adenine (A),
Guanine (G), Cytosine (C), and Thymine (T), which are
frequently referred to as DNA basepairs, bases, or bps.
Accordingly, a DNA data element is a DNA base that can
have one of four values (A, G, C, and T). DNA sequencing
is the process of determining the bases of a DNA chain in
a given biological sample. Contemporary high-throughput
DNA sequencers can sequence multiple biological samples
in parallel [33]. A DNA sequencing process, along with
genome analysis, is carried out in several steps [34]:
(1) sample preparation; (2) DNA sequencing that generates
multiple DNA reads (i.e., sub-sequences of the DNA sample);
and (3) DNA classification, DNA read alignment, genome
assembly, variant analysis, etc.

While variant refers to a single change in a genome (i.e.,
a single base change mutation), lineage is a collection of
variants that help define a specific line of an organism.

B. VISION TRANSFORMER
Transformer is aDNNmodel proposed byVaswani et al. [35].
It became state-of-the-art in many deep learning applications,
such as natural language processing. Vision Transformer
(ViT) is an image classification DNN based on the
transformer model [23]. ViT architecture is presented in
Figure 2. It comprises an encoder and a multilayer perceptron
(MLP) layer with a softmax activation function to perform
predictions (in this paper we will refer to this MLP
layer as MLP head). An encoder receives a sequence of
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FIGURE 2. The ViT architecture. The encoder is a stack of alternating L multi-head self-attention (MHSA) layers and L MLP blocks. Layer
normalization is applied before every block and a residual connection is employed around each of the sub-layers (i.e., MHSA and MLP).

representations, each of them is of dimensionality dmodel
(i.e., sequence of vectors consisting dmodel elements each),
and outputs a sequence of learned representations of the
same dimensionality. For the sake of clarity, we refer to
the sequence of input representations as ‘‘feature vectors
sequence’’ throughout this section. The transformer encoder
layer is composed of two main sub-layers, namely the Multi
Head Self Attention (MHSA) and the piece-wise MLP. In the
following subsections, we will present the structure and the
purpose of those sub-layers.

1) MULTI HEAD SELF ATTENTION
This sub-layer, depicted in Figure 2 (right) receives as an
input a sequence of feature vectors f1, f2, . . . , fn, each of
dimensionality dmodel . The sub-layer outputs a sequence of
learned representations r1, r2, . . . , rn, a representation per
each feature vector. The output learned representations are
of the same dimensionality as the input.

The following presents the MHSA data flow. First,
each feature vector fj is passed through 3h linear layers
{ql, kl, vl}hl=1, where h denotes the number of heads, and
3 denotes the three types of different representations (i.e.,
query, key, and value). The purpose of those linear layers is to
learn h query representations for fj, h key representations for
fj, and h value representations of fj. Each linear layer defines a
weight matrix as follows:W q

l ∈ Rdmodel×dq ;W k
l ∈ Rdmodel×dk ;

W v
l ∈ Rdmodel×dv . They are used to calculate their respective

representations: ql(fj) = f Tj ·W
q
l ; kl(fj) = f Tj ·W

k
l ; vl(fj) =

f Tj ·W
v
l .

The query and key representations are used to calculate the
degree of attention that the learned output representation, rj,
will give to other feature vectors. The value representations
are used to represent learned properties of the feature vector
that we intend to pass through the network. Formally, this first

step of the MHSA layer is defined as follows:

Alj =
n∑
i=1

similarity(ql(fj), kl(fi)) · vl(fi)

where

similarity(ql(fj), kl(fi)) = softmaxi(
ql(fj)T kl(f1)
√
dk

,

. . . ,
ql(fj)T kl(fn)
√
dk

)

where l refers to the l’th head, and softmaxi is the i’th element
of the softmax function, defined as

softmax(x1, x2, . . . , xn) =
1∑n
i=1 e

xi
(ex1 , ex2 , . . . , exn ).

Note that for a given head l, feature vectors with higher
similarity to fj will have a larger dot product with ql(fj)
compared to other feature vectors. This drives the network
to learn, for each representation, rj, on which feature
vectors of the input sequence it should focus its attention to
learn the representations of value. To recap, representations
A1j ,A

2
j . . . ,Ahj depend on feature vectors that receive a high

degree of attention.
Next, these representations are concatenated to a form

Aj = A1j ◦ A
2
j ◦ · · · ◦ A

h
j .

The last step of the MHSA is applying to Aj a linear layer,
to generate the MHSA output representation.
To further explore the design space, we experiment with

a different activation function. Specifically, we replace
softmax by rectified linear unit (ReLU) activation function,

28356 VOLUME 12, 2024



Z. Jahshan et al.: ViRAL: ViT Based Accelerator for ReAL Time Lineage Assignment of Viral Pathogens

as suggested in [36], as follows:

similarity(ql(fj), kl(fi))

=

ReLU ( ql (fj)
T kl (f1)
√
dk

, . . . ,
ql (fj)T kl (fn)
√
dk

)

γ
√

n
2

where n is the number of extracted fragments and γ is a hyper
parameter.

2) TRAINABLE WEIGHTS AND HYPER-PARAMETERS
For each head, l ∈ [1, h], we define three weight matrices
W q
l ,W k

l ,W v
l . Additional weight matrix W o

∈ Rh·dv×dmodel is
reserved for the linear layer that processes Aj.
The MHSA hyper-parameters include the number of

heads h, the dimensionality of the query and key repre-
sentation dq = dk , and the dimensionality of the value
representation dv.

3) PIECE-WISE MULTI LAYER PERCEPTRON
The piece-wise MLP receives as an input a sequence of
representations (feature vectors). For each feature vector,
it learns an output representation. Unlike the MHSA, in the
piece-wise MLP layer each learned representation depends
only on its input feature vector and does not depend on
other feature vectors in the sequence. This layer transforms
each input feature vector into an intermediate representation
of dimensionality dff , and learns the output representation
which is of dimensionality dmodel . Formally, to perform this
calculation, we define two weight matricesW ff

∈ Rdmodel×dff

and Wm
∈ Rdff×dmodel . and calculate the representation of f

as follows:

MLP(f ) = (ReLU (f T ·W ff ))T ·Wm

4) TRAINABLE WEIGHTS AND HYPER-PARAMETERS
There are two weight matricesW ff andWm as defined above.
The only hyper-parameter is dff .

5) LAYER NORMALIZATION
Layer normalization [37] is a method used to normalize the
activities of the neurons of a layer improving the training
speed for neural network models. It directly estimates the
normalization statistics from the summed inputs to the
neurons within a hidden layer.

6) THE TRANSFORMER ENCODER
The Transformer Encoder (TE) comprises a stack of
L identical encoder layers, each comprising an MHSA
sub-layer followed by a piece-wise MLP sub-layer. Layer
normalization is applied before each sub-layer, and a residual
connection is employed around each of the two sub-layers.

7) HYPER-PARAMETERS OF THE TE
The number of encoder layers - L, the dimensionality of the
query and key representations - dq = qk , the dimensionality

of the value representation - dv, and the dimensionality of the
intermediate representation of the piece-wise MLP - dff .

C. GREEDY LAYER-WISE PRETRAINING
Training DNN is challenging due to the vanishing gradient
problem (i.e., the weights in layers close to the input layer
are not updated in response to errors calculated on the
training dataset). The Greedy Layer-Wise Pretraining allows
DNN to be successfully trained, achieving state-of-the-art
performance. Pretraining involves adding a new hidden layer
to a model and refitting, allowing the new model to learn
the inputs from the existing hidden layers, while keeping the
weights for the existing hidden layers fixed and not trainable.
This technique is based on the observation that training a
shallow network is easier than training a deep one [38].

D. REGULARIZATION
To generalize the results of the training set better, we use
several regularization techniques in parallel. We employ
a dropout after each MHSA and MLP sub-layers in the
network. Moreover, we use L2 regularization [39] on the
trainable weights of the network (not including the biases).

E. THE MINHASH SCHEME
A modified MinHash [24], [25] is the second process-
ing component of ViRAL, whose role is extracting the
informative feature vectors from the genome. MinHash,
or the min-wise independent permutations scheme is a
technique for similarity estimation. MinHash is used in many
tasks in computational biology, including genome assembly
[40], [41], metagenomic gene clustering [42], [43] and
genomic distance estimation [44]. MinHash implements the
following sketch function:

Given a set of characters A, a compression factor n, and a
hash function h, the elements of the set A are hashed using
function h to generate the set H (A). Then the elements of
H (A) are sorted and the inputs to the smallest n elements are
returned as described in Algorithm 1.

Algorithm 1 The Sketch Algorithm sketch(A)
Require: set A = {a1, . . . , a|A|}, compression parameter n

and a hash function h
sketch← ∅
H (A)← (h(a1), . . . h(a|A|))
Sort H(A) to get (h(ai1 ), h(ai2 ), . . . , h(ai|A|))
return (ai1 , ai2 , . . . , ain )

4

The subset obtained by applying the sketch algorithm
provides a good estimate for the Jaccard index [45], defined
as follows: Given two sets A,B the Jaccard index is

J (A,B) =
|A ∩ B|
|A ∪ B|

.

4These are the genome representative kmers referred to in Section III-A.
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Formally, given two sets, A and B,

|sketch(A) ∩ sketch(B) ∩ sketch(A ∪ B)|
|sketch(A ∪ B)|

≈ J (A,B).

We use the sketch algorithm to extract feature vectors from a
genome, as presented further.

F. RELATED WORK
1) DNA CLASSIFICATION
The goal of a DNA classifier is to find which organ-
ism(s) a biological sample contains. Several probabilistic
classifiers have been proposed, such as interpolated Markov
model-based Phymm and PhymmBL [46], BLAST-based
models [47], MEGAN [48] and METAPHYLER [49], naive
Bayesian classifier NBC [50], and others. To speed the
DNA classification up, exact pattern matching classifiers
were developed, including CLARK [51], CLARK-S [52],
Kraken [53] and Kraken2 [54].
Several tools apply deep learning techniques to clas-

sification of biological samples. In [55], a convolutional
neural network (CNN) is applied to the classification of
bacterial DNA, focusing on 16S rRNA (a gene that appears in
bacteria and provides species-specific signature) recognition.
In [56], a CNN and a recurrent neural network (RNN)
based solutions for several special cases of bacterial DNA
classification are developed and compared. PACIFIC [4],
a CNN/RNN based solution has been proposed to detect
the presence of SARS-CoV-2 and other common respiratory
RNA viruses in RNA-seq data (RNA-seq is a sequencing
technique to detect and quantify RNA in a biological
sample). Transformer-based tools have been proposed for
gene expression prediction [57], [58].
While state-of-the-art classifiers offer a solution for

detection and classification of species (e.g., detecting
SARS-CoV-2DNA in a biological sample containingDNAof
several different organisms, or classifying different bacteria),
they typically lack the sensitivity to classify variants,
or mutations of the same organism (e.g., Omicron BA.4 and
Omicron BA.5 variants of SARS-CoV-2 virus). This is due to
high similarity between variants of the same organism.

Several recently developed tools aim at resolving the
much more complex problem of lineage and phylogenetic
assignment (i.e., placement of an accession genome on
a phylogenetic tree). EPA-ng [7] computes the optimal
insertion position for an accession in a given reference
phylogenetic tree with respect to its maximum likelihood.
IQ-TREE [6] uses stochastic algorithms for estimating
maximum likelihood phylogeny. UShER [9] uses a maxi-
mum parsimony approach by searching for an assignment
that requires the fewest additional mutations. An apparent
limitation of UShER is that it only supports certain types of
mutations.

State-of-the-art classifiers include hardware-accelerated
solutions as well. SquiggleFilter [5] is a virus detection
framework that analyzes the raw output (raw squiggles) of the
ONTMinION sequencer [59] and filters out all but the target

virus DNA reads. EDAM [60] is an edit distance-tolerant
content addressable memory for approximate search, used for
the DNA detection and classification tasks. GenSLMs [61]
applies large language models to the identification and
classification of viral variants using supercomputers such as
Polaris at the Argonne Leadership Computing Facility and
Selene at NVIDIA, as well as Cerebras CS-2 wafer-scale
cluster.

2) MINHASH ACCELERATORS
Several Minhash acceleration solutions have been proposed.
MetaCache GPU [62] uses MinHash for metagenomic
classification and implements it on GPU. MSIM [63] is a
near-memory MinHash accelerator with a limited energy
consumption reduction (26.4× vs. high-performance GPU),
targeted for high-performance applications. In [64], MinHash
is used for kmer clustering. An FPGA-based solution is
limited to parallel calculation of 15 hash functions (whereas
ViRAL calculates in parallel at least 256 hash functions).
JACK-FPGA [65] uses a cloud FPGA to accelerate MinHash.
Scotch [66] is an FPGA-based locality-sensitive hashing
accelerator with a limited energy consumption gain (5× over
high-performance GPU).

The purpose of MinHash acceleration in ViRAL frame-
work is to balance the MinHash and Vision Transformer
calculations while providing the highest energy efficiency,
preferably sufficient for portable applications.

III. ViRAL ALGORITHM
ViRAL is the platform for a quick and accurate identifica-
tion, classification, and lineage assignment of SARS-CoV-2
variants. It accepts an assembled genome and outputs the
ordered list of most probable lineages such genome belongs
to. If the top probabilities output by ViRAL are similar, this
might indicate that the new genome belongs to an unknown
lineage, creating a new node on the phylogenetic tree.

The top-level overview of ViRAL algorithm is presented
in Figure 3. The input to ViRAL is an assembled genome in
FASTA file format. To convert the genome into a sequence of
feature vectors, we build a pipeline of preprocessing steps,
comprising the feature extractor and the embedding layer.
The feature extractor chooses a set of fragments (i.e., genome
subsequences of fixed length), represents each fragment as a
two-dimensional matrix, and outputs those genome fragment
matrices (GFMs). Each GFM is fed into an embedding layer
that consists of one neuron. This layer converts the GFM into
a genome fragment vector, designated the feature vector. The
feature vectors are fed into the ViT, which outputs the most
likely assignment candidates (by attaching probabilities to
each lineage).

The feature extractor together with the embedding layer
transforms a genome into a sequence of representative
feature vectors, which are the numerical representations of
genome fragments. We implement the feature extractor using
MinHash to preserve similarities in the genome. It allows
the feature extractor to find features in the query genome
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FIGURE 3. A general overview of the ViRAL algorithm.

that are shared by the known lineages. The embedding layer
is used as a dimensionality reduction step. It allows for the
reduction of ViRAL latency without affecting its assignment
accuracy.

A. FEATURE EXTRACTOR
The first part of the ViRAL pipeline receives the assembled
genome and outputs matrices that represent genome frag-
ments. Feature extractor employs MinHash to find similar
fragments (i.e., features) in different genomes.

Algorithm 2 The Feature Extractor
Require: genome g, compression parameter n, fragment size
f , kmer size k , hash function h
G← {gi ≡ g[i : i+ k]} s.t. i ∈ [0, n− k + 1]
kmers← sketch(G, n, h)
left ← floor( f−k2 )
right ← ceil( f−k2 )
fragments← {g[i− left, i+ right] : gi ∈ kmers}
return one− hot − encode(fragments)

One hot encoding of a fragment refers to the operation of transforming each

base in the fragment as follows:

A → [1, 0, 0, 0]; C → [0, 1, 0, 0]; G → [0, 0, 1, 0]; T → [0, 0, 0, 1];

N → [0, 0, 0, 0].

For the example please refer to Figure 4(b).

An example is illustrated in Figure 4(a). Input is a genome
sequence g of length N = 19. We generate all possible kmers
(genome sub-sequences of length k) G (where k = 4), and

extract (n = 3) 4mers from the genome using the MinHash
scheme (i.e., sketch(G, n = 3, h)). The next step is to generate
fragments of length f = 8 (by extending each of three 4mers
by f−k

2 =
8−4
2 = 2 bases in each direction). The last step

of this workflow is to encode each basepair of the fragments
using one-hot encoding.

For the genome sequence g of length N , the extractor
first generates a set G of all possible kmers. It then
sketches (i.e., applies MinHash sketch function to) the set of
kmers, G, to extract n representative kmers of the genome
(Algorithm 1). Those kmers are used as anchors to be
expanded to generate fragments. The last part is transforming
a fragment into a numerical matrix where the genome
basepairs A, G, C, and T are encoded using one-hot encoding
as described in Algorithm 2.

B. EMBEDDING LAYER
The input of the embedding layer is a genome fragment
matrix of dimensions f × 4 (i.e., f represents the fragment
length and 4 is the dimensionality of the basepair one-hot
encoding). It outputs a feature vector of size f . The embed-
ding layer consists of one neuron which performs a base-wise
linear transformation. Specifically, the embedding layer
defines 5 learnable parameters, 4 weights wA,wC ,wG,wT ,
and one bias term bN . Given a genome fragment matrix,
we transform each base (represented in one-hot encoding)
to a numerical token as presented in Figure 4(b), which also
contains an example in which we embed a fragmented matrix
of dimensions 8× 4.
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FIGURE 4. (a): Feature extractor workflow example. (b): Embedding a
fragment matrix of dimensions 8 × 4.

IV. VIRAL BASELINE AND GPU – ACCELERATED
IMPLEMENTATIONS
The purpose of these designs is to implement ViRAL
in conventional server infrastructure. While the preferable
application of ViRAL is in portable field settings or at
clinical points of care, it can also provide a fast and accurate
software solution for pathogen tracking and diagnostics.
We use an 8-core Intel i7-9700K desktop computer, operating
at 3.60GHz, with 32GB of 2,666 MT/s DDR4 RAM,
equipped with NVIDIA’s GeForce RTX 2080 Ti GPUwith an
11GB / 14Gbps GDDR6 frame buffer, running at 1.545GHz.
The latter is used in GPU-accelerated ViRAL.

In this section, we present the dataset used to train, validate
and test the model. We also describe the training process.
In the end, we present ViRAL profiling results which provide
addition motivation for its hardware acceleration.

A. DATASET
We use the COVID-19 Data Portal [67] as a source
of sequenced SARS-CoV-2 genomes. At the time of
ViRAL development, it contained 4,470,553 assembled
SARS-CoV-2 genomes classified into 1,536 distinct lineages.

FIGURE 5. The number of sequenced genomes per lineage histogram.
Most of the lineages (more than 800 out of 1,536) have less than
64 accessions available. The peak in the last bin accounts for all lineages
with more than 960 accessions.

The distribution of genomes across the lineages is highly non-
uniform. For example, 463,426 samples are categorized as
B.1.1.7, while most lineages have only a small number of
samples, as depicted in Figure 5. Such non-uniformity makes
training the network challenging. To mitigate, we select at
most 1024 samples from each lineage and discard the rest
when constructing the dataset. This way we prevent any
potential overfitting towards lineages like B.1.1.7. We also
discard all samples that belong to lineages with fewer than
512 accessions, since such a small number of samples
limits the model’s ability to generalize. These steps form
our dataset, which contains 240,734 samples belonging to
270 different lineage classes.

We divide our dataset into three non-overlapping subsets:
the training set, the validation set, and the test set (which
we designated the existing-lineage test set). The training and
validation sets are used to train and optimize the network. The
test set is applied to evaluate ViRAL’s assignment accuracy
and to compare it with state-of-the-art solutions. Both the
validation and test sets consist of 13,500 genomes randomly
selected from the dataset. The rest of the samples comprise
the training set.

We also define two additional test sets, the novel-
lineage and the non-SARS-CoV-2, as further detailed in
Section VI-A1. The purpose of the former is to evaluate
ViRAL on novel variants of SARS-CoV-2, which presumably
did not exist at the time of (and hence were not used in)
training the network. The purpose of the latter is to evaluate
ViRAL’s on genome material that comes from organisms
other than SARS-CoV-2, for example, different viruses.

Typically SARS-CoV-2 samples that contain ambiguous
data (base ambiguity is defined further in Section VI-A1)
are excluded from genome analysis [68]. To the contrary,
we do not filter out genomes that contain ambiguous bases.
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TABLE 1. Network training configuration and network size.

On the contrary, we keep base ambiguity in both training and
test sets, to ensure the robustness of our solution and enable
accurate identification and assignment of SARS-CoV-2
genomes with a significant percentage of ambiguous bases.

B. NETWORK TRAINING
We train ViRAL using Adam [69], which is an optimized
gradient descent technique, with β1 = 0.9, β2 = 0.999, batch
size of 1024, and weight decay of 0.0001. We experimentally
arrived at the following set of near-optimal hyper-parameters:
encoder_repeats = 4, dmodel = 256, dv = 96, dk = 96, dff =
1536, h = 18. We also applied a dropout rate of 0.2 after each
sub-layer. As summed up in table 1. The network was trained
to minimize the categorical cross-entropy loss function, using
the Greedy Layer-Wise Pretraining approach. In the variant
of ViRAL where softmax is replaced by ReLU, we set the
hyper parameter γ = 10. We started the pretraining process
with a model consisting of only one TE layer, and gradually
added several TE layers at each pertaining step, fixing the
weights of the old layers, and training only the weights of
the newly added TE layer. After constructing 4 TE layers,
we allowed the training of the weights in all the layers and
trained the model until the validation loss saturated. The
validation loss saturated after 200 epochswhich took 46 hours
using GPU-accelerated framework. The resulting network
size is 5,359,485 weights.

If the model needs to scale up to support newly discovered
lineages, it does not need to be trained from scratch. The
retraining is much shorter, depending on the number of newly
added lineages. Due to our use of transfer learning, it takes
only an hour to add 100 new lineages to the network.

C. PROFILING
To test the performance of our solution, we ran ViRAL in
inference mode, classifying the test set. ViRAL achieved
the speed of 55ms per inference, obtaining 3.53× speedup
over UShER (we address this result further in Section VI-C).
While classifying the test set, we measured the fractions
of time spent executing different stages of the program.
It was found that 95% of the run time is spent in the
feature extraction stage. This presented a clear opportunity
to significantly accelerate the ViRAL execution.

V. ACCELERATED ViRAL
We envision ViRAL as a standalone portable platform, to be
used in conjunction with portable library preparation and
sequencing kit (such as ONT’s VolTRAX and MinION [59]),
that will democratize pathogen identification and lineage
assignment. A portable ViRAL can provide an instant
real-time pathogen detection and identification solution at

clinical points of care, or in a field environment during a viral
pandemic. With a network model easily fitting into an on-
chip SRAM, it does not only provide small clinics and labs
with the ability to quickly detect a viral pathogen such as
SARS-CoV-2, it can also accurately pinpoint its lineage out
of hundreds of existing options. Such application is typically
form-factor and energy budget limited and therefore can
benefit from a dedicated hardware solution.

Furthermore, despite the relatively high performance of
software-only (CPU-based) and GPU-accelerated solutions,
accelerating ViRAL is advantageous in a server / data center
environment as well, especially when facing a problem that
requires a viral or bacterial phylogenetic analysis at scale.
As presented above, MinHash is responsible for 95% of the
execution time, mainly because the conventional computers
are not optimized for operations required by LSH. By further
zooming intoMinHash, we identify several components, such
as signature sorting, whose latency scales as nlog(n) where n
is the genome size, thus further exacerbating the problem for
larger n. If ViRAL needs to be scaled and sped up, MinHash
is an obvious target for acceleration.

GenSLMs [61] provides an additional motivation for
acceleratingViRAL, by setting very challenging performance
goals for viral lineage assignment, targeting supercomputers
and wafer scale integration.

A. ADDITIONAL USE OF THE ACCELERATED SOLUTION
In addition to applications briefly listed in Section II-E,
MinHash is widely used elsewhere in bioinformatics.
MASH [44] uses theMinHash scheme to implement genomic
distance estimation (i.e., given two genomes, MASH eval-
uates their proximity to each other). MetaCache [43] is a
metagenomic classification tool that usesMinHash to classify
metagenomic samples and identify organisms present in a
given sample. MHAP [40], Shasta [41] and other de-novo
genome assembly algorithms apply MinHash to aligning
DNA reads.

Accelerating MinHash using a standalone accelerator
potentially benefits these and other bioinformatics applica-
tions that extensively use the MinHash scheme.

B. SYSTEM ARCHITECTURE
Figure 6 illustrates the system view of the ViRAL platform.
DNA samples are prepared and sequenced. The assembled
genome material is fed into ViRAL, whose main components
are MinHash and ViT accelerators, implemented by ACMI,5

a standalone ACcelerated MInHash ASIC, and NVidia GPU,
respectively.

5Pronounced ‘‘akmee’’.
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FIGURE 6. System view of the accelerated ViRAL platform featuring
MinHash accelerator ACMI, combined with NVidia GPU.

ACMI is a throughput oriented streaming platform. ACMI
(1) inputs a genome i+1, (2) processes both the previously
received genome i and the genome i+1, and (3) outputs
the genome i related results, in parallel. ACMI inputs the
accession genome one DNA base per cycle (on average).
In the case of SARS-CoV-2 virus whose size is approximately
30K DNA bases, it takes approximately 30K cycles to
upload a single genome. The result of ACMI is a Genome
Fragment Matrix (GFM). Both the compression factor and
the fragment_size are 256, hence the GFM is a 256×256
matrix of 4-byte elements. To balance the pipeline, ACMI
is designed to output 8B/cycle, thus taking approximately
256×256×4 / 8 = 32K cycles to output the GFMs.
Since ACMI operating at 500MHz requires I/O throughput

of less than 5GB/ s to achieve its optimal performance, data
connectivity can be implemented by PCIe 3.0 or higher.

The ACMI architecture is presented in Figure 7. ACMI
comprises the Fragment Memory (FM), the kmer buffer,
the kmer index counter, Hasher, Sorter, and Extender units.
Hasher performs hashing of the input kmer sets using
MurmurHash3, which is a non-cryptographic hash function
suitable for general hash-based lookup. Sorter sorts the
hashed kmers (kmer signatures) and outputs 256 smallest
signatures. Extender extends the signatures into larger DNA
fragments and generates the GFMs.

While Hasher and Sorter process kmers in a pipelined
fashion, ‘‘on the fly’’, the Extender requires access to the
entire genome. Therefore, the Fragment Memory (FM) unit
is organized as a double buffer, comprising buffers FM1 and
FM2, operating in two phases: in phase 1, FM1 receives
genome i, which is subsequently hashed and sorted. At the
end of the phase, FM1 and FM2 are logically swapped.
In phase 2, FM2 receives genome i+1, which is being

FIGURE 7. The top-level architecture.

processed by the Hasher and Sorter. At the same time,
FM1 serves the Extender, which generates the GFMs of the
genome i. At the end of the phase, the buffers are swapped
again, and so on. ACMI pipeline timing is shown in Figure 8.

FIGURE 8. ACMI pipeline timing.

C. KMER BUFFER AND INDEX COUNTER
The kmer buffer converts the DNA base stream received by
ACMI into the stream of kmers (16mers). The index counter
keeps track of the kmer index (the position of the kmer on the
genome sequence).

D. FRAGMENT MEMORY
The FragmentMemory buffers enable parallel write and read.
The write operation occurs at a single-byte granularity. The
read occurs in chunks of 256 bytes. As depicted in Figure 9,
each FM buffer comprises eight 128 × 32 byte SRAM
modules and can store up to 32KB of genomic information.
FM address is composed of the row pointer (7 MS-bits), the
SRAM module pointer (the following 3 bits), and the byte
offset (the byte address within the row, 5 LS-bits). Since the

FIGURE 9. A fragment memory buffer comprising 8 128 × 32 bytes SRAM
modules.
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read data granularity is 256 bytes, only the 7 MS-bits of the
address are used in read access.

E. SORTER
The Sorter maintains a list of compression factor =
256 lexicographically smallest kmer signatures. It receives
the signatures from the Hasher, along with their indices.
After all kmers of the genome are hashed and sorted,
Sorter transfers the entire list of 256 indices of the smallest
signatures to the Extender (in parallel). At this point, the
FM buffers are swapped, the Extender begins processing the
index data of the recently hashed and sorted genome, while
a new genome is being written to the other FM buffer, and
hashed and sorted by ACMI in a pipeline fashion.

The hashed kmers (signatures) are transferred sequentially
from the Hasher to the Sorter. In each cycle, each comparator
in the chain receives from its left neighbor a tuple comprising
a kmer signature and its index, and compares such signature
with the minimal signature value the comparator stores. If the
new signature is smaller (lexicographically) than the stored
one, the comparator saves the new tuple and outputs the old
tuple, otherwise, it outputs the new tuple. After all, signatures
are processed, the comparator chain retains the 256 smallest
signatures and their indices (which are afterwards transferred
to the Extender).

F. EXTENDER
Extender converts each of the 256 kmers with the smallest
signatures into a 256-base wide DNA fragment, by extending
such kmer left and right. To accomplish that, Extender reads
theDNA fragments directly from one of the FMbuffers, using
the index it receives from the Sorter to calculate the FM row
pointer, as follows.

1) Calculate the fragment position on the genome

sequence frag_idx = ⌊
(kmer_idx−⌊ frag_len−kmer_len2 ⌋)

frag_len ⌋.
2) Read the DNA fragment pointed to by frag_idx.
3) Read the DNA fragment from the next FM buffer row,

addressed by frag_idx + 1.
4) Render the extended DNA fragment by concatenating

the relevant parts of those two consecutive DNA
fragments.

The 256 extended DNA fragments comprise the GFMs that
become the output of ACMI.

An example of extension is shown in Figure 10. Suppose
the kmer length is 4 (a 4-mer), the fragment length is 8, and
the size of the genome is 32. The Extender has to extend the
4-mer with index 9 (i.e., the 4-mer TAAG marked in red in
Figure 10). In this case,

frag_idx = ⌊
(kmer_idx − frag_len−kmer_len

2 )

8
⌋

= ⌊
(9− 8−4

2 )

8
⌋⌊

7
8
⌋ = 0.

Hence the Extender will read from FM buffer fragments 0
and 1. It will then concatenate the relevant bases using

FIGURE 10. Example of extension. The fragment length is 8, the kmer size
is 4. Each line represents an aligned fragment of the genome. The bases
in pink are the bases of the 4mer at position 9. The extended fragment
includes two bases (marked in green) to the left and to the right of the
original 4mer.

shift operations, render a single 8-base wide DNA fragment,
encode the bases using one-hot encoding, and append the
encoded extended DNA fragment to the GFMs.

VI. EVALUATION
In this section, we define the figures of merit used to evaluate
ViRAL speed and accuracy, and quantitatively compare
ViRAL with state-of-the-art phylogenetic assignment tool
UShER [9], classification tool Kraken2 [54], as well as
popular classification neural networks ResNet50 [70] and
EfficientNet [71]. We also present the results obtained by
a variant of ViRAL where softmax is replaced by RELU
activation function.
Furthermore, we present the results of ACMI synthesis,

and place and route, including the operating frequency, area,
and power consumption of ACMI.

A. SETUP
1) LINEAGE ASSIGNMENT ACCURACY AND ASSIGNMENT
RATE CRITERIA
ViRAL’s ViT is a classification network, which outputs a
vector of probabilities, one per each lineage the network is
trained on. We use the top-n accuracy as ViRAL, as well
as ResNet50 and EfficientNet based classifiers’ assignment
accuracy criterion. Top-n accuracy quantifies the likelihood
of the correct assignment (i.e., the lineage to which the
query genome truly belongs to6) appearing among the nmost
probable results (i.e., n lineages output by the network at
the top of the descending-order probability list). Specifically,
we calculate and present ViRAL’s top-1, top-2 and top-5
accuracy. Such criteria make the comparison to the state-of-
the-art straightforward.

Since the existing-lineage test set includes only genomes
that belong to the lineages the network is trained on,
we calculate the top-1, top-2, and top-5 accuracy as the
percentage of appearances of the correct assignments among
top 1, 2, and 5 highest probability assignments.

The novel-lineage and the non-SARS-CoV-2 test sets are
used to evaluate the ViRAL accuracy in classifying unknown
genome samples, for example, a novel SARS-CoV-2
variant, and genome material different from SARS-CoV-2,

6Since the COVID-19 Data Portal assigns all sequenced genomes in our
dataset to their respective lineages, the correct assignments are known.
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respectively. The former contains 100 SARS-CoV-2 genomes
belonging to new lineages not used in training. The latter
contains viral genomes different from SARS-CoV-2, such as
Lassa virus.

Since the genome material of the novel-lineage and the
non-SARS-CoV-2 sets did not take part in training, there
are no correct results as in the case of the existing-lineage
test set. We however can study the output probability
distribution to generate several useful insights, as presented
in Section VI-B1.

We define the fraction of ambiguous bases (i.e., R, Y, K,
N, etc.) appearing in an assembled SARS-CoV-2 genomes
as base ambiguity. Typically, base ambiguity is caused by
incomplete genome coverage, which might be the result
of low-quality library preparation and sequencing settings.
N marks the worst ambiguity because it can mean any base
(A, G, C, or T). We further evaluate the accuracy of ViRAL
assignment under different levels of base ambiguity. In our
study, we conservatively use only the worst-case (i.e., N)
ambiguity.

2) LINEAGE ASSIGNMENT RATE
Another criterion we apply in our analysis is the lineage
assignment rate, a fraction of genomes that ViRAL is able
to assign to a lineage (correctly or incorrectly). The reasons
the assignment rate does not reach 100% are base ambiguity
and sequencing errors.

B. VIRAL LINEAGE ASSIGNMENT ACCURACY
1) LINEAGE ASSIGNMENT
UShER uses a maximum parsimony approach where it
searches for an assignment that requires the fewest additional
mutations. UShER, therefore, requires variant information in
variant call format (VCF) stored along with the phylogenetic
tree to track mutation data. In our comparative evaluation,
we use UShER version v0.5.6 and execute UShER software
on the same local computing platform used to implement
ViRAL and the rest of the reference classifiers. The
computing platform comprises Intel i7-9700K 8-core CPU
and NVIDIA’s GeForce RTX 2080 Ti GPU. The same test
set we use for ViRAL, comprising 13,500 genome samples
evenly distributed between the SARS-CoV-2 lineages, is also
used for UShER and the rest of the reference classifiers.

Kraken2 operates directly on the sequenced genome.
ResNet50 and EfficientNet receive the same input as ViRAL.
We use Memory Profiler [72] to measure the memory
consumption and TimeIt [73] to measure the execution time
of the classifiers under evaluation.

UShER achieves 92.1% top-1 accuracy over the test set,
while ViRAL presents a 2.1% increment over UShER in top-1
accuracy performance, achieving 94.2%. Moreover, ViRAL
achieves a top-2 accuracy of 97.9% and top-5 accuracy of
99.8%. ResNet50 and EfficientNet achieve top-1 accuracy of
90.1% and 88.4% respectively, while Kraken2 achieves the
placement accuracy of 51.3%, as summarized in Table 2.

TABLE 2. Accuracy comparison, existing-lineage test set (all tested
genomes come from lineages the network was trained on).

Applying ViRAL to the novel-lineage and the non-
SARS-CoV-2 test sets (containing SARS-CoV-2 genomes of
lineages not used in the network training, and non-SARS-
CoV-2 viral DNA, respectively), we obtain the following
results and conclude as follows:
• The average highest probability output by the network
when classifying data of the non-SARS-CoV-2 set is
0.02 (compared to the average highest probability when
classifying the data of the existing-lineage test set, 0.63).
We therefore can set a probability threshold (for example
at 0.1-0.2), which will allow differentiating between
SARS-CoV-2 and other unrelated organisms.

• The average highest probability output by the network
when classifying the novel-lineage test data is 0.45.
While being lower than the highest probability of the
existing-lineage test data, it still places the genomes
of the novel-lineage test set well above the probability
threshold discussed above.

• The top (i.e. the highest probability) results generated by
the classification of the novel-lineage test set samples
typically include the closest relatives of the genome
we attempt to classify. By accurately and rapidly
identifying such closest relatives, we potentially make
the evolutionary tracking of virus mutation faster and
more efficient.

2) ROBUSTNESS TO BASE AMBIGUITY
Some low-quality SARS-CoV-2 genomes may contain
ambiguous bases, which might be a result of low-quality
sample, low-quality or incomplete sequencing, or low-quality
assembly. It is obviously highly desirable that such genomes
be correctly identified and placed even when the level of
ambiguity is significant. To test the robustness of ViRAL to
base ambiguity, we mask random sites (i.e., replace basepairs
by N) in each SARS-CoV-2 genome of the test set, with
the percentage of ambiguous bases ranging from 0 to 90%.
We then compare ViRAL accuracy and lineage assignment
rate on this ambiguous test set (13,500 genome accessions
with randomly masked sites) against the lineage assignment
rate and accuracy of state of the art reference solutions.
Figure 11 presents the results. At 30% ambiguity, UShER’s
lineage assignment rate is 0.5%, which means UShER is able
to place only 67 accessions out of 13,500. For the rest of
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TABLE 3. Run-time and memory requirements comparison.

FIGURE 11. (a) Assignment rate and (b) accuracy as a function of the
genome ambiguity, i.e., the fraction of the ambiguous bases in the input
genome. .

accessions, UShER returns ‘‘failed to map’’ message. For
those accessions UShER is able to map, it reaches the top-1
accuracy of 60.5%.

Somewhat similarly, the recently unveiled viral genome
identification accelerator GenSLMs [61] removes the SARS-
CoV-2 genomes with more than 1% base ambiguity from the
datasets.

In contrast, ViRAL maintains a constant 100% lineage
assignment rate throughout this experiment. ResNet50 and
EfficientNet maintain 100% lineage assignment rate as well.
At 30% ambiguity, ViRAL reaches the top-1 accuracy

of 81.1%, while ResNet50’s and EfficientNet top-1 accu-
racy is 77.6% and 66.1% respectively. At 50% ambiguity
ViRAL’s top-1 accuracy stands at 77.6% while ResNet50’s
and EfficientNet top-1 accuracy is limited to 69.3% and
33.1% respectively. ViRAL exhibits such tolerance to base
ambiguity due to its general resilience to errors and
low-quality data.

TABLE 4. ACMI synthesis results.

C. VIRAL PERFORMANCE
We compare the speed and memory usage for three ViRAL
configurations: ACMI-accelerated ViRAL, GPU-accelerated
ViRAL running on NVIDIA’s GeForce RTX 2080 Ti, and
software-only ViRAL running on Intel i7-9700K 8 core CPU,
with those of UShERwhile placing SARS-CoV-2 genomes of
the test set. The results are presented in Table 3.

We also compare ACMI standalone performance with a
popular GPU-optimized LSH package Faiss [74]. TheACMI-
accelerated feature extraction time for a single SARS-CoV-2
genome is 0.12ms, achieving the speedup of 866× over the
software-only feature extraction. ACMI outperforms Faiss’s
LSH executed on NVIDIA’s GeForce RTX 2080 Ti by 25×.

GPU-accelerated ViRAL outperforms UShER by 3.53×,
while CPU-based software-only ViRAL outperforms UShER
by 2.06×.

Overall, the ACMI-accelerated ViRAL takes 2.81ms to
place a single SARS-CoV-2 genome, outperforming UShER
by 69.4× and ViRAL GPU accelerated implementation by
19.5×, respectively.

The memory usage of GPU-accelerated ViRAL is almost
an order of magnitude higher than that of UShER, however,
it is still reasonably modest (around 5GB).

D. ACMI AREA AND POWER
We synthesized ACMI using Cadence Genus 21.12 in a
commercial 16nm process using FinFET and Connected Poly
on gate Oxide and Diffusion Edge technologies. A mix of
standard and low-voltage cell libraries was used. Table 4
shows ACMI synthesized to a 0.168mm2, consuming 35mW,
operated at 500MHz.

With 25× higher throughput, ACMI achieves 167, 800×
better power efficiency than NVIDIA’s GeForce RTX 2080 Ti
GPU. It also achieves 42, 800× better power efficiency
compared to NVIDIA’s edge GPU Jetson TX2.

Placement and Routing were carried out by Cadence
Innovus 21.11, using seven metal layers. Figure 12 shows the
ACMI layout. Approximately 80% of ACMI area is occupied
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FIGURE 12. ACMI layout. FM is light green. The Hasher logic is magenta.
The Sorter logic is yellow. The extender logic is deep green. Light blue is a
register file (shared by the Sorter and the extender).

by the FM buffers. Most of the remaining space is occupied
by flip-flops belonging to Extender and Sorter register files.

VII. CONCLUSION
ViRAL is inspired by the enormous success of neural
networks in implementing classification functions. For the
first time, a combination of Vision Transformer, a classi-
fication neural network, and MinHash, a locality-sensitive
tool, is applied to accurately assign newly sequenced viral
pathogen genomes to viral lineages in real-time. ViRAL
not only outperforms state-of-the-art tools in accuracy
and latency, by identifying and classifying a SARS-CoV-2
genome in 2.81ms with 94.2% accuracy. It also shows a
strong resilience to extremely low quality and low coverage
genome data (i.e., high ambiguity of the newly sequenced
genomes). ViRAL is able to assign SARS-CoV-2 genomes
with 50% ambiguity with 77.6% accuracy. Furthermore,
ViRAL can be used to help detect novel viral mutations
and variants, by analyzing the distribution of probabilities
generated by the network.

ViRAL is envisioned as a portable real-time classification
and lineage assignment platform, to be deployed in a field
environment or at clinical points of care, to provide a quick
and accurate diagnostic of pathogen in newly collected test
samples. However, it can also be applied in a data center
infrastructure, to provide high-speed pathogen classification
as a service.

ViRAL applications are not limited to viral genome clas-
sification and lineage assignment. It can also be efficiently
applied to classification and identification of microbial
pathogens, with the goal of personalizing antibiotic treatment
and reducing treatment failures, opportunistic infections and
the emergence of drug-resistant organisms.
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