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ABSTRACT By providing food to billions of people, agriculture contributes significantly to the
global economy. Plant ailments, however, can reduce crop yields and result in financial losses.
An automated artificial intelligence (Al)-based method for the automatic identification of plant diseases
using resource-constrained Internet of Things (IoT) devices has been presented to solve this issue. However,
the deployment of state-of-the-art convolution neural networks (CNNs) and Vision Transformers (ViT) on
IoT devices is not feasible due to their large number of trainable parameters. To overcome this limitation,
a meta-ensemble of lightweight MLP-Mixer and faster Long Short-Term Memory (LSTM) models has been
proposed for plant disease detection on low-powered micro-controllers (MCUs) of IoT devices. The MLP
Mixer model is based on a simple multi-layer perceptron network. The proposed meta-ensemble consists
of two levels: predictions made by the trained models at the first level are used to train the machine
learning classifier at the next level, resulting in further improvement of categorisation accuracy. The proposed
meta-ensemble has been tested on three diverse datasets of varying sizes and plant species, including Maize,
Cotton, and a dataset derived from the Plant Village(PV) dataset. On the Maize, Cotton, and derived PV
datasets, respectively, experimental results demonstrate that the suggested technique obtained classification
performance of 94.27%, 98.43%, and 97.45%. Moreover, prediction time of the proposed meta-ensemble is
low, and it has considerably fewer trainable parameters than CNN and other transformer-based architectures.
Therefore, the proposed meta-ensemble is an efficient and effective solution for plant disease detection with
limited resources.

INDEX TERMS Convolution neural network, ensemble, artificial intelligence, deep learning, Internet of
Things, disease detection.

I. INTRODUCTION machine learning (ML)-based methods have been utilised,

Plant diseases pose massive threats to agricultural productiv-
ity, necessitating their early detection utmost important for
effective disease management. Manual analysis of plant by
pathologists is time-consuming and subjective to the knowl-
edge of domain expert, leading to the development of artifi-
cial intelligence-based automated systems for faster and more
accurate identification of plant diseases. Conventionally,
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leveraging the features extracted from the diseased plant
images though manual feature engineering process. In con-
trast to ML-based methods [1], [2] [3], deep learning
methods, particularly convolution neural networks (CNNs),
have shown promising results in learning relevant features
automatically.

State-of-the-art CNNs like VGG16, ResNet50, DenseNet,
InceptionNet, and MobileNet trained on ImageNet, have
demonstrated significant improvement in performance across
different domains etc. [4], [5], [6]. Customised CNNs [7],
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[8] and attention-based techniques [9], [10], [11] have also
been deployed for plant disease classification. However, the
deployment of such models on low-powered Internet of
Things (IoT) devices with limited computational resources
remains a challenge.

Recently, the lightweight MLP-Mixer architecture has
gained attention due to its lesser architectural complexity
and competitive performance on ImageNet dataset [12].
This architecture, which relies solely on multi-layer percep-
trons(MLPs) without convolution and attention mechanism,
present a promising solution for resource-constrained IoT
environments.

A. MOTIVATION AND CONTRIBUTION

Despite existing literature on machine learning and deep
learning algorithms for plant disease diagnostics, there is
still a need for the development of lightweight solutions
that can be easily implemented in resource-constrained
environments with limited memory and computation power.
This research presents a unique two-tier meta-ensemble
approach to address the need for lightweight models that can
be deployed in resource-constrained IoT-based situations for
automated plant disease diagnosis. The proposed approach
harnesses the benefits of the MLP-Mixer and Long Short
Term Memory (LSTM) models to improve classification
performance while staying appropriate for usage in resource-
constrained contexts.

The adoption of the suggested meta-ensemble technique
is supported by its lightweight nature, which makes it
suited for deployment in resource-constrained situations
such as IoT devices. Integrating MLP-Mixer and LSTM
models into the proposed meta-ensemble allows for the use
of their complimentary capabilities thereby enhancing the
classification performance.

The rest of the article has been split up into the following
sections: Section II details the related works. Section III
provides details about the methods deployed in the proposed
work. Section IV displays experimental results and provides
detailed discussions of them. Section V provides a concrete
outline of the proposed work.

Il. RELATED WORKS

Some of the prior works related to the plant disease categori-
sation task have been discussed in this section. This paragraph
describes some of the convolution neural network based
models proposed by the different researchers. Zhao et al. [9]
have proposed a method consisting of an inception module
and residual connection for the identification of diseases
related to the corn, potato and tomato plants. They also
suggested the use of a web-based system for the real-time
identification of plant diseases [9]. Pandey and Jain have
proposed an attention-based dense CNN model for the
detection of 44 diverse types of plant diseases using a
dataset constructed from the 10,851 images captured from
the field and achieved 97.33% categorisation accuracy [13].
Bedi and Gole proposed a convolutional autoencoder and
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CNN-based method for the categorisation of Bacterial Spot
disease of the peach plants with 98.38% categorisation
accuracy [14]. Ferentinos has tested different CNNs such
as AlexNet, GoogleNet, and VGGNet for the categorisation
of 17,548 images of 58 different classes of plant disease
and obtained a categorisation accuracy of 99.53% [15].
The MobileNet model developed by Kamal et al. with
deep separable convolution achieved 97.65% categorization
accuracy on the PlantVillage dataset [16]. A customised
CNN model has been suggested by Chohan et al. for the
classification of illnesses in 15 distinct plants [17]. The
InceptionResNet model was suggested by Hassan and Maji
for the categorisation of 15 different plant disease types [18].
Atila et al. have proposed the EfficientNet model for the
categorisation of 39 different diseases present in the PV
dataset [19]. Amin et al. have proposed a method for corn
leaf disease classification by combining the features extracted
from the EfficientNetBO, and DenseNetl21 deep CNN
models and achieved 98.56% classification accuracy [20].
Maurya et al. have proposed a method for classification of
diseases present in the PlantVillage dataset using pre-trained
Vision Transformer network and interpreted the performance
of the model using GradCAM algorithm [21].

Some of the works under miscellaneous category, proposed
by different researchers for the plant disease categorisation
have been summarised as follows: Abbas et al. have utilised
generative adversarial networks to produce synthetic images
of the diseased leaves of the tomato plant [22]. Five different
types of potato plant diseases have been classified with the
DenseNet121 model with 97.11% categorisation accuracy.
Thakur et al. have utilised the ViT architecture for the
categorisation of the images of plant diseases and achieved
an average accuracy of more than 93% in the case of
Apple, Maize, and Rice datasets [23]. For tomato leaf disease
classification, Karthik et al. [24] proposed a strategy based
on the use of the attention mechanism in a deep CNN. Their
suggested model performed 98% categorization correctly
when evaluated with 24001 photos [24]. Shah et al. suggested
a teacher/student architecture for identifying 14 different
plant diseases [25].

Most of the works discussed above either used convolution
or attention mechanisms embedded with the CNN archi-
tecture. These models cannot be adapted to an IoT-based
environment where there is a constraint of limited memory
and computational power. Internet of things faces several
challenges such as limited resources in terms of computing,
power and memory capacity [26]. Therefore, in the proposed
work, a lightweight approach has been presented which does
not rely on convolution or attention mechanism, thereby,
it is well suited for IoT-based deployment. The proposed
model also utilises the multi-tier meta ensemble approach in
which the prediction probabilities obtained from the trained
models at the first level are used as a feature set to train the
model at the second level. The meta-ensemble approach helps
in further improving the categorisation performance of the
proposed method.
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Ill. DATASET USED

Three different publicly available datasets pertaining to
various plants were used to test the proposed framework.
Examples of the photos found in these datasets are shown in
Fig. 1.

3% il
(a) Cotton (b) TPP (c) Maize

FIGURE 1. Images of the samples taken from each dataset (a) Cotton
Dataset (b) Tomato/Potato/Pepper Dataset (c) Maize Dataset.

A. COTTON LEAF DISEASE DATASET (COTTON DATASET)
This dataset [27] consists of 1518 images of four differ-
ent classes of cotton leaf disease images captured under
real-world conditions and also from the internet. The images
of four different leaf diseases such as ‘Curl virus’, ‘bacterial
blight’, ‘fusarium wilt’ and ‘healthy plant’ leaves images
were present in this dataset. The number of sample images
present in each class of the Cotton Dataset has been presented
in Table 1.

TABLE 1. Number of sample images present in each class.

S.No. Disease #Sample Images
1 Fussarium Wilt (FW) 379
2 Curl Virus (CV) 385
3 Healthy (H) 411
4 Bacterial Blight (BB) 343
Total 1518

B. MAIZE LEAF DISEASE DATASET (MAIZE DATASET)

This dataset [28], [29] has been derived from popular
datasets such as PlantDoc and PV datasets. This dataset
consists of 2529 images in ‘jpg’ format. This dataset
includes photos of four different types of maize leaf
illnesses, including “Common Rust,” “Grey Leaf Spot,”
“Blight,” and “Healthy” Plant Leaves. Total sample images
present in each class of this dataset have been presented in
Table 2.

TABLE 2. Number of sample images present in each class.

S.No. Disease #Sample Images
1 Common Rust (CR) 1192
2 Blight (BL) 870
3 Healthy (H) 21
4 Gray Leaf Spot (GLS) 446
Total 2529
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C. TOMATO/POTATO/PEPPER DATASET (TPP DATASET)
This dataset has been derived from the PV dataset [29]
and consists of 20637 images of plant disease in ‘.jpg’
format. This dataset consists of images of diseases belong-
ing to three different types of plants such as tomato,
potato and pepper. This dataset has been termed as ‘TPP’
(Tomato/Potato/Pepper) throughout the rest of the literature.
The three classes of this dataset belong to the potato plant, two
classes belong to the pepper plant and the rest of the classes
belong to the tomato plant. The total sample images present
in each class of the TPP dataset has been shown in Table 3.

TABLE 3. Number of sample images present in each class.

S.No. Disease #Sample Images
1 Pepper Bell Bacterial Spot (PBB) 997
2 Potato Healthy (PH) 152
3 Tomato Leaf Mold (TLM) 952
4 Tomato Yellow Leaf Curl Virus (TY) 3208
5 Tomato Bacterial Spot (TB) 2127
6 Tomato Septoria Leaf Spot (TSLS) 1771
7 Tomato Healthy (TH) 1590
8 Tomato Spider Mites Two-Spotted 1676

Spider Mite (TSMTSM)
9 Tomato Early Blight (TEB) 1000
10 Tomato Target Spot (TTS) 1404
11 Pepper Bell Healthy (PBH) 1476
12 Potato Late Blight (PLB) 1000
13 Tomato Late Blight (TLB) 1756
14 Potato Early Blight (PEB) 1000
15 Tomato Tomato Mosaic  Virus 373

(TTMV)

Total 20367

IV. PROPOSED METHODOLOGY

The methodology for the proposed meta ensemble framework
for plant disease detection has been shown in Fig. 2. The
whole methodology has been divided into four steps: (i) In
the first step, the whole dataset has been split into training
and test set (ii) then in the next step, pre-processed training
set images were used to train the models (Mixer and LSTM)
present at the level 1 (iii) After the level 1 models are trained,
the level 2 support vector machine classifier is trained using
the features that are extracted from these models (as an output
of these models). (iv) After training the models present at
both levels, the test set images were first given as input to the
trained models present at level 1 to draw the features. Then
drawn-out features of these models were concatenated and
then given as an input to the trained SVM model present at
level 2 to reach the final decision. Different component of the
proposed methodology has been explained as follows:

A. SPLIT THE DATASET

Training and test sets have been created from the entire
dataset. While the test set photos were used to gauge how
well the proposed meta ensemble framework performed at
categorising images, the training set images were utilised to
train the models. The experimental findings section contains a
description of the number of sample photos that were utilised
for training and testing.
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FIGURE 2. The suggested meta-ensemble framework for detecting plant diseases.

B. PRE-PROCESSING

Since learning the features from large shape images increases
the computational burden of the models used in the proposed
ensemble; therefore, considering the limited availability of
computational resources, all the images were resized to an
optimal shape before passing them as an input to these
models. After several experiments, an optimal shape of input
plant disease images for the proposed meta ensemble was
found to be 64X64X3, therefore, all the images were reshaped
to 64X64X3 before passing them to the models present in
the proposed meta ensemble. After reshaping the images, all
the images were normalised so that their pixel values come
into the range O to 1. Normalisation helps in speeding up the
convergence speed of the models used in the proposed meta
ensemble.

C. DATA AUGMENTATION

Considering the small sample size of the training set
images, the data augmentation technique in form of affine
transformations has been quite useful in artificially increasing
the number of training samples. After pre-processing the
training set images, the size of the training set is increased
using the data augmentation technique. Data augmentation
helps in preventing the models present in a meta ensemble
from overfitting the data; thus, increasing the generalisability
of these models. Random flipping, random rotation, resizing,
width- and zooming operations were used to artificially
increase the training set samples.
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D. THE COMPONENTS OF THE PROPOSED META
ENSEMBLE

The architectural components of the proposed meta-ensemble
can be explained as follows: at first, the details of the
architectures used at each level of the proposed meta-
ensemble (as shown in Fig. 2) have been described. Then,
how these architectures were connected to give a final shape
to the proposed meta-ensemble has been described. For better
understanding, the design of the overall meta-ensemble has
been divided into two levels: level 1 and level 2. The detail
of architectures present at each level of the proposed meta
ensemble has been provided as follows:

1) DESCRIPTION OF THE MODELS PRESENT AT LEVEL 1
a: MLP MIXER
The reason for choosing this MLP Mixer architecture [12]
as one of the components of the proposed meta ensemble is
that it is based on a simple multi-layer perceptron architecture
and it does not use any kind of attention mechanism and
convolution operations which makes the MLP Mixer model
comparatively light-weight in comparison to the CNN and
ViT architectures. The performance of the MLP Mixer is
also commensurate to the state-of-the-art CNN and ViT
architectures. The architecture of the proposed MLP-Mixer
architecture has been shown in Fig. 3.

MLP Mixer model takes images as input in form of
patches, therefore, before passing the pre-processed input
images to the MLP Mixer model, each image has been
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FIGURE 3. The architecture of the proposed MLP mixer architecture.

divided into several patches and each of these patches has
been further projected into D dimensional space (here, D =
128) of fixed size, the projected embeddings are termed as
‘tokens’. The core functionality of the Mixer architecture
lies in its mixer layers. Mixer layers composed of MLPs
which perform two different operations, i.e., mixing of the
tokens and the channels. The token mixing allows the MLP
Mixer architecture to learn the spatial relationship between
the tokens (patch embeddings); whereas, the channel mixing
MLP allows the model to learn the inter-relationship between
the channels present in the single token itself.

Thus, in any mixer layer an input matrix of shape
(NXD,N = 9,D = 128), where N is the number of
patches and D is the embedding dimension, passes through
the token mixing and channel mixing MLP by transposing
the input matrix accordingly. An MLP in the mixer layer
consists of two fully-connected (FCN) layers with Gaussian
Error Linear Unit (GELU) non-linearity. Thus, in any mixer
layer: layer normalisation, GELU non-linearity and skip
connections between the two MLPs are used for the smoother
flow of the gradient among the layers. A series of mixer
layers with the same form make up the MLP Mixer. Because
increasing the number of mixer layers also makes the MLP
Mixer more difficult, an ideal number of mixer layers (seven
in this case) has been chosen for the current plant disease
classification assignment. The output of the final mixer layer
is passed through the normalisation layer first, the dropout
layer (rate = 0.25), the global average pooling (GAP) layer,
and then the categorisation layer with the activation function
“softmax”’ for each row of an input matrix. Using Equations 1
and 2, the mixer layer in the MLP Mixer model can be
represented.

Ty, = Xy i + Woo(W.LN(X)x 1),
Jjx = Tjx + Wao(W3.LN(T); ),

fori=1,...,C, (1)
forj=1,...,8, (2
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where T and J denote the output of the first and the second
FCN layers. LN denotes the layer normalisation operation.
W1, W2, W3 and W4, denote the weight matrices. X denotes
the input to the first FCN layer. C and S denote the number of
channels and tokens respectively. The other hyperparameters
related to the proposed MLP mixer have also been presented
in Section V.

b: LONG SHORT TERM MEMORY (LSTM)

Long Short-Term Memory (LSTM) is a recurrent neural
network (RNN) architecture that addresses the vanishing
gradient problem in regular RNNs. LSTMs regulate infor-
mation flow by using a memory cell and three gates (input,
forget, and output). The cell stores information across the
long sequences, allowing the network to capture and learn
data dependencies more efficiently. Their capacity to handle
long-range dependencies makes them ideal for a variety
of sequential data applications. The reason for choosing
LSTM architecture for the proposed meta-ensemble is that
the LSTM model applies operations directly to the data
and does not use the convolution concept as well as the
attention mechanism. Therefore, LSTM is also lightweight
in comparison to CNN and ViT architectures. Thus, LSTM
has also been deployed for the development of the proposed
meta-ensemble. Though it is not reasonable to train the LSTM
directly on input images, considering the raw information
present in an input image; therefore, the features drawn
out from the last convolution layer of ImageNet-trained
CNNs were used to train the proposed LSTM. Input images
were resized to 64X64X3 before passing them as input to
these ImageNet-trained CNNs for the extraction of features.
These ImageNet-trained CNNss had their top-most FC layers
removed, and the activations from that layer were then
sent to the layer known as ‘““global average pooling” to be
used in feature extraction. The weights of the convolution
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base in ImageNet-trained CNNs were kept frozen. The
features drawn from four different pre-trained CNNSs such as
MobileNet, DenseNet121, DenseNet169 and DenseNet201
were concatenated to form features set having dimensionality,
D = 5632. The dimensionality of the individual feature set
drawn out from the MobileNet, DenseNet121, DenseNet201
and DenseNet169 was 1024, 1024, 1536, and 2048 consec-
utively. The concatenated features of shape (1, 5632) were
given as input to the Long Short Term architecture. The value
of the time-step chosen for the LSTM architecture was 1. The
total number of cells chosen for the present categorisation
task was 30. The number of trainable parameters present
in the proposed LSTM was lesser than 0.3 million. The
other hyperparameters used in the proposed LSTM have been
described in Section V.

The combination of LSTM and MLP-mixer used at the
level 1 of the proposed method helps in learning the
patch-level, channel-level and feature-level dependencies
present in an input image. LSTM model has been used
to learn the distinguishing characteristics present in the
one-dimensional combined feature vector obtained after
combining the feature set obtained from the MobileNet,
DenseNet121, DenseNet201 and DenseNet169 models. Both
models when used together in the meta-ensemble at level 1,
gives better classification performance with optimised run
time, in comparison to the other combinations of models such
as other variants of the vision transformer model.

2) DESCRIPTION OF THE MODEL PRESENT AT LEVEL 2

As shown in Fig. 2 the proposed meta ensemble is composed
of models present at two different levels. The predictions
made by the models (MLP Mixer and LSTM) present at level
1 are used as a feature set to train the ML model (support
vector machine) present at level 2.

Support Vector Machine (SVM): SVM classifier is based
on the theory of maximising the margin between separating
hyperplanes [30]. SVM is well known for its better perfor-
mance with a limited amount of training data [31]. Therefore,
it has been chosen as the final classifier in the proposed
two-level meta ensemble approach. SVM takes its input from
the predictions made by the models present at level 1. SVM
classifier has been chosen due to its better performance in
contrast to the other ML classifiers such as Naive Bayes,
Random Forest and Nearest-Neighbor. The SVM classifier
has also been proven to be superior to other classifiers in
the context of the current categorization task, and the related
experimental findings are presented in the results part of the
current publication.

E. COMBINING THE MODELS PRESENT AT BOTH LEVELS
OF THE PROPOSED META ENSEMBLE

Fig. 2 displays a graphic representation of the suggested
meta-ensemble framework. The training and testing phases of
the proposed meta-ensemble have been described separately
to aid in understanding how it functions. Fig. 2 demonstrates
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how the suggested technique has been divided into two levels:
level 1 of the proposed meta ensemble contains the MLP
Mixer and LSTM models, while level 2 of the ensemble
contains the SVM classifier.

The overall objective of this study is to build a lightweight
framework that can be deployed on IoT-based devices, there-
fore, MLP-mixer and LSTM were found suitable to create
meta ensemble since they are lightweight, more accurate
and accelerates the prediction time. Pre-processed augmented
training set images were used to train the MLP Mixer
model present at level 2 while the LSTM model has been
trained on the concatenated features, drawn out from the four
different ImageNet-trained CNNs. All images were resized to
64 x 64 before passing them to ImageNet-trained CNNs for
drawing out the features from them. The features drawn out
from the pre-trained MobileNet, DenseNet121, DenseNet169
and DenseNe201 architectures were concatenated to form
the combined feature vector of shape (1,5632) which is used
to train LSTM. After training both the models present at
level 1, the prediction probabilities of these trained models
were recorded by providing training set images as input
to them. The shape of the prediction probability matrix
obtained from these models was No._of_training_images X
num_classes. After concatenating the prediction probability
vector obtained from both the trained models present at
level 1, the combined feature representation matrix of shape
(No. of training images X (2Xnum_classes)) was used to train
the SVM classifier present at level 2.

The following procedures have been used to test the pro-
posed method: first, unseen test photos were pre-processed
in the same way that the training set images were. Then
the models (LSTM and MLP-Mixer) trained during the
training phase were used to obtain the prediction probabilities
by giving test set images as an input to them. The
prediction probabilities obtained from these models (LSTM
and MLP-Mixer), were concatenated and then passed as input
to the trained SVM classifier to make the final decision about
the class of an input test set images. The testing phase of the
proposed meta ensemble can be represented mathematically
using Eq.3- 7.

Xiest-LSTM = [F'MobileNet» FDenseNet121»

FDenseNet169> FDenseNet201] 3)
Prstm = LSTM(XLst™, OLsT™) “4)
Puixer = MLP_Mixer(Xmixer, ©Mixer) ©)
Pconcat = [PMixer, PLSTM] (6)

YFinat = SVM_Predict(Pconcat; @svm) @)

Xiest-LsTM shown in Eq. 3 denotes the combined fea-
ture vector obtained after combining the feature vectors
obtained from the MobileNet, DenseNet121, DenseNet169,
and DenseNet201 models by giving test set images as
input to these pre-trained deep CNN models. LSTM and
MLP_Mixer, in Eq. 4 and Eq. 5, denote the trained LSTM
and MLP-Mixer models, and P;styv and Ppgixer denote the
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predicted probabilities of these models. After concatenating
these probabilities into a vector, the final matrix denoted by
Pconcat in Eq. 6 is used to test the SVM model trained during
the training phase, as shown in Eq. 7.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

Python 3.6 was used to implement each experiment, and
an Nvidia K80 GPU with 16GB of RAM was used. The
effectiveness of the suggested meta-ensemble has been eval-
uated using a variety of assessment measures, including as
precision, recall, F1 score, and accuracy. An ROC (Receiver
operating characteristic) curve has also been plotted for each
class represented in each dataset. The dataset has been split
into the ratio of 0.8:0.2, 80% of the data was used for training
and remaining 20% were used for the training. The division
of the entire dataset into a training set and a test set is shown
in Table 4.

TABLE 4. The number of training and test set images present in each
dataset.

Dataset  Training Set  Testing Set ~ Total
Cotton 1214 304 1518
Maize 2023 506 2529
TPP 18573 2064 20637

The hyperparameters of the different architectures used in
the proposed meta ensemble have been shown in Table 5 and
Table 6. Table 5 shows the hyperparameters for the proposed
MLP Mixer model and Table 6 shows the hyperparameters
used in the proposed LSTM architecture used in designing
the proposed meta-ensemble.

TABLE 5. Hyperparameters of the proposed MLP Mixer Architecture.

Hyperparameter Value

Number of Patches 9

Number of Mixer layers 7

MLP Channel dimension 64

Hidden layer size 128

Input image shape 64 x64

Epochs 50-100

Loss sparse categorical crossentropy
Optimizer Adam (learning rate = 0.001)
Batch Size 512

TABLE 6. Hyperparameters of the proposed LSTM architecture.

Hyperparameter Value

Batch Size 256

Epochs 50-100

Time Step 1

Optimizer rmsprop

Loss *categorical crossentropy’
Validation Split 0.1

The SVM classifier used at the second level of the
proposed meta-ensemble has been fine-tuned using a grid-
search strategy. The grid-search has been performed using
the following values: ‘C’: [0.1, 1, 10, 100, 1000], ‘gamma’:
[1, 0.1, 0.01, 0.001, 0.0001] and ’kernel’: [‘linear’, ‘RBF’].
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The MLP-Mixer architecture consists of 7 mixer layers. The
detailed overview of the single mixer layer including the
name, output size and number of parameters have been
provided in Table 7.

TABLE 7. Detailed overview of single Mixer layer of MLP-Mixer model.

Layer Name Output Shape No. of
Param-

eters

(512, 64, 64, 3) 0
(512,72,72,3) 7
(512, 18,18, 128) 6272
(512, 324, 128) 0
(512, 324, 128) 256

Input (InputLayer)
_augmentation (Sequential)
conv2d_1 (Conv2D)
reshape_1 (Reshape)
layer_normalization_17 (Lay-
erNormalization)

permute_1 (Permute)
dense_1 (Dense)
tf.nn.gelu_16 (TFOpLambda)
dense_2 (Dense)

permute_2 (Permute)

add_16 (Add)

(512, 128, 324) 0
(512, 128, 128) 41600
(512, 128, 128) 0
(512, 128, 324) 41796
(512, 324, 128) 0
(512, 324, 128) 0

Techniques such as dropout, layer normalization and
advanced activation functions such as Gaussian error linear
unit(GeLLU) has been used to avoid local minima. Moreover,
the performance of the proposed method has been analyzed
on the validation set and the unseen test set to measure the
correct generalizability of the proposed model. To test the
generalisation of the MLP Mixer and LSTM models used in
the proposed meta ensemble, training and validation accuracy
and loss curves have also been plotted for each dataset as
shown in Fig. 4 and Fig. 5 respectively. It can be analysed
from the training and validation accuracy curves that trained
models have neither the high bias nor the high variance and
both the models (MLP Mixer and LSTM) have achieved
convergence. It can also be observed from Fig. 4 and Fig. 5
that the convergence in the case of LSTM architecture is faster
than the convergence of MLP Mixer architecture.

The confusion matrices obtained for the final SVM
classifier for each dataset have been shown in Fig. 6(a), 6(b),
and 6(c) for TPP, Maize and Cotton datasets respectively.
The performance metrics calculated from these confusion
matrices have also been presented in Tables 8(a), 8(b) and 8(c)
for each dataset. As shown in Table 8(a), in the case of the
Maize dataset worst fl score of 0.83 has been obtained for
the ‘healthy’ class whereas the best f1 score of value 1 has
been obtained for the ‘blight’ and ‘grey leaf spot’ disease
class. The average categorisation accuracy of 94.27% has
been obtained in the case of the Maize dataset. As shown in
Table 8(b), for the ‘Corn’ dataset, the best f1 score of 0.99 has
been obtained for the ‘curl_virus’ and ‘healthy’ classes. The
average categorisation accuracy of 98.43% has been obtained
in the case of the Cotton dataset. It can be analysed from
Table 8(c) that for the “TPP’ Dataset, the lowest f1 score of
0.89 has been obtained for the ‘early blight’ disease class
and the lowest precision and recall have been achieved for
‘healthy’ and ‘spider mite’ diseased class of tomato plant.
The highest f1 score of 0.99 has been obtained in the case
of two different classes of tomato plant named ‘late blight’
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FIGURE 4. The training and validation accuracy curves of the MLP mixer and LSTM models used in

Dataset

MLP Mixer

LSTM

Maize Dataset

Cotton Dataset

TPP Dataset

FIGURE 5. The training and validation loss curves of the MLP mixer and LSTM models used in the
proposed meta ensemble.

and ‘mosaic virus’ whereas, in the case of the potato plant,
the ‘early blight’ class has obtained the highest f1 score. The
average categorisation accuracy of 97.45% has been obtained
in the case of the “TPP’ dataset.

As presented in Table 9, the number of parameters in
the proposed meta ensemble is near about a million. The
time taken by the proposed meta ensemble, i.e., the time
required in getting output from level 1 models (MLP Mixer
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TABLE 8. Performance metrics for (a) Maize dataset (b) Cotton dataset
(c) TPP Dataset.

()
Class Names (Short Form)  Precision  Recall ~Fl-score  Support
CR 0.89 0.96 0.93 181
B 1.00 1.00 1.00 231
H 0.90 0.77 0.83 90
GLS 1.00 1.00 1.00 4
(b)
Class Names (Short Form)  Precision  Recall ~Fl-score  Support
FW 0.97 0.99 0.98 72
CvV 1.00 0.99 0.99 77
H 0.99 0.99 0.99 73
BB 0.98 0.98 0.98 82
©)
Class Names (Short Form)  Precision  Recall ~Fl-score  Support
PBB 0.95 0.95 0.95 82
PH 0.97 0.99 0.98 149
TLM 0.98 0.97 0.97 91
TY 0.97 0.94 0.96 107
TB 1.00 0.93 0.96 14
TSLS 0.97 1.00 0.98 214
TH 0.90 0.88 0.98 95
TSMTSM 0.93 091 0.92 200
TEB 0.95 0.94 0.89 80
TTS 0.93 091 0.92 181
PBH 0.97 0.97 0.97 171
PLB 0.98 0.98 0.98 123
TLB 0.99 0.99 0.99 362
PEB 0.98 1.00 0.99 47
TTMV 0.99 1.00 0.99 148

and LSTM) and the time required in the categorisation of the
outputs obtained from these models by the SVM classifier at
level 2, has also been shown in Table 9.

It can be observed from Table 9 that the time required
by the proposed meta ensemble in the case of the Maize,
Cotton and TPP datasets is 0.812 seconds, 0.691 seconds
and 1.91 seconds respectively. It can also be analysed from
Table 9 that when the outputs from MLP Mixer and LSTM
models in the form of prediction probabilities are utilised as a
feature set for training and then testing of the SVM classifier;
it results in the overall improvement of the categorisation
performance of the proposed meta ensemble. The number
of parameters and test time taken by the component models
present in the proposed meta-ensemble has also been shown
in Table 9. The proposed LSTM model is more time efficient
with a smaller number of trainable parameters contrast to
MLP Mixer; however, the proposed MLP Mixer model is
more accurate in terms of %categorisation accuracy.

The comparison of the proposed meta ensemble with other
architectures has also been made based on different criteria
such as %categorisation accuracy, prediction time and total
count of trainable parameters as shown in Table 10. The
different variants of the ViT architectures such as ViTL32
[32] and ViTB16 [32] models have been compared with the
proposed meta ensemble. The last categorization layer of
these ViT models has been replaced with a categorisation
layer whose number of neurons matches the number of
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FIGURE 6. Confusion matrix for (a) TPP dataset, (b) Maize dataset, and
(c) Cotton Dataset.

classes contained in that dataset. The pre-trained version of
these ViT models has been used for comparison. Table 10
shows that there are around 300 million and 86 million
parameters in the ViTL32 and ViTB16 models, respectively,
but only about a million parameters in the suggested meta
ensemble. However, the categorisation accuracy obtained by
the proposed meta-ensemble in the case of each dataset is
higher than the accuracy obtained with both the variants
(ViTL32 and ViTB16) of the ViT network. As displayed in
Table 10, the testing time of the proposed meta-ensemble
is also far lesser than that of the testing time required in
heavy-weight ViT architectures.

As shown in Table 10, the suggested meta ensem-
ble approach’s categorization accuracy has also been
contrasted with that of other pre-trained CNNs, includ-
ing MobileNet, DenseNet121, DenseNet201, DenseNet169,
VGG16, VGG19, and ResNet50. The output from the final
convolution base of the ImageNet-trained CNNs has been
transmitted to the global average pooling (GAP) layer, and
this is how the pre-trained CNNs have been trained. The
output from the GAP layers is further passed to two FCN
layers consisting of 512 neurons each, in order to measure
the performance of the pre-trained CNN and compare it with
the proposed meta ensemble. Finally, these CNNs have a
categorization layer with a “softmax” activation function.
It can be analysed from Table 10 that the performance of
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TABLE 9. % Accuracy, prediction time, and total count of trainable parameters present in the models used in the proposed meta ensemble. The
prediction time of the proposed meta ensemble includes the time required to extract the features from LSTM and Mixer models present at level 1 and the
prediction time of the SVM classifier present at level 2. The number of trainable parameters includes the number of trainable parameters of LSTM and
Mixer models; SVM cannot be compared with other neural network-based models in terms of the number of parameters; therefore, no parameter has

been shown in the case of the SVM classifier.

Maize Cotton TPP
Method
% Accu-  Test #Trainable % Accu-  Test #Trainable % Accu-  Test #Trainable
racy Time Parame- racy Time Parame- racy Time Parame-
ters ters ters
Proposed 94.27 812 923,698 98.43 691 1,041,316 97.45 191 1,041,316
LSTM 89.35 12 112,782 94.98 .10 225,885 89 0.29 225,885
MLPMixer 93 .69 810,916 95.53 0.59 815,431 96.02 1.5 815,431
SVM 94.27 .002 - 98.43 .002 - 97.45 0.12 -
the proposed meta ensemble has surpassed the performance .
of the different DCNNs used for the comparison purpose
and the number of parameters in the models (MLP Mixer 08
and LSTM) used in the proposed meta ensemble is also far g
less than the number of parameters present in these CNN ;
models. 304
The total count of trainable parameters present in the o — f:,“’n':‘éf,fi;&z=loo,
proposed meta ensemble is near to a million; whereas, the best e
performing CNN model (other than the proposed one) in the Qe e e o

case of Maize, Cotton and TPP dataset is having near about
3 million, 19 million and 7 million parameters respectively.
Thus, it establishes that the proposed meta-ensemble is
lightweight in comparison to the other ViT and CNN-
based models. The % categorisation accuracy obtained by
the proposed meta ensemble is also the best among other
models used for comparison purposes. The prediction time
of the proposed meta ensemble in comparison to the other
Transformer and deep CNN-based models is the lowest and
the classification accuracy of the proposed meta-ensemble is
also the highest, as shown in Table 10. Thus, it establishes
that the proposed meta ensemble is accurate, time efficient
as well as lightweight and therefore, it is best suited for IoT-
based deployment.

Considering the limited memory capacity and limited
computing power of loT-enabled devices the proposed model
takes only 18.02 Kilobytes of memory and the number of
FLOPS required were 1.88e4-04. The ROC (receiver operat-
ing characteristic) curve for the proposed meta-ensemble has
also been drawn for each class present in these datasets. It can
be observed from Fig. 7 that the average AUC (area under
the curve) value of 0.98, 0.995 and 0.9993 has been obtained
for the Cotton, Maize and TPP datasets respectively. The
performance of the proposed model has also been analysed
on the Raspberry Pi 4 Model B micro-controller with 4GB
RAM and it has been observed that the proposed model has
achieved the test time of 1.05 seconds, 0.89 seconds and
2.5 seconds on the test set, for Maize, cotton and TPP datasets
respectively.

To support the usage of the proposed SVM classifier over
other ML classifiers like random forest, Naive Bayes, and
K-nearest neighbour, performance comparisons with the
other classifiers have also been done. The experimental
findings for this comparison are shown in Table 11.
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FIGURE 7. ROC curves for (a) Maize, (b) Cotton and (c) TPP dataset.

It can be discerned from Table 11 that the in case of all the
datasets, the best categorisation accuracy has been obtained
with the SVM classifier. Therefore, SVM has been chosen as
a level 2 classifier in the proposed meta-ensemble. However,
at level 1, MLP Mixer and LSTM models have been chosen
due to their lightweight nature and, when these models are
used in synchronisation with the level 2 model; it results in
further improvement of the categorisation performance of the
proposed meta-ensemble approach.
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TABLE 10. Comparison of the proposed method with other state-of-the-art vision transformer and convolutional neural networks.

Maize Cotton TPP
Method
% Accu-  Time #Trainable % Accu-  Time #Trainable % Accu-  Time #Trainable
racy Parameters racy Parameters racy Parameters
Proposed 94.27 812 923,698 98.43 .691 1,041,316 97.45 191 1,041,316
ViTL32 80.02 6.7 305,468,420 87.02 57 305,479,695 80.05 6.9 305,479,695
ViTB16 83.24 33 85,663,492 90.12 29 85,671,951 83.66 39 85,671,951
MobileNet 93.33 1.5 3,996,484 75.43 1.2 3,996,484 93.14 1.7 4,002,127
EfficientNetBO  89.23 0.91 5,288,548 70.34 0.88 5,288,548 88.14 0.91 5,288,618
SqueezeNet 90.37 0.85 1,248,424 73.55 0.72 1,248,424 86.55 0.85 1,248,704
DenseNet121 91.59 6.7 7,743,364 79.51 6.6 7,743,364 93.19 7.02 7,749,007
DenseNet169 92.92 10.05 13,601,668 85.99 9.98 13,601,668 89.90 10.67 13,607,311
DenseNet201 87.20 11.05 19,341,188 93.01 10.99 19,341,188 87.14 12.38 24,907,151
VGG16 93.05 1.22 15,242,052 75.42 1.21 15,242,052 93.09 2.33 15,247,695
VGGI19 93.09 1.35 20,551,748 75.00 1.29 20,551,748 93.57 2.35 20,557,391
ResNet50 92.79 2.7 24,848,388 61.19 2.1 24,848,388 92.71 29 24,854,031
TABLE 11. Comparison of the SVM classifier used in the proposed meta ensemble with other classifiers.
Classifiers Hyperparameters Corn Maize TPP
SVM C=2, kernel="rbf’ 98.27 94.27 97.45
KNN Number of neighbors=5 97.36 94.15 96.22
RF #estimators=100,max-depth=4 95.02 93.38 92.73
NB Kernel="gaussian’ 95.02 93.22 92.73
TABLE 12. Performance comparison of different methods on Cotton, Maize, and TPP datasets.
Dataset ‘Work Method Dataset #Classes % Accuracy
Size
Proposed meta ensemble Two-level ensemble, lightweight, 1518 4 98.45
MLP Mixer, LSTM, SVM
Cotton Rai et al. [33] Customised CNN 2293 5 97.98
Azath et al. [34] VGGI19 2400 4 96.4
Liang et al. [35] S-DenseNet 150 2 92
Dong et al. [36] CBR with fuzzy logic technique 1600 4 89.4
Proposed meta ensemble Same as above 2529 4 94.27
Mishra et al. [37] Customised CNN 4382 3 88.46
Maize Waheed et al. [38] XceptionNet, NasNet 12,332 4 93.52,91.9
Arvind et al. [39] Bag of Features and SVM 2000 4 83.7
Yin et al. [40] Dilated-inception module, embed- 1268 4 94.25
ded attention
Proposed meta ensemble Same as above 20267 15 97.45
Abbas et al. [22] C-GAN, DenseNet121 16012 10 97.11%
TPP Agarwal et al. [41] CNN Network 17,500 10 91.20
Elhassouny & Smarandache [42] Customised MobileNet 7178 10 90.3
Widiyanto et al. [43] CNN model 1000 5 96.60
Oppenheim & Shani [44] Fine-tuned VGGNet 2465 5 95.85

Other related methods, using different sizes of a dataset,
and different numbers of classes for similar plant disease
categorisation tasks have been compared with the proposed
meta ensemble as presented in Table 12.

As shown in Table 12, the proposed meta-ensemble
consisting of two-level ensemble composed of MLP-Mixer,
LSTM and SVM, has demonstrated superior categorisa-
tion accuracy across all the datasets used for the com-
parison purpose with its lightweight architecture. It has
achiever, 98.45%, 94.26% and 97.45% categorisation accu-
racy with Cotton, Maize and ‘TPO’ datasets respectively.
The proposed framework is able to achieve this perfor-
mance with a smaller size dataset and fewer trainable
parameters, highlighting its efficiency and suitability and
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efficiency for its deployment in resource constrained IoT
environments.

In contrast to Rai et al. [33] who utilised customised CNN
on the Cotton dataset, the proposed meta-ensemble surpasses
their categorisation accuracy of 97.98% by achieving 98.45%
accuracy even with the smaller size of dataset. Similarity,
on Maize dataset, the proposed work has outperformed
Mishra et al. [37], Waheed et al. [38], Arvind et al. [39] even
with smaller size dataset. On the “TPO’ dataset, the proposed
meta-ensemble achieves the highest accuracy surpassing
Abbas et al. [22] utilizing conditional generative adversarial
networks for data augmentation and DenseNetl121 for
classification purpose. It has also surpassed the performance
of the other methods discussed in Table 12.
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The best performance of the proposed method among the
performance of all the other methods with limited size of
dataset and model parameters, makes the proposed method
useful for its deployment with the resource constrained IoT
devices.

VI. CONCLUSION

This paper aims at building a lightweight framework for
plant disease categorisation that can easily be deployed
in a resource-constrained loT-based environment. To meet
this goal, a meta-ensemble approach has been proposed in
this work, which is composed of lightweight state-of-the-art
architectures such as MLP Mixer and LSTM. The modular
and lightweight nature of proposed model ensures scalability
of use by integrating it with the resource constrained IoT
devices. The proposed model has been trained on three
diverse datasets; therefore, it tends to learn common features
across diverse types of plant diseases. In addition to that
the use of features extracted from the multiple CNN models
further ensures the generalisability of the proposed solution.
The proposed meta ensemble approach has achieved the
categorisation accuracy of 98.43%, 94.27% and 97.45% in
the case of the Corn, Maize and TPP dataset respectively.
Due to the lightweight nature of the proposed meta ensemble,
the proposed meta ensemble also accelerates the prediction
time. Thus, considering the overall benefits of the suggested
method in terms of its accuracy, lesser number of trainable
parameters and fast processing capability made the proposed
meta ensemble the obvious choice for its deployment on
Internet of Things-based platforms.

In future, the proposed method can be advanced so that
it can be utilised in precision agriculture, by enhancing the
capabilities of the model by training it using multimodal
data, including soil information, real-time weather conditions
that affect the plant health. This will help in improving the
adaptability of the model and in automatically adjusting its
predictions based on the real-time changes in environmental
conditions, promoting, accurate and real-time response.

We see the necessity for a more thorough investigation of
the policy implications to further enhance the conversation.
Through expanding the conclusion to discuss prospective
investment possibilities and strategic considerations for
policymakers, we want to offer insightful information that
closes the knowledge gap between cutting edge research
and real-world applications. This improvement will serve the
needs of investor and legislators, presenting our lightweight
framework as a valuable resource in the field of agricultural
technology.
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