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ABSTRACT Medical imaging techniques are the most popular non-invasive methods to diagnose chest
diseases. Chest X-ray scans are employed commonly to detect chronic obstructive pulmonary diseases and
other respiratory diseases. Despite the significance of these diagnostic methods, the process of disease
detection and the subsequent task of CXR report writing is tedious for radiologists. Therefore, Automated
radiological report generation is a highly desirable task for radiologists. Previous studies were focused on
the automated generation of medical reports to achieve greater quantitative scores rather than focusing on
the quality of reports. Such approaches suffer from the problem of generating normal reports for CXR with
diseases. Additionally, the absence of clear segregation between normal and abnormal samples in publicly
available datasets its impossible to evaluate the performance of models in generating rare abnormal reports.
To address these issues, we propose CNX-B2 which is a Convolutional Neural Network (CNN) combined
with a Transformer approach to generate medical reports. The proposed encoder is designed to be both
hybrid and efficient, capturing meaningful spatial features through inherent convolution biases. This enables
the transformer-based decoder to robustly convert these features into coherent medical reports. Secondly,
we also introduce a new radiological report dataset to evaluate model performances on abnormal reports
separately. Our proposed model is further evaluated on the IU-Xray dataset, achieving competitive scores of
0.479 BLEU-1, 0.188 METEOR, and 0.586 CIDER.

INDEX TERMS Convolution neural networks, transformers, medical report generation, natural language
processing.

I. INTRODUCTION
Diseases that target the chest region are specifically danger-
ous as they can lead to fatality. Lungs play a vital role in
the respiratory system and any damage to them can cause
inefficiency of the human body or could have life-threatening
implications too. Chronic respiratory diseases are among
the most common non-communicable diseases worldwide,
largely due to the ubiquity of noxious environmental,
occupational, and behavioural inhalation exposures. In addi-
tion to chronic obstructive pulmonary disease (COPD) and
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asthma, chronic respiratory diseases include interstitial lung
disease, pulmonary sarcoidosis, and pneumoconiosis, such as
silicosis and asbestosis. On average, 58000 deaths per year
occur only due to pneumonia [1]. The primary practice to
detect such diseases is the use of various medical imaging
techniques such as Chest X-ray (CXR), Ultrasound and
Magnetic Resonance imaging (MRI) [2]. CXR is the most
popular non-invasive imaging technique to detect chest
diseases. Understanding and interpreting CXR and then
reporting findings is a time-consuming task, labouring and
error-prone task for radiologists. Automated radiological
report generators can lighten the workload of radiologists and
can also assist them.
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Recent attempts to generate reports have beenmotivated by
image captioners. Both tasks share the same generic problem,
an image to sequence one. A radiological report consists of
patient data, history, radiologist’s findings, and impressions
along with multiple CXR scans. It takes approximately 15-20
minutes to complete this labour procedure. This lengthy and
hectic procedure can lead to error if done by inexperienced
radiologists also it is a time-consuming procedure for
experienced radiologists. The problem of it being a tedious
task was greatly highlighted during the 2019 pandemic when
a large number of CXR images needed to be analyzed [3].
The objective of automated report generation is to take CXR
image pixels as input and generate findings and impressions
as part of a radiology report.

Due to the clinical importance of the problem, researchers
have proposed many architectures [4], [5], and [6]. Almost
all research has utilized the Indiana University dataset [7] it
contains abnormal and normal cases. The frequency of nor-
mal sentences in this dataset is very high and was highlighted
in [8] which makes the previous proposed architectures
report generation capabilities biased. Another major issue
of IU dataset is the lack of distribution between normal
and abnormal reports which makes it difficult to measure
architecture performances on rare frequent sentences and
diseases. In this work, we propose a new dataset to overcome
these limitations.

A comprehensive review of the literature concluded that
the initial attempts to generate radiological reports employed
a CNN image encoder to infer latent features and a Recurrent
Neural Network (RNN) to decode those features to generate
medical findings. The recent advancements in language
modelling have brought out a novel architecture named
Transformers. It is the only architecture that is recurrence
and convolution free. From 2017, Transformers [9] has not
only dominated language models such as RNN and RNN
with attention but also has dominated CNN in the Computer
Vision field. To improve the current accuracy of the report
generator this article has proposed a novel configuration in
the Encoder-Decoder arrangement.

The contribution of this article is summarized as follows:
1) A novel CNX-B2 model is proposed which is based on

CNN-Transformer approach. ConvNeXT is employed
as image encoder which has the ability to capture
visual features due to spatial biasness but its design
is modified according to Vision Transformers making
it more efficent. BioBERT is a medical language
based Transformer which is employed to generate
radiological reports as the decoder.

2) A new dataset was proposed to overcome the limitation
of IU dataset along with a distribution of normal and
abnormal reports. This dataset is public and can be
used for evaluating model performance on normal and
abnormal reports.

3) The proposed architecture is evaluated on IU dataset
and as well as on our proposed dataset. CNX-B2
has outperformed CDGPT2 [10], a previous attempt

of combining CNN and Transformer and achieved
remarkable BLEU scores against earlier attempts.

The remaining part of the article is structured as follows.
Section II examines related literature. The methodology is
explained in Section III. The experimental details and results
are discussed in Section IV.

II. REVIEW LITERATURE
Automated Radiological Report Generation is a derivative
technique to describe clinical details of Chest X-ray images.
It is a combination of computer vision and Natural Language
Processing which have a strong societal impact. Description
retrieval, template filling, and hand-crafted NLP techniques
were some of the earlier methods of report writing.

There were many advancements in automated medical
report generation later, but the base arrangement of each
method was to utilize an image encoder for converting
CXR images into a latent space and then bring a decoder
into play to generate medical reports. The problem was
generically identified as an image-to-sequence problem.
We have divided the review literature based on the
encoder-decoder architectures used in Automated radiolog-
ical report generation.

CNN-RNN is the most employed encoder-decoder config-
uration. RNN [11] are employed in time series forecasting,
classification, signal processing, and NLP due to their ability
to learn over multiple time steps. Long Short-Term Memory
(LSTM) and Gate Recurrent Unit (GRU) [12] are popular
architectures maintaining context over extended periods.
Later Attentionmechanisms enabled context learningwithout
time step constraints, allowing the RNN’s to encode or
decode relevant information without fixed-length context
vectors [13].

The CNN encoder captures visual dominant features from
CXR using its inherent spatial biases and Recurrent Neural
Network (RNN) decodes these spatial features to text. To fur-
ther increase the accuracy many techniques were introduced.
Li et al. [4] utilized a unique hierarchical decision-making
procedure known as Hybrid Retrieval-Generation Reinforced
Agent (HRGR-Agent). A high-level retrieval policy module
decided whether to use a low-level generation module to
create a new sentence or to obtain a template sentence from an
existing template database for each sentence. This technique
assisted the generator to detect abnormal findings at a higher
rate. Moreover, Xue et al. [14] achieved multimodality and
employed the attention mechanism,

The idea of having a separate generator or decoder for
normal and abnormal cases was further explored using LSTM
networks. The encoded vector was passed to a topic generator,
consisting of a single layer LSTM, to generate a sequence
of high-level topics and was assisted by a gate module to
produce distribution over normal and abnormal cases. The
Attention-based Abnormal-Aware Fusion Network (A3FN)
generated structured, topic-coherent and abnormality-aware
radiological reports [5]. To furthermore increase the ability
of an RNN to generate rare diseases, techniques such as
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TABLE 1. Literature review summary table.

few shot, Graph CNN, relational memory networks, and
Generative Adversarial Networks were also explored [8],
[15], [16], [17].

Transformers [9] was a revolutionary approach for
sequence-to-sequence tasks such as Machine Translation.
It was recurrence and convolution free network. Li et al. [22]
first employed Transformers for text recognition. It leveraged
the Transformer architecture for both image understanding
and wordpiece-level text generation. Memory-Driven Trans-
former was proposed for automated medical report genera-
tion. The decoder layer incorporates Memory-Conditioned
Layer Normalization, enhancing report generation capability
[18].

Recently, Large Langauge Model (LLM) was employed
using Cyclic techniques for report generation [20]. Con-
trastive Learning is a technique to improve representation
learning. Li et al. [21] proposed a Dynamic graph combined
with Contrastive Learning in Transformers. This improved
visual and text representation in medical report generation
task. Furthermore, 3D shared subspace was also explored for
representation improvement [19].
CNN-Transformers approach employs a CNN to capture

spatial features from CXR and a Transformer, dominant
in language generation, decodes these features to generate
reports. Alfarghaly et al. [10] was the first to employ this
approach. It used visual and semantic features to condition the
decoder for faster training. Furthermore, various knowledge
graphs and word embeddings were also combined with
spatial features to assist Transformers-based decoders [6].
Although these approaches show improvements but a pure
CNN-Transformer approach for report generation is still
unexplored. Table 1 summarizes the review literature.

III. PROPOSED METHOD
Figure 2 illustrates the proposed methodology. ConvNext
[23], a CNN based encoder, is employed to encode image
features and BioBERT [24], a transformer based, language
model processes the image features (Hidden values) to gen-
erate radiological medical reports.The output of ConvNext is
used to calculateQ query, andK key vectors in cross attention
layers of decoder. The output of encoder is fed to BioBERT

being a variant of BERT models lack the capability of text
generation so additional layers of cross attention were added
in it to be used as decoder.

A. ENCODER
ConvNext models are constructed from Residual Networks
(ResNets) but having similar architectural design improve-
ments of transformers excluding attention layers. In 2021,
Hierarchical transformers such as SWIN transformer [25]
proposed a novel ‘‘sliding window’’ mechanism employing
attention within them indicating the use of convolution
was still relevant. ConvNext being a pure convolution
based model adapts the advanced architectural feature of
transformer network visualizing the importance of CNN as
a generic back bone or as encoders. It contains a stack of
stages each consisting of different number of layers with
distinct kernel sizes of convolution in it. The design changes
in ResNet to produce ConvNeXt model are stated below.

FIGURE 1. (a) A simple ResNet block. (b) A ConvNeXt block after macro
designing, ResNext-ify and other alteration of a ResNet block.

1) MACRO DESIGNING
CNN networks has multi-stage block like designs and
each of them has different feature map resolution. SWIN
models adopted them in transformers with a stage ratio
of 1:1:3:1 and for larger variants of it had 1:1:9:1 and
whereas standard ResNet has 3:4:6:3 stages so in ConvNext
it was converted to 1:1:3:1 stage ratio. Secondly, ‘‘stem cell’’
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FIGURE 2. Figure represents the proposed architecture. The left side illustrates the Image Encoder consisting of ConvNeXt block and right
side is the BioBERT language decoder along with cross attention for radiologist report generation.

structure also known as the input layer of Resnet employs a
7 × 7 convolution layer with a stride of 2, as natural images
are inherent with redundancy, the stem cell generally down
sample the input images. SWIN transformer uses ‘‘Patchify’’
strategy with a more aggressive approach to downscale
input image with non-overlapping convolution in order to
accommodate the multi-stage design. ConvNext ‘‘Stem cell’’
layer was replaced by SWIN transformer ‘‘Patchify’’ with a
convolution layer of 4 × 4 with a stride of 4.

2) RESNEXT-IFY
The ResNeXt [26] principle is to separate convolution
kernels into groups in bottleneck layer. This in short expands
the width of model and significantly reduce FLOPs. For
ConvNext we have employed depth-wise convolution as
it is similar to the weighted sum operation in attention
mechanism. The use of 1 × 1 convolution and depth
wise convolution combines the spatial and channel features
separately. This reduced FLOPS of the model but also
reduced the accuracy so following the strategy of RexNeXt
we also increased the width of ConvNext from 64 to 96.

3) INVERTED BOTTLE NECK AND KERNEL SIZE
A major design in Transformers is the inverted bottle neck
and it layer is 4x times wider than the input feature map.
A similar scheme was applied in ConvNeXt model. This step

although increases the FLOPs of the block but for overall
model, it was decreased due to lack operation for down
sampling in the architecture. Another design parameter of
SWIN transformer is the use 7 × 7 kernel in the inverted
block where as ConvNext used 3 × 3. To increase the size
of kernel we first had to move the depth wise layer up and
then increase the kernel size to 7 × 7. Figure 1 illustrates the
design changes.

4) MICRO DESIGN
Somemicro scale design features of Resnet was also replaced
by SWIN transformer features. The Gaussian Error Linear
Unit (GELU) a smoother version of ReLU is employed
as the activation function of the model. Another major
difference between a transformer block and Resnet block
is the use of less activation function. Therefore in Resnet
block all activation function were removed expect for the
middle layer, replicating it with SWIN model. Similarly, the
count of normalization layer was also reduced and Batch
Normalization was replaced by Layer Normalization.

B. DECODER
The architecture of BioBERTwas to serve as an Encoder [24].
It was a stack of identical layers and each layer consisted of
two sub-layers: The multi-headed Self Attention sub-layer
and Position wise feed-forward sub-layer. In our approach,
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we employed BioBERT as a decoder. We added cross-
attention between the two sublayers so it can process the
hidden states or context vector from the image-based encoder,
ConvNeXt. To add a third sub-layer to the two sub-layers that
are already present in each Decoder, the decoder executes
multi-head attention over the hidden states from the encoder,
which are then turned into queries and keys. Each sub-layer
employs residual connections in a way that is comparable
to the encoder’s behaviour before layer normalization. The
‘‘Masked Multi-head attention’’ layer is used by the decoder
to stop focusing on succeeding places. Due to the masking
technique and the moving of the output embedding offset by
one place as a result of Casual Language Modelling (CLM),
the prediction of location i can only rely on the known outputs
at positions lower than i. The hyperparameters of BioBERT
we used are listed in table 2.

1) TEXT INPUT REPRESENTATION
The decoder receives a set of tokens as input. The feature
vectors of each token’s d dimension are retrieved using
the Embedding look-up table of V vocabulary length, and
positional encoding of the sequence is then appended. The
entire report, token by token in a causalitymanner, is provided
as decoder input during training, but only the initial start
token is provided during inference in order to construct
subsequent words using CLM.

2) SELF ATTENTION
The key element of a Transformer model is the self attention
mechanism which extracts most important or attends relevant
features from input text. After the combination of embedding
vector along with positional encoding, resultant passed
though various linear layers to generateQQuery,KKey andV
Value vectors for calculation of Self attention. The following
equation represents the computation of attention mechanism:

Self Attention (Q,K ,V ) = softmax((Q · KT)/
√
dk ) · V

(1)

Dot product multiplication of Q and K vectors makes
computation efficient in Transformers and makes it possible
to compile multi headed self attention (MSA) layers and large
language models. Gradient explosion is avoided by applying
the scaling factor of

√
dk dimension of key vector. Later,

softmax function is implemented to assign probabilities to
most attended values from V vector. The multi headed self
attention mechanism helps gather information from several
sub spaces, h times, so any relevant features are never left
behind. The projected results from MSA are concatenated
altogether to maintain the same dimension as the input
feature.

Multihead(Q,K ,V ) = concat(h1 . . . hn) ·W o (2)

where

headi = Self Attention(W q
i qj,W

k
i K ,W v

i V )

Equation 2 depicts calculation of a MSA layer in which
n represents total number of attentions in one MSA layer
whereas Wi

q, Wi
k and Wi

v represents weight matrices of
Query, Key and Value respectively of each single attention
head.

3) CROSS ATTENTION
In sequence to sequence tasks such as machine translation,
question answering and text summarizing, the transformer
architecture has a special sub layer known cross attention
layer in decoder which attends different parts of encoded
hidden vector and decoder vector to generate text. The hidden
feature vector generated by the encoder is also known as
latent vector, which has concealed all information of one
domain or language.

Cross Attention (Qdec,Kenc,Venc) =
softmax(Qdec · KT

enc)√
dkenc · Venc

(3)

In our case, BioBERT is an encoder based architecture
and we are translating images to text in form of medical
reports so cross attention, also known as encoder-decoder
attention, is introduced with random initialization of weights.
Equation 3 demonstrates the computation of a single cross
attention head where Qdec, Kenc and Venc are Query from
previous Decoder layer, Key and Value are vectors generated
from Encoder’s hidden states respectively. Based on the
context of the output sequence created so far, cross attention
enables the decoder to choose to pay attention to different
sections of the input sequence. Due to its significance in
many sequence-to-sequence tasks, Transformer models have
excelled at these tasks, achieving state-of-the-art outcomes.

IV. EXPERIMENTATION
The proposed novel methodology for medical report
generation was experimented on two datasets and all
implementation details are mentioned below.

A. IMPLEMENTATION DETAILS
The proposed architecture for radiological report generation
was implemented on PyTorch utilizing Hugging Face library.
Themodel was trained on dual Nvidia RTX 2070 8GB system
for 20 epochs with a batch size of 4 on each GPU. The other
hyper parameters are mention in table 2. The training and
testing phase for each dataset was done separately and no
weights were shared between them.

B. EVALUATION METRICS
To asses the radiological report generation capability of our
proposed method. We employed BLEU [27], METEOR [28],
ROUGE L [29] and CIDER [30]. BLEU even being used
for language translation tasks is also employed in report
generation tasks in literature. CIDER metric was proposed
to capture human judgment of consensus in image captioning
tasks, but is not employed much in medical report generation.
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TABLE 2. List of parameter and hyper parameters of proposed
architecture.

FIGURE 3. (a) A sample IU dataset [7] containing X-ray image, Indication,
Impression and Findings. (b) A sample of our dataset containing Xray
image, Age, Gender, and Findings.

Original implementation of COCO image captioning.1 was
utilized to measure scores to maintain standardization.

C. DATASETS
The proposed method was evaluated on two datsets: IU
dataset and Our dataset. Training and Testing of both datasets
were conducted separately.

1) IU DATASET
The Indiana University (IU) chest X-ray dataset [7] is one the
most widely used dataset which contains 3995 reports along
with 7470 multiple CXR images. It is a public dataset created
for training and testing of X-ray images to test algorithm for
classification, summary generation or report generation tasks.
Each report contains patient details, impressions, reports and
tags for Indiana database. Personal information of patients
revealing identity is hidden by XXXX. Unfortunately, train
and test split were never released hence making it difficult for
bench marking purposes along with that, many information is
missing and pairs are also incomplete.

2) OUR DATASET
We present a novel dataset that is consistent with distribution
of normal and abnormal reports. The Picture Archiving
and Communication System of King Khalid Hospital in

1https://github.com/yikang-li/coco-caption

Najran, Saudi Arabia was searched for all chest x-ray
performed between November 2019 and November 2022.
A total of 1250 image and report pairs were collected. The
analysed data included 528 abnormal cases and 722 normal:
471 female and 779 male cases. The mean age of these
subjects was approximately 53 years. Our dataset is a small
and consistent dataset elaborating variety in medical reports
along with clear distribution of abnormal and normal pairs for
quicker harmonious benchmarking.

Figure 3 provides a sample CXR images along with the
Impression, Findings, Indication, Age, andGender of patients
from both datasets. Table 3 contains the details of the Train,
Validation, and Test split of both datasets.

TABLE 3. Train, validation, and test split details of Our dataset and IU
dataset [7].

V. RESULTS AND ANALYSIS
In this section, we present a comprehensive analysis of
the results obtained from our experimentation, shedding
light on key findings and their implications. We performed
quantitative and qualitative analyses separately. Finally,
we compared the results of our proposed architecture with
existing methods.

A. QUANTITATIVE RESULTS
The proposed model employs a pre-trained CNN image
model, trained on natural images, and a language model with-
out pre-trained weights. In our experimental investigation,
tests with three language models were performed on IU and
Our dataset. The effectiveness of the models was evaluated
using automatic assessment metrics like the n-gram similarity
between the produced sentences and the ground truth reports.
GPT2 [31], MiniLM [32] and BioBERT [24] transformer-
based language models are employed for experimental study.
Table 4 displays the experimental results, displaying the
effectiveness of each model.

TABLE 4. Results of experimental investigation on IU [7] and our dataset.

The IU dataset does not have a distribution between
normal and abnormal cases. This makes it difficult to evaluate
models performance on abnormal cases. Our dataset on the
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FIGURE 4. A comparison of generated reports by various models on multiple samples of IU dataset [7]. The colour green means similar
and red indicates wrong findings.

FIGURE 5. A comparison of generated reports by proposed model on
multiple samples of our dataset.

other hand evaluates model performance on both cases and
specially highlighting the false positive reports.

B. QUALITATIVE RESULTS
Relying merely on numeric numbers, as shown in table 4,
may not give an exhaustive review due to the imbalance and
bias towards normal reports in the IU dataset. To evaluate the
overall quality of the reports that were generated, we thus
carried out a comparison between various test samples on
both datasets. The results provided by our proposed model
closelymatch the actual data in IU dataset, which corresponds
to the most typical occurrences. Figure 4 displays multiple
test samples of IU. These reports are clear and offer
information in-depth enough to compare to the reference
report.

We compared CNX-BR2 report generation with recent
SOTA’s for qualitative comparison. We used AERMNet and
CDGPT2 models which are public. The generated reports
from unseen CXR of our and SOTA’s model can viewed at
figure 4. In the first example (topmost) CNX-B2 generated
the most similar report to ground truth. The AERMNet
model indicated diseases such as ‘‘Cardiomegaly’’ and
indicated ‘‘left retrocardiac opacities’’ whereas the ground
truth suggests that CXR is normal. Another important finding
is that most of the reports generated by our CNX-B2 and
CDGPT2 are similar except for the first case. It is to be
noted that AERMNet and CDGPT2 are trained on a different
IU dataset split and if they were trained on similar splits
then reports may vary. Unfortunately, due to a lack of
abnormal reports, a proper evaluation of all models cannot
be performed.

On the other hand, Figure 5 displays some abnormal
and normal samples from test split of our dataset. The
first sample is abnormal and the proposed model predicted
exactly similarly to the reference report indicating a complete
True negative. An interesting finding can be highlighted
in the second sample where the proposed model utilized a
synonym maintaining the context of the report. ‘‘no signs’’
was replaced by ‘‘no evidence’’ and this type of accurate
prediction is missed in quantitative analysis. Lastly, a normal
report sample is generated as it is.

C. COMPARISON WITH LITERATURE
After the experimental research had completed the model,
we moved forward with a comparison to current state-of-the-
art methods. The findings of the automated metrics for the
generated reports in comparison to the literature are shown in
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TABLE 5. Comparison with review literature.

Table 5. While using a Traditional CNN pre-trained on CXR
pictures for the Encoder, CDGPT2 used a Transformer with
pre-trained weights for the Decoder. In spite of this strategy,
CDGPT2 was able to obtain a BLEU-1 score of 0.38.

Our proposed model has the greatest BLEU-2 score
when comparing all of these methods on the IU dataset,
demonstrating its overall competence in producing reports
that are very similar to those produced by radiologists. It has
outperformed CDGPT2. Other studies such as HRGR-Agent,
ResBlockMulti-attention and SentSAT+KGhave employed
RNN for language decoder and a traditional CNN for
image encoder. Comparing all these techniques on the IU
dataset, our proposed model demonstrates remarkable scores,
indicating its overall effectiveness in generating reports that
closely resemble those written by radiologists.

In comparison to previous CNN-Transformer approaches
[10], [18], the CNX-B2 models achieve the best quantitative
scores in BLEU-2, BLEU-3, METEOR, and CIDER metrics.
This demonstrates the effectiveness of having a hybrid
CNN encoder for a transformer decoder in medical report
generation.

D. DISCUSSION
Even though Transformers are dominating CNN in vision-
based tasks, this does not mean that CNN is cornered. The
potential of Convolutional layers still plays a critical role in
capturing spatial features. Our CNX-B2 highlights that hav-
ing an image encoder of CNN generates useful reports. The
ConvNeXt adopts efficient methods of a vision transformer
without using attention layers. The proposed approach, CNN-
Transformer, competes with previous CNN-RNNor complete
Transformers-based research as highlighted in table 5.

In IU dataset, many reports exhibit repetitive and identical
descriptive sentences. The doctor’s report frequency plot
reveals a skewed distribution, with abnormal sentences fre-
quently occurring (frequency = 1) across the entire dataset.
Specifically, sentences with a frequency of less than 3 account
for 6,290 out of 8,022 unique sentences [33]. To evaluate
CNX-B2 on abnormal we evaluate it on our dataset. The
robustness and understanding of CNX-B2 are shown in

figure 5 where it uses a synonym with the correct context.
The training of CNX-B2 involved the utilization of pre-
trained weights, facilitating its easy integration into real-time
applications by various institutions. This adaptability allows
it to quickly grasp language understanding from a small
corpus, rather than undergoing training from scratch.

The computational complexity of the CNX-B2 is
222 GFLOPS with 224.31 M parameter. It is one of the
limitations of our research and we hope future research can
explore developing a lightweight approach for medical report
generation.

VI. CONCLUSION
In this research, we studied the effect of hybrid CNN as
an image encoder for radiology medical report generation.
We aim to address two issues: 1) The lack of distribution
of abnormal and normal reports in datasets, and 2) How
to improve model report generation capability. To address
them,We first introduced a novel dataset collected from King
Khalid Hospital in Najran, Saudi Arabia. This dataset con-
tains a segregation of reports which assisted in the evaluation
of our approach. Secondly, We propose a CNX-B2, a CNN-
Transformer, approach which employs ConvNeXt (hybrid
CNN) capable of capturing spatial features and BioBERT as
a decoder for report generation. Our experimentation demon-
strates that CNX-B2 competes with previous approaches in
Natural Language Generation (NLG) metrics. The qualitative
analysis demonstrates CNX-B2 has a good understanding
of language which makes it justified to be employed as an
automated radiological medical report generator.

VII. FUTURE WORK AND LIMITATIONS
Our CNX-B2 is not the perfect approach. One of the
major limitations is that it has a computational complexity
of 222 GFLOPS and contains 224.31 million parameters.
This makes it impossible to be inferred on mobile devices.
We intend to propose lightweight approaches in future for
inference purposes. Secondly, some of the generated reports
by CNX-B2 are not similar to ground truths even by attaining
good language understanding. However, this problem also
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happens in previous works. Therefore, our future plan is to
develop automated medical report generators using vision
and language-based mobile networks and achieve better
quantitative and qualitative results. Furthermore, We also aim
to evaluate automated generated reports from radiologists.
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