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ABSTRACT Explainable Artificial Intelligence (XAI) is an area of growing interest, particularly in medical
imaging, where example-based techniques show great potential. This paper is a systematic review of recent
example-based XAl techniques, a promising approach that remains relatively unexplored in clinical practice
and medical image analysis. A selection and analysis of recent studies using example-based XAl techniques
for interpreting medical images was carried out. Several approaches were examined, highlighting how each
contributes to increasing accuracy, transparency, and usability in medical applications. These techniques
were compared and discussed in detail, considering their advantages and limitations in the context of medical
imaging, with a focus on improving the integration of these technologies into clinical practice and medical
decision-making. The review also pointed out gaps in current research, suggesting directions for future
investigations. The need to develop XAI methods that are not only technically efficient but also ethically
responsible and adaptable to the needs of healthcare professionals was emphasised. Thus, the paper sought
to establish a solid foundation for understanding and advancing example-based XAI techniques in medical
imaging, promoting a more integrated and patient-centred approach to medicine.

INDEX TERMS Explainable artificial intelligence, XAl, example-based, explanations by example, medical
imaging.

I. INTRODUCTION

Integrating deep learning (DL) technologies into medical
image analysis has represented a fundamental advance in
modern medicine. These sophisticated algorithms have been
instrumental in detecting intricate patterns in various diagnos-
tic images [1]. Their ability to challenge and, in some cases,
surpass the diagnostic accuracy of human experts marked
a significant leap forward in medical diagnosis. However,
the actual effectiveness of these complex systems has often
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been overshadowed by their opaque, “‘black box” nature.
This lack of transparency has raised serious concerns about
their reliability and acceptability, especially in the high-risk
domain of healthcare [2].

In this scenario, Explainable Artificial Intelligence (XAI)
has emerged as an innovative key, meeting the growing
demand for transparency and reliability in Al-powered sys-
tems. XAl endeavoured to illuminate the inner workings
of AI models, offering crucial insights into their decision-
making processes. This transparency was not only a mat-
ter of ethical importance but also of practical significance,
especially in clinical environments where important decisions
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often depended on the guidance provided by these sys-
tems [2].

The example-based techniques within the XAI domain
were particularly notable for their user-friendly and intuitive
nature. By providing explanations based on specific exam-
ples, these methods made DL models more understandable
to a broader audience. This included healthcare professionals
who did not have specialised skills in programming or com-
puter vision. This example-based approach could democra-
tise the understanding of DL models, making them more
accessible and transparent to a broader spectrum of users,
including doctors, patients and other healthcare stakehold-
ers [3].

The paper focused on exploring and consolidating the most
promising example-based XAl methods adapted for medical
imaging. The aim was to provide a comprehensive overview
of current strategies, highlighting their strengths and limi-
tations. This endeavour has contributed to the ongoing dis-
course and research within the field, aimed at charting a
detailed landscape of available example-based XAl solutions.
Its potential to improve the practice of medicine and the pro-
cesses involved in clinical decision-making was emphasised.

The analysis aims to enhance comprehension and applica-
tion of these technologies, which are necessary practical tools
for improving health outcomes and patient care. Advancing
the knowledge and use of XAlI, based on examples in medical
imaging, ensures that these technologies are improved in
their capabilities and aligned with the core values of trust,
transparency, and reliability in healthcare. The alignment
was crucial for integrating Al into medical diagnostics and
instilling confidence in healthcare professionals and patients
regarding these emerging technological tools.

Il. RELATED WORK

Section II is structured in three subsections, addressing
different aspects of example-based XAI in medical image
analysis. Firstly, section II. An analysis of current research
into example-based XAI, providing an overview of exist-
ing contributions. Next, section II-B identifies shortcomings
and opportunities for future research in this area. Finally,
section II-C discusses this review’s importance and specific
contributions, emphasising its role in advancing the under-
standing of example-based XAI applied to medical image
analysis.

A. ANALYSIS OF EXISTING SYSTEMATIC REVIEWS

To uncover the panorama of example-based XAl applied to
medical image analysis, the review focused on dissecting and
understanding the contributions other authors had presented
in the literature. The decision to concentrate on works on
example-based XAl was strategic, grounded in the inherent
capacity of these techniques to offer intuitive explanations
crucial for clinical application. As illustrated in Table 1,
this review categorises and summarises the different tech-
niques of example-based XAl discussed in various reviews.
By analysing existing studies, the authors sought to capture
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TABLE 1. Techniques covered in the different systematic reviews.

Paper (3] [4] [5]1 [6] [7]
Prototype v v v v v
Triplet Networks v v
Influence functions v
Latent space examples v
CBR/CBIR v
Counterfactual explanations v v v
Criticisms v
Anchors
Contrastive explanations v
Integrated Gradients v

the full spectrum of approaches proposed to increase the
clarity and reliability of DL systems, paving the way for
their more effective integration in various fields, particularly
medical imaging.

The paper [3] emphasises methods such as triple networks,
influence functions, prototypes, and latent space examples.
The triples network approach, in particular, is highlighted
for its effective use in learning useful representations and
explaining the model’s reasoning by inspecting neighbours
in the embedded representation.

The survey [4] discusses triple networks, ProtoPNet, and
xDNN innovations. Triplet networks, with their example-
based learning mechanism, are highlighted for their ability
to bring the anchor closer to positive samples and further
away from negative ones, providing a framework for expla-
nations through similarities. ProtoPNet and xDNN, incorpo-
rating layers of prototypes, are illustrated as means for an
intuitive “‘this looks like that™ interpretation, promoting a
bridge between the characteristics visualised in the medical
images and the model outputs.

In a review [5], Case-based Reasoning/Content-Based
Image Retrieval (CBR/CBIR), Counterfactual Explanations,
and Prototypes are explored as methods that use example-
based logic to make medical image classification systems
more transparent. CBR and CBIR are recognised for their
efficiency in retrieving and comparing images that best align
with a query image, contributing to interpretation and confi-
dence in the medical diagnosis.

The paper [6] also addresses Prototypes, Criticisms, and
Counterfactuals, highlighting the significant role of proto-
types in class representation and how criticisms can help
clarify model limitations. At the same time, counterfactuals
can illuminate how minimal changes can affect model output.

Finally, the study [7] reviews techniques such as Anchors,
Counterfactual explanations, Contrastive Explanations, and
Integrated Gradients. Anchors are particularly notable for
establishing If-Then rules that identify crucial features
influencing predictions. At the same time, Counterfactual
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explanations make it possible to understand which feature
changes can modify the model’s results.

B. GAPS IN THE LITERATURE

A careful analysis of existing systematic reviews reveals
several critical shortcomings when studying Example-based
XAL

Firstly, it can be observed that many of the reviews tend to
approach Example-based XAl superficially, not penetrating
sufficiently into the complexity or practical implications of
these techniques. This superficial approach often fails to cap-
ture the essence and full potential of Example-based XAI in
making informed clinical decisions and interpreting complex
models.

Furthermore, there is a notable lack of consensus in the
literature about which techniques should be classified under
the Example-based XAI spectrum. This lack of uniformity
confuses understanding of the field as a whole and makes
it difficult to compare and evaluate the effectiveness of the
proposed techniques.

Finally, another significant gap is the redundancies
between the techniques presented as Example-based XAl
Many studies include approaches that, despite being labelled
with different nomenclatures, show little differentiation in
methodology or applicability, leading to a feeling of rep-
etition and a potential dilution of the practical impact of
Example-based XAl in the health area. Identifying and elim-
inating these redundancies is essential to distilling a set of
genuinely distinct and effective techniques, promoting fun-
damental advances in artificial intelligence that healthcare
professionals can confidently understand and apply.

C. JUSTIFICATION AND CONTRIBUTIONS OF THE
CURRENT REVIEW

The realisation of this systematic review and the expected
contributions reflect a strategic move to overcome the limi-
tations in the study of Example-based XAI, mainly applied
to medical imaging. The current review aims to provide an
in-depth analysis of the most recent and advanced techniques
in the field of Example-based XAlI, focusing on identifying
and synthesising the methods that genuinely advance the
interpretability of medical images.

This review is intended to establish a framework for under-
standing Example-based XAI techniques, creating a consen-
sus on which methodologies are most effective and how
they can be implemented to improve the analysis of medical
images. The aim is to provide a compilation of the most
pertinent innovations, enabling researchers and healthcare
professionals to employ artificial intelligence methods with
greater transparency and reliability. This will directly impact
the quality of medical image interpretation, contributing to
more accurate diagnoses and improved patient care.

lll. METHODOLOGY

This methodological section is dedicated to explaining the
approach adopted for the systematic review, which is essential
to ensure the reliability and replicability of the results.
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In section III-A, the research questions that served as a bea-
con for the study are set out, directing the analysis and delim-
iting its scope. Next, in section III-B, the databases selected
for the research are specified, with a view to a complete
and representative exploration of the existing literature. The
search strategy is detailed in section III-C, highlighting the
search strings and selection steps, carefully chosen to capture
as many relevant studies as possible. Finally, in section III-
D, the characteristics to be observed that are fundamental to
understanding and analysing the data collected are described,
thus ensuring the robustness of the findings.

A. RESEARCH QUESTIONS

The methodology of this systematic review focuses on three
essential research questions that guide the analysis, each
motivated by a desire to advance and make contributions to
the field of XAI:

RQ1: What are the different existing example-based XAl
methods, and what are their main advantages and limitations?

Motivation: Unraveling the different methods of
Example-based XAl is the first step towards transforming
how AI decisions are interacted with and trusted, equipping
them with knowledge to maximise efficiency and trans-
parency.

RQ2: In which areas of medical imaging are these methods
applied, and how do they behave in terms of performance in
these applications?

Motivation: Identifying the areas in medical imaging
where XAI methods excel and understanding their perfor-
mance characteristics are crucial for developing reliable and
interpretable Al tools for clinical decision support. Our
knowledge will drive innovations to enhance diagnostic accu-
racy and ultimately improve patient outcomes.

RQ3: What are the future challenges and opportunities for
the field of example-based XAI?

Motivation: Exploring the challenges and prospects of
Example-based XAl is not just an academic necessity; it is
a quest to anticipate the future of Al, ensuring its responsible
development and alignment with human values.

Each question reflects the dedication to deepening knowl-
edge in the field of XAl intending to contribute to a future in
which artificial intelligence is more understandable, reliable,
and beneficial to all.

B. DATABASES

A set of widely recognised databases was used for the sys-
tematic review, including ScienceDirect, IEEE Xplore, ACM
Digital Library, arXiv, Springer Link, Nature, and Google
Scholar. These were selected for their breadth and depth of
coverage in the field of interest, providing various research
materials relevant to the study of XAl

C. RESEARCH STRATEGY
The search strategy adopted in this systematic review fol-
lowed a meticulous approach, outlined in four main steps,
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to identify relevant studies discussing Example-based XAl in
medical imaging.

Step 1: The search began with the application of a spe-
cific search string: (““Medical Image”) AND (“‘Explainable
AI” OR “XAI”) AND (“Example-based” OR ‘“‘Explana-
tions by example””), restricting the results to papers published
between 2021 and 2023, in English, to ensure current data
pertinent to the focus of the study.

Step 2: This was followed by removing duplicates, which
is essential to avoid overlaps and ensure clarity in the data
analysis.

Steps 3 and 4: The next two steps focused on qualitatively
selecting papers. Firstly, the papers were filtered by analysing
the titles and abstracts, discarding those not strictly aligned
with using Example-based XAI techniques in medical imag-
ing. Next, an evaluation of the complete texts made it possible
to exclude any study that, although tangentially related, did
not directly contribute to the scope of the review. This process
was carried out in such a way as to avoid redundancies,
ensuring that only papers with direct contributions to the topic
were included in the subsequent analysis.

This structured approach created a cohesive data set
focused on understanding the applicability and challenges of
Example-based XAI in medical imaging.

D. EXTRACTION OF STUDY CHARACTERISTICS

In the systematic review process, carefully extracting the spe-
cific characteristics of each paper is fundamental to uncover-
ing the current state of the use of Example-based XAI tech-
niques in medical imaging. Each study is analysed to identify
the Example-based XAl technique employed, focusing on its
application and what particularities it presents when used on
medical datasets. In addition, attention is paid to the type
of medical image data in which the technique is applied to
understand the adaptations and applications depending on
the nature of the data. Finally, it is discerned whether the
examples used to explain the decisions of Al algorithms are
based on real cases or whether they are constructed synthet-
ically. The source of the examples is critical to appreciating
the validity and applicability of the explanations generated,
with real examples being potentially more valuable for their
authenticity. In contrast, synthetic ones can offer control and
consistency for testing specific hypotheses. Gathering this
information is essential for drawing up an overview of current
practices and identifying trends and gaps in the application of
Example-based XAI in medical imaging.

IV. RESULTS

This section details the results obtained through the search
strategy adopted, covering the selection and concise synthesis
of the relevant studies. The search methodology was designed
to capture a representative set of publications within the
scope of Example-based XAl in medical imaging. Each paper
was rigorously assessed, highlighting the research objective,
the techniques used, the main findings and their respective
implications for the field. This analysis provides a solid basis
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for understanding the current state and emerging trends in the
application of XAI techniques to medical imaging.

Papers identified in the
databases
(n=55)

Duplicate papers
(n=1)

Selected papers
(n=54)

Excluded papers

(n=43)

Papers evaluated in full
(n=11)

Eligibility ) ( Selection ) ( Identification )

Papers included in the

review
(n=9)

Inclusion ) (

C

FIGURE 1. Flow diagram of the selection of the papers.

Figure 1 illustrates the process of selecting studies for the
systematic review. Initially, 55 papers were identified in the
various databases consulted using a specific search strategy.
After removing one duplicate paper, an initial screening was
carried out based on titles and abstracts, which resulted in
the exclusion of 43 papers that did not align with the use of
Example-based XAl techniques or the application to medical
images. A detailed analysis of the full content of the remain-
ing 11 papers led to the exclusion of more papers that did not
fall within the specific scope of the review. Finally, 9 papers
were considered strictly relevant to the analysis’s focus and
included for qualitative and quantitative synthesis.

Table 2 provides a detailed summary of the Example-
based XAI techniques discussed in the papers selected for
this review. It highlights the specific approaches used and the
variations and contexts in which they were applied within
the medical imaging domain. This table overviews current
methodologies, allowing a direct comparative view between
the different studies and their contributions to XAl in medical
applications.

Two recent studies illustrate significant advances in pro-
totype learning, a method that aims to improve the trans-
parency and explainability of machine learning models.
The first paper [8] highlights the ExPeRT (Explainable
Prototype-based model for Regression using optimal Trans-
port) architecture in the context of explainable regression.
This innovation uses a convolutional neural network to extract

VOLUME 12, 2024



M. Fontes et al.: Application of Example-Based XAl for Analysis and Interpretation of Medical Imaging

IEEE Access

TABLE 2. Different XAl Example-based techniques. Acronyms used:
Ultrasound (US); Magnetic Resonance Imaging (MRI); X-Ray (XR).

Technique  Paper Type of Image Type of Example
Prototypes [8] US and MRI Real
9] Dermatoscopic Real
CBIR/CBR [10]  XR and Dermatoscopic Real
[11] N.A. Real/Synthetic
GAN'’s [12] Histological images Synthetic
[13] XR, MRI, US, etc. Synthetic
SCOPe [14]  XR and Dermatoscopic Synthetic
TraCE [15] XR Synthetic
CapsNet [16] Endoscopy Real

features from images, complementing a fully connected neu-
ral network that determines distances in a latent space. The
model has been trained with representative prototypes to
facilitate accurate inferences based on their proximity to new
samples. Applied to medical images, such as MRI scans
and fetal ultrasounds, ExPeRT obtained results demonstrating
state-of-the-art brain age prediction accuracy and providing
advanced explainability, promoting trust and understanding
among medical professionals.

The second piece of research [9] introduces a distinctive
model for skin cancer diagnosis. Using convolutional neural
networks, the model is based on class prototypes to offer
clear interpretations of the decisions made by the algorithm.
Through a framework that contrasts dermoscopy images
with prototypes, measuring similarities through cosine sim-
ilarity, the model demonstrated superior performance com-
pared to other explainable approaches. Tested on the ISIC
2019 dataset, which encompasses various skin lesions,
it proved particularly effective when integrating local proto-
types. It increased diagnostic accuracy and enriched the field
of XAI by offering detailed and accessible justifications for
the diagnoses made.

Two studies about CBR/CBIR techniques were high-
lighted. The study [10] introduces X-MIR (EXplainable Med-
ical Image Retrieval, a pioneering technique for explainable
retrieval of medical images that integrates deep neural net-
works and deep metric learning. This innovative approach
structures latent representations of medical images clustered,
significantly improving the distinction between pathologies.
The technique uses Euclidean and cosine distances to com-
pare query images with an extensive database, identifying
similar images with high precision. With its successful appli-
cation to chest X-rays of COVID-19 patients and images
of skin lesions, X-MIR has demonstrated its effectiveness
in different clinical contexts, promoting highly accurate and
interpretable medical image retrieval and reinforcing the role
of XAl in medicine.

The research [11] explores the potential of “twin sys-
tems’’ in XAl, combining the processing power of DL models
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with the clarity and adaptability of CBR. The genius of this
method lies in its dual system: a DL model, responsible for
efficiency and accuracy, and a CBR model, which acts as
an explanatory agent. The explanatory strategies, including
factual, counterfactual, and semi-factual explanations, allow
the CBR system to explain the DL model’s decisions. Tested
in a range of practical scenarios, from agriculture to medical
diagnosis, this methodology has not only clarified the logic
behind automatic predictions and diagnoses. Still, it has also
promoted the generation of new training data to improve
the generalizability and reduce the bias of DL models. This
research exemplifies the continuous advance in the field of
CBR/CBIR and underlines the importance of developing Al
tools that are transparent and reliable for professionals in
various fields.

Two recent studies on Generative Adversarial Networks
(GANG5) to create explanatory examples stood out for their
significant advances in digital pathology and medicine.
In work [12], a conditional Generative Adversarial Network
(cGAN) based on the StyleGAN2 architecture was spe-
cialised to produce detailed histological images. The struc-
ture consists of a generator, responsible for creating realistic
images, and a discriminator, which evaluates the authenticity
of these images. cGAN was adequately trained with histolog-
ical images covering various types of cancer. The results were
remarkable, with the generation of images that experts judged
to align with biological expectations and display peculiar
characteristics of tumour subtypes. The images generated
not only improved pathologists’ training in identifying rare
cancer subtypes but also enriched XAI by serving as exam-
ples to clarify the model’s decisions, illustrating histological
correlations with specific tumour subtypes and increasing the
interpretability of histopathology results.

In parallel, the study [13] represents a milestone in using
GANSs to develop XAI within the medical domain. Deep-
SynthBody not only tackles the problem of limited data
in the healthcare sector by generating synthetic data using
advanced GANs but also integrates a crucial explanatory
dimension. By implementing the ‘“Explainable DeepSynth
Al and DeepSynth XAI” layer, the model provides previously
unattainable transparency, using the generated synthetic data
as explanatory examples that clarify the reasoning behind the
machine learning models. This exemplary XAI methodology
promotes user confidence in Al systems. It addresses ethical
concerns related to data privacy by replacing sensitive infor-
mation from actual patients with synthetic data in explanatory
processes. DeepSynthBody thus paves the way for future
XAI research in healthcare, underlining the importance of
clarity and transparency in applications that handle critical
and confidential data.

Two papers offer techniques for creating synthetic exam-
ples that dispense with GANs. The first study introduces
the SCOPe technique (Synthesizing Counterfactuals by Opti-
mizing Pre-Images) [14], marking a significant advance in
the explainability of deep classifiers. This approach is dis-
tinguished by its ability to generate accurate counterfactual
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explanations and maintain the original identity of the anal-
ysed input. The SCOPe consists of a trio of elements:
an image generator based on Deep Image Priors (DIP) or
Implicit Neural Representations (INRs), an OOD detector to
validate the adherence of synthetic data to the distribution
of actual data, and a classifier responsible for evaluating the
explanations generated. Tests on a variety of datasets, such as
CelebA, CheXpert, and ISIC2018, revealed that SCOPe not
only preserves the identity of the inputs but also generates
counterfactuals with semantic coherence, making it easier to
interpret the decisions of DL models in critical situations.

The second study describes the development of TraCE
(Training Calibration-based Explainers) [15], a methodology
designed to provide interpretable, high-confidence counter-
factual explanations applied to medical imaging. TraCE is
built on a three-phase architecture consisting of a convo-
lutional autoencoder that condenses images into a compact
latent space, a predictive model that provides interpretations
and evaluates uncertainties in predictions. A counterfactual
optimisation algorithm focused on calibrating uncertainties.
In addition, an auxiliary interval model is integrated to
increase precision in the calibration of uncertainties. When
applied to a large set of 30,000 chest X-ray images from the
RSNA pneumonia detection challenge, TraCE demonstrated
an exceptional ability to identify pathologies and clarify the
relationship between patient characteristics and the severity
of the condition, promoting greater clarity in medical deci-
sions based on DL models, and reinforcing the critical role of
Al in evidence-based medicine.

In conclusion, the results section of this systematic review
in the XAI example-based domain focusing on medical
images shows that the study [16] emerges as an impor-
tant milestone. This research stands out for its innovative
application of the CapsNet (Capsule Network) architecture
in diagnosing gastrointestinal pathologies. It is mainly dis-
tinguished by its advanced use of visualisations of feature
clusters derived from the outputs of class capsules. Through
the dynamic routing mechanism peculiar to CapsNet, the
clusters are evaluated in terms of their formation, separability,
and density, providing an in-depth analysis of the model’s
discriminative potential. The study shows that the clusters
obtained are more distinct and separable than those of con-
ventional models, underlining the effectiveness of CapsNet in
differentiating between diseases. This ability to visualise and
interpret the model’s decision-making bases reinforces the
importance of clusters for post-hoc interpretability, strength-
ening the credibility of capsule networks as a diagnostic tool
and advancing the use of XAl methods in critical areas such
as health. This study emphasises the need for transparency
and understanding of AI models, which are as essential as
the accuracy of their predictions.

V. DISCUSSION

Section V discusses four main aspects of example-based XAl
techniques for analysing medical images. In section V-A,
different XAl approaches were compared, highlighting their
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clarity and diagnostic accuracy advantages. In section V-B,
the effectiveness and consistency of these techniques were
evaluated. Section V-C. discussed the resources required to
implement each XAI technique. Finally, section V-D. they
discussed and developed the research questions. This section
provided a clear overview of XAl techniques, emphasising
their uses and challenges.

A. COMPARISON OF TECHNIQUES

CBR/CBIR techniques, such as DeepCBR and X-MIR, are
noted for their strong tendency towards transparency and
interpretability. DeepCBR, in particular, effectively simpli-
fies the inherent complexity of DL by providing diverse
explanations, ranging from the factual to the counterfac-
tual [11]. On the other hand, X-MIR uses deep neural net-
works and deep metric learning to optimise the retrieval
of medical images, excelling in differentiating between var-
ious pathologies, including cases of COVID-19 and skin
lesions [10].

On the other hand, Prototypes techniques, applied in con-
texts such as skin cancer diagnosis and explainable regres-
sion, focus on diagnostic accuracy and explanatory details.
These approaches, which include using cosine similarity
measures and integrating local prototypes, balance compre-
hensive explainability with high diagnostic efficiency [9].
The ExPeRT model exemplifies this methodology, employing
convolutional neural networks for detailed latent analysis [8].

GAN-based techniques such as cGANs and DeepSynth-
Body provide a global perspective by generating synthetic
images. cGANs excel at generating hypotheses and visual
insights into image characteristics, while DeepSynthBody
distinguishes itself by integrating explainability into all stages
of the generation process, reinforcing confidence in model
results [12], [13]. In contrast, approaches such as SCOPe and
TraCE, which do not rely on GANSs, focus on creating high-
quality counterfactuals, demonstrating versatility and skill in
identifying shortcuts in complex models [14], [15].

Furthermore, CapsNet deserves to be highlighted due to its
ability to model spatial variability in images and its robust-
ness in reduced data sets. The ability to reconstruct input
images through the decoder layer is a significant advantage,
particularly in clinical contexts where accuracy and clarity
are essential [16].

Specific objectives and application context should guide
the selection of XAl techniques. Choosing between methods
that emphasise transparency, diagnostic accuracy, or data
flexibility is crucial to drive the practical application of
machine learning in medicine, ensuring reliable and transpar-
ent results.

B. VALIDATION OF TECHNIQUES

Various explainability techniques in DL models exhibit their
strengths in terms of validity and consistency. The X-MIR
method uses saliency maps, evaluated by metrics such as
insertion and deletion. Still, it shows variations in results
between different algorithms, suggesting that consistency
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may depend on the specific method [10]. CapsNet and TraCE
are notable for their intuitive visualisations and generation
of reliable counterfactuals, respectively, offering detailed
explanations in line with human interpretations [15], [16].
ExPeRT, through optimal transport pairing, and the Global
and Local Explanations using the Prototypes model provide
clear and coherent justifications. At the same time, SCOPe
stands out for generating counterfactuals close to the data
manifold [8], [9], [14]. DeepSynthBody raises the bar by
integrating explainability into the synthetic data generation
process, increasing confidence in machine learning solutions
in the medical domain [13].

Choosing the most appropriate method depends on several
factors, including the validity of the explanations, the specific
application context, and clinical needs. Techniques such as
DeepCBR, with the Twinning approach, and cGANSs, in the
generation of synthetic histology, demonstrate consistency
in their explanations. However, there are variations depend-
ing on the specific strategy and context of the model [11],
[12]. This variety of approaches emphasises the importance
of careful analysis when selecting explainability techniques
for medical imaging applications, with a view to effective
and reliable implementations in contexts where precision and
clarity are crucial.

C. COMPUTATIONAL COST OF THE TECHNIQUES
Regarding the computational cost of the different DL tech-
niques, it is crucial to consider the variations in the resources
required for each method. For example, training models such
as cGANs and DeepSynthBody, including convolutional neu-
ral networks and synthetic data generation, require signifi-
cant computational resources [12], [13]. These methods can
demand more time and resources, especially when generating
large volumes of data or using complex models. However,
optimisations such as hardware acceleration and parallelisa-
tion techniques can mitigate these costs.

On the other hand, the DeepCBR Twinning method, which
maps DL models to a more transparent CBR model, can be
applied to image classification problems. Still, there is no
detailed information on its computational cost [11]. Simi-
larly, SCOPe, Global and Local Explanations for Skin Cancer
Diagnosis Using Prototypes, ExPeRT, and TraCE, despite
their efficiency in generating explanations, do not have spe-
cific information about the computational cost detailed in
the documents [8], [9], [14], [15]. For ExPeRT, using the
Sinkhorn algorithm and entropic regularisation suggests a
moderate computational cost [8]. Overall, the choice of a
particular technique should consider its explanatory effective-
ness, the computational resources available, and the environ-
ment in which it will be implemented, especially in cases of
large data sets or hardware limitations.

D. DISCUSSING AND DEVELOPING RESEARCH
QUESTIONS

RQ1: Research into example-based XAI methods reveals
a range of innovative approaches, each with unique
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characteristics. Within the scope of Prototype Learning, the
ExPeRT architecture and the model for diagnosing skin can-
cer are remarkable [8], [9]. ExPeRT uses a convolutional
neural network to extract features from images and a fully
connected neural network to determine distances in a latent
space. This results in accurate predictions and advanced
explainability, especially in medical images such as MRIs and
fetal ultrasounds. On the other hand, the model for diagnosing
skin cancer relies on class prototypes to provide clear inter-
pretations of decisions made by the algorithm, demonstrating
superiority compared to other explainable approaches, espe-
cially when integrating local prototypes.

As for CBR and CBIR techniques, X-MIR and CBR
“twin systems’ are exemplary [10], [11]. X-MIR integrates
deep neural networks and deep metric learning, signifi-
cantly improving the distinction between different patholo-
gies. On the other hand, the “twin-systems” method com-
bines the efficiency of DL models with the clarity of CBR,
offering detailed explanations of DL models’ decisions.

Regarding GANs, cGAN’s and DeepSynthBody are high-
lighted [12], [13]. The cGAN produces detailed histological
images aligned with biological expectations, improving the
training of pathologists. DeepSynthBody, in turn, addresses
data limitations in medicine by generating synthetic data and
integrating a crucial explanatory dimension in the process.

Finally, in counterfactual explanations, work on SCOPe
and TraCE offers notable approaches [14], [15]. SCOPe
generates accurate counterfactuals, maintaining the original
identity of the input. At the same time, TraCE, when applied
to a vast set of chest X-ray images, identifies pathologies and
clarifies the relationship between patient characteristics and
the severity of the condition, reinforcing the role of Al in
evidence-based medicine.

RQ2: The applicability and performance of example-based
XALI techniques are widely demonstrated in several areas of
medicine. CapsNet has been applied in diagnosing gastroin-
testinal pathologies. It stands out for its ability to model spa-
tial variability in images and generate intuitive visualisations
of feature clusters, which are fundamental for the post hoc
interpretation of model decisions. This advance reinforces the
credibility of capsule networks as a diagnostic tool, underlin-
ing the importance of XAI methods in healthcare [16].

ExPeRT and the model for skin cancer diagnosis demon-
strate high diagnostic accuracy, especially in the context of
explainable regression and in the diagnosis of skin lesions.
ExPeRT, by combining convolutional neural networks with
fully connected neural networks, provides advanced explain-
ability. At the same time, with its class prototype-based
approach, the model for skin cancer diagnosis offers clear
and detailed interpretations of algorithm decisions, highlight-
ing the usefulness of these techniques in clinical applica-
tions [8], [9].

CBR/CBIR techniques, such as X-MIR and the “twin-
systems”’ approach, show effectiveness in different clin-
ical settings, including diagnosing COVID-19 and skin
lesions. X-MIR integrates deep metric learning with deep
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neural networks to structure latent representations of medical
images, promoting highly accurate and interpretable image
retrieval [10], [11].

GAN:s, including cGAN and DeepSynthBody, are crucial
in generating synthetic images and integrating explainability
into the data generation process. These methods improve the
training of pathologists in identifying rare subtypes of cancer,
promote user trust in Al systems, and address ethical concerns
related to data privacy [12], [13].

RQ3: The future of example-based XAl in medical imag-
ing presents promising challenges and opportunities. One
of the main challenges is the need for more consistent
approaches with lower computational costs. For example,
despite its effectiveness, the X-MIR method presents varia-
tions in results, indicating a need for greater consistency [10].
Furthermore, techniques such as ¢cGANs and DeepSyn-
thBody, although innovative in generating synthetic data,
require significant computational resources, highlighting the
need for optimisations such as hardware acceleration and
parallelisation techniques [12], [13].

Regarding opportunities, integration with other data
modalities and developing hybrid methods are promising
areas. For example, the “twin-systems’ approach combines
the power of DL models with the clarity of CBR, offering
detailed explanations of DL model decisions. This demon-
strates the potential of hybrid methods to provide more pros-
perous, more multifaceted explanations [11].

CapsNet effectively differentiates between diseases and
in advanced visualisation of feature clusters. This ability to
visualise and interpret the model’s decision-making bases
reinforces the importance of advances in intuitive visualisa-
tions and the generation of reliable counterfactuals [16].

Furthermore, adapting to new Al technologies is crucial
to the future of XAI. Methods such as SCOPe and TraCE,
which generate detailed and coherent explanations, illustrate
the ability to create precise and coherent counterfactuals
aligned with human interpretations, promoting greater clarity
in medical decisions based on DL models [14], [15].

VI. CONCLUSION

In conclusion, this systematic review highlights the growing
importance of example-based XAI techniques in medical
images, establishing a fundamental bridge between the com-
plexity inherent in DL models and the pressing need for trans-
parency and understandability in medicine. The methodolo-
gies explored, including CapsNet, GANs, and counterfactual
approaches, reveal a field full of innovations and possibili-
ties, paving the way for more reliable and accessible clinical
applications.

The answers obtained concerning the research questions

reflected the diversity and potential of these methods.

o Q1: What are the different existing example-based XAl
methods, and what are their main advantages and limi-
tations?

R: Several example-based XAI methods that stood out
for their accuracy and explanatory power in medical
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imaging were identified. These methods combined
advanced techniques such as DL and CBR/CBIR with
innovative approaches in GANs and counterfactual
explanations.

o Q2: In which areas are these methods applied, and how

do they behave in terms of performance in these appli-
cations?
R: They have demonstrated efficacy in some medical
areas, excelling in diagnostic accuracy and synthetic
image generation, contributing to increasing confidence
in Al systems and addressing ethical issues.

o Q3: What are the future challenges and opportunities for

the field of example-based XAI?
R: The future of XAl in medical imaging was identified
as overcoming challenges such as the need for consis-
tency and computational efficiency, seizing opportuni-
ties in hybrid methods and intuitive visualisations, and
adapting to new Al technologies for more transparent
and more coherent explanations.

These approaches not only elevate confidence in Al-
supported decisions but also encourage greater involvement
of healthcare professionals in the decision-making process,
aiding in understanding the principles and limitations of Al
models.

Moreover, the growing implementation of example-based
XAI in medical imaging is pivotal in alleviating ethical con-
cerns and enhancing the acceptance of Al systems among
professionals and patients. By offering clear and intuitive
explanations, these methods elucidate AI model outcomes,
enabling a more critical and informed evaluation of their sug-
gestions. Thus, example-based XAl enriches Al in healthcare
and emphasises the importance of humanisation and ethics
in digital medicine. This study contributes significantly to
comprehending XAl techniques in medical imaging, laying a
robust groundwork for future research and practical deploy-
ments in healthcare.
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